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Abstract

:

Geostationary meteorological satellites can provide continuous observations of high-impact weather events with a high temporal and spatial resolution. Sounding the atmosphere using a microwave instrument onboard a geostationary satellite has aroused great study interests for years, as it would increase the observational efficiency as well as provide a new perspective in the microwave spectrum to the measuring capability for the current observational system. In this study, the capability of assimilating future geostationary microwave sounder (GEOMS) radiances was developed in the Weather Research and Forecasting (WRF) model’s data assimilation (WRFDA) system. To investigate if these frequently updated and widely distributed microwave radiances would be beneficial for typhoon prediction, observational system simulation experiments (OSSEs) using synthetic microwave radiances were conducted using the mesoscale numerical model WRF and the advanced hybrid ensemble–variational data assimilation method for the Lekima typhoon that occurred in early August 2019. The results show that general positive forecast impacts were achieved in the OSSEs due to the assimilation of GEOMS radiances: errors of analyses and forecasts in terms of wind, humidity, and temperature were both reduced after assimilating GEOMS radiances when verified against ERA-5 data. The track and intensity predictions of Lekima were also improved before 68 h compared to the best track data in this study. In addition, rainfall forecast improvements were also found due to the assimilation impact of GEOMS radiances. In general, microwave observations from geostationary satellites provide the possibility of frequently assimilating wide-ranging microwave information into a regional model in a finer resolution, which can potentially help improve numerical weather prediction (NWP).
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1. Introduction


A large number of satellite radiance observations from different sensors have been assimilated directly into the operational or research numerical weather prediction (NWP) models since the fast development of radiative transfer models and their linearized versions, such as Community Radiative Transfer Model (CRTM) or Radiative Transfer for Tiros Operational Vertical Sounder (RTTOV) [1,2,3,4,5,6,7,8]. Those satellite radiance data account for more than 90% of the actively assimilated observations in global NWP models, thus significantly contributing to improving model forecasting [9]. It is reported that the contributions from assimilating radiances to analysis and prediction accuracy for atmospheric states have exceeded those from assimilating in situ and conventional data in the global NWP model [10].



Radiance observations are mostly produced by infrared sensors onboard geostationary satellites or by infrared and microwave sensors onboard polar-orbiting satellites. Because microwave frequencies have the ability to partially penetrate clouds, valuable observations over data-sparse regions at these frequencies can be provided. Several bands in the microwave spectrum have been used to sound the atmosphere, notably those in the O2 (50–58 GHz) and H2O (around 183 GHz) absorption lines [11,12], providing radiance measurements for atmospheric temperature and water vapor profiling in nearly all weather conditions, except very heavy precipitation, and independently of daylight conditions. Based on the 183 GHz properties, data have been used for deep convective cloud detection [13,14,15], snow, hail, and rainfall detection [11,16,17,18], the evaluation of rainfall and convection prediction [19,20], and even the diagnostics of hurricane-like events in the Mediterranean [21], but there are indeed limited studies that address the usefulness of assimilating microwave radiances in the water vapor frequencies for forecasting.



It was found in many studies that the assimilation of microwave radiances has positive impacts on improving NWP skill scores, especially for mid-range lead times in global models [11,12,13,14,15]. Microwave radiance data assimilation has also shown positive impacts in a variety of applications such as rainfall prediction, snow prediction, streamflow prediction, mid-latitude storm prediction, and soil moisture prediction [22,23,24,25,26,27,28]. In the past two decades, microwave radiance data assimilation has also greatly contributed to large reductions in the error of typhoon track and intensity forecasts by providing valuable observations over oceans that can partially penetrate clouds around a typhoon [29,30,31]. These improvements are linked to a better representation of the upper-level warm core for the rapid intensification of cyclones [32,33,34,35,36,37,38]. In addition, the advancements in ensemble data assimilation techniques lead to better forecasts of typhoon intensity and a continued reduction in track errors because of the use of flow-dependent error statistics estimated from short-term ensemble forecasts, which should represent spatial correlations and mass–wind balances using the observation information provided by satellite radiances [38,39,40,41].



Polar-orbiting satellites have the advantage of providing globally-covering radiance observations, which is significantly important for global NWP models [42]; furthermore, the polar-orbiting radiances usually have much higher observing accuracy because of their low height and high spectral resolution in comparison with the geostationary satellites [43,44]. However, polar-orbiting satellites cannot provide frequently updated radiances observing a wide fixed regional area within a short time window, and thus may miss severe, fast-evolving weather events such as typhoons over ocean. On the contrary, because of the high spatial and temporal resolution and fixed observing view relative to Earth’s surface, sensors on geostationary satellites can produce continuous radiance observations that can rapidly resolve the evolution of high-impact storm systems from convective-scale to meso-scale or large-scale in a fixed observing domain [45,46,47]. To the author’s knowledge, for geostationary instruments in operation, only infrared radiances have been assimilated into the operational model. There are, so far, no geostationary meteorological satellites equipped with microwave observation instruments. Compared with infrared radiances, the microwave radiance data can partially penetrate clouds and rainy areas (though not heavy precipitating clouds), detecting the occurrence and development of the typhoon system in more detail [48,49,50,51]. Therefore, the geostationary microwave radiances can be beneficial to the improvement in the accuracy of numerical analysis and forecast of typhoon cases.



The possibility of a microwave sounder detecting the atmospheric state from a geostationary satellite has been long studied [52]. Such instruments would contribute to increase the observational efficiency provided by geostationary satellites to the sounding capability of the current observational system [53,54,55]. However, there has been few researches directly assimilating microwave radiances from geostationary satellites in regional or global models, and no such studies have been conducted for typhoon prediction applications. It is believed that microwave radiances from geostationary satellites will contribute to the improvement in forecast skill scores for rapidly developing severe storm systems, such as typhoons, through a data assimilation technique with a regional model utilizing frequent cycling setting.



In order to evaluate the potential impact of the geostationary microwave sounder (GEOMS) radiances for typhoon NWP and introduce a data assimilation view of the geostationary microwave sensor concept, the present study was conducted through a reanalysis-based observational system simulation experiment (OSSE). Radiance observations of the 183 GHz water vapor absorption band with different experimental configurations (cycling frequency, data resolution, and calibration accuracy) were investigated. The main reason for the choice of 183 GHz as the sounding channel on geostationary satellites is related to the limitation imposed by the antenna size, so as to achieve a compromise on the minimum desired spatial resolution [53,54]. The added value of assimilating microwave radiances from geostationary satellites will also be studied for the analyses and forecasts of the Lekima typhoon, which landed on Mainland China in early August 2019. Lekima was the strongest typhoon in 2019 and caused great casualties and property losses.



The rest of this paper is organized as follows. Section 2 describes the data used in this study, and the typhoon named Lekima. Section 3 details the GEOMS and its simulated radiances, the radiance data assimilation system, and its setup for GEOMS data, such as the bias correction and quality control. The Weather Research and Forecasting (WRF) model configurations and experimental design are discussed in Section 4. Experimental results are given in Section 5, with conclusions and discussions presented in Section 6 and Section 7.




2. Introduction to the Data Used and Typhoon Lekima


2.1. Introduction of Data Used


In this study, we used the fifth generation of the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis (ERA-5) data [56] to simulate the synthetic observations and compute forecast skill scores. ERA-5 provides hourly estimates of a large number of atmospheric, land, and oceanic climate variables. The data cover the Earth on a 30 km grid and resolve the atmosphere using 137 levels from the surface up to a height of 80 km. ERA-5 combines vast amounts of historical observations into global estimates using advanced modelling and data assimilation systems. ERA-5 replaces the ERA-Interim reanalysis, which stopped being produced on 31 August 2019.



To verify the track and intensity prediction in this study, the best track of Typhoon Lekima provided by the Tropical Cyclone Data Center of China Meteorological Administration (CMA) [57] was also used. The CMA best track data information includes time, location (latitude and longitude), maximum wind speed (MWS), and minimum sea level pressure (MSLP), which can be used as the truth for typhoon prediction. These data are available via http://tcdata.typhoon.gov.cn/en/index.html (accessed on 20 July 2020).



In addition, to verify the rainfall forecasts, the China Hourly Merged Precipitation Analysis (CHMPA) data was employed as the rainfall observations. The CHMPA was developed by the National Meteorological Information Center of CMA and combines rainfall observations from satellite-retrieved Climate Prediction Center morphing technique (CMORPH) rainfall data with high-density and hourly automatic weather station rainfall data. The spatial and temporal resolution of CHMPA rainfall data is 0.1° × 0.1° and 1 h, respectively. CHMPA data are now available on the China meteorological data network (http://data.cma.cn/data (accessed on 20 July 2020)) [58].




2.2. The Super Typhoon Lekima


Tropical cyclone Lekima (No. 1909) was generated on 4 August 2019 in a tropical disturbance cloud east of the Philippines. At 0900 UTC on 4 August, the CMA upgraded it from a tropical depression to a tropical storm. Lekima moved northwestward under the impact of the outer airflow of the Western Pacific Subtropical High. The intensity approached “typhoon” status at 2100 UTC on 6 August, and it was then strengthened as a super typhoon at 1500 UTC on 6 August. Lekima maintained this intensity until it landed on the coast of Chengnan Town, Wenling City, Zhejiang Province, in the early morning of the 10th in Beijing time (Figure 1). The wind force reached scale 16 (about 52 m·s−1), and the lowest pressure in the typhoon center was 930 hPa. After landing, the track of Lekima gradually changed from northwest to north, and the intensity gradually weakened. Lekima was the strongest typhoon in 2019, causing 14.024 million people in China to be affected by the disaster. Seventy-one people died or went missing, 2.097 million people were urgently transferred and resettled, and the direct economic loss was 53.72 billion yuan.





3. Methodologies


3.1. The GEOMS and Its Simulated Radiances


Microwave remote sensing uses microwave equipment such as microwave radiometer or microwave scatterometer to detect and receive the electromagnetic radiation and scattering characteristics of the measured object in the microwave band (wavelength from 1 mm to 1 m). Microwave remote sensing has the ability to work day and night in all weather and can partially penetrate clouds, which is not easily affected by meteorological conditions [59]. The geostationary microwave observations investigated in this study are synthetically generated by a simulated microwave sounder (GEOMS), which is under preparation to be put in geostationary orbit onboard the upcoming China Fengyun-4 geostationary satellite in the future. The details regarding the GEOMS characteristics (e.g., field of view and spectral resolution) are still under demonstration and designation and will be submitted in another paper. This paper mainly focuses on the potential impact of this kind of geostationary microwave radiances on typhoon prediction. The microwave-based sounder onboard geostationary satellite can detect the vertical distribution of temperature and humidity inside clouds as well as precipitation, constantly and frequently monitoring a fixed area and acquiring extremely high temporal resolution on wide-range Earth observation [60]. Thus, the GEOMS has the capability of continuously observing disastrous weather conditions such as tropical cyclones and heavy rainfall that happen suddenly and with a short duration in a microwave view. In this study, the 183 GHz water vapor absorption bands were chosen; the 183 GHz band sounds atmospheric humidity by the absorption/emission of microwave radiance, but is sensitive to cold clouds, as the wavelength is about the same size of the hydrometeors, which causes scattering and brightness temperature depression and consequently compromises humidity sounding under these conditions [13,61]. Thus, precipitating clouds and thick cold clouds need to be screened out. Two GEOMS configurations were selected, with a calibration accuracy of 0.3 K and 0.5 K, respectively, which were calculated using the calibration accuracy formula presented by He et al. [62]. The corresponding observation error standard deviation is less than 2 K for the 183 GHz water vapor band comparing the simulated observations with ERA-5 data.



The more realistic each of the OSSE components is, the more consistent the results will be with experiments using real observations [63]. Thus, the fifth generation of the ECMWF reanalysis (i.e., ERA-5) was used as a nature run or “true” atmospheric state in this study. The advantage of the reanalysis-based OSSE is a much easier verification process against real observations such as the ground-based rain-gauge data and typhoon best track obtained during actual weather events. The hourly ERA-5 data can be used to compute forecast skill scores, as well as to simulate the synthetic observations. The synthetic GEOMS radiances are simulated with a radiative transfer model that was applied to ERA-5 atmospheric columns processed by the WRF model.



In this study, in order to examine the performance of geostationary microwave radiances, a simulation system was set up, shown in Figure 2. The simulation system is composed of observation target modeling, observation process simulation of the sensor, and brightness temperature generation from the processed observation data. With adjustable parameters, such as orbit altitude, system frequency, bandwidth, scanning angle, and calibration accuracy, the system can simulate channel radiances with different configurations, thereby assessing geostationary microwave radiance performance under different conditions. Weighting function is used to validate the sounding characteristics for each channel, which shows the peak altitude for atmospheric sounding and indicates the relative contribution of each atmospheric layer to the observations. The distributions of weighting functions for the water vapor absorbing lines at 183 GHz are shown in Figure 3. The calculation of weighting functions is according to He et al. [64], who used the U.S. standard atmospheric profiles of temperature and moisture as input for the radiative transfer model. On a practical level, the hourly 0.25° ERA-5 global analysis data were first interpolated to 15 km using the WRF initializing program. The data in WRF I/O format was then used as input for the radiative transfer model using the atmospheric state parameters, including temperature and humidity profiles as well as hydrometeor content with a temporal resolution of 1 h, which was used by an advanced radiative transfer model named HI-URMT (the horizontally inhomogeneous unified microwave radiative transfer model) developed by CU-Boulder [65] to calculate brightness temperature detected by geostationary satellites at a water vapor absorption band, with atmospheric rain water, cloud water, cloud ice, and snow water considered in detail. Next, the simulation system can produce the synthetic radiance data with different resolution according to the user’s choice. Although this may be an approximate method due to the linear interpolation, it can be a practical choice because of the relatively large-scale typhoon weather system in this study.




3.2. The Data Assimilation Methodology


The Weather Research and Forecasting model’s data assimilation (WRFDA) system was used in this study to assimilate the GEOMS radiances. The WRFDA was developed and maintained by the National Center for Atmospheric Research (NCAR). It has the capability of assimilating various observation data that include satellite radiance observations from sensors onboard different satellite platforms [66,67,68]. These data include 3DVar, 4DVar, and hybrid ensemble–variational (EnVar) data assimilation schemes for both operational and research applications [69]. In this study, we exploited the capability of assimilating GEOMS radiances in WRFDA. The hybrid EnVar was employed because it can efficiently introduce the flow-dependent background error information and thus produce an improved analysis for the atmospheric state through the iterative minimization of a prescribed cost function. The data assimilation problem is solved by minimizing the cost function in the EnVar method [70]:
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where   δ   x  1    represents the analysis increments corresponding to the static background error covariance B, calculated using the National Meteorological Center (NMC) method [71]. The second term corresponds to the flow-dependent error covariance.   α   represents the augmented control variables. A denotes the spatial covariance localization of   α  .    d  =   y  o  − H   x  b    represents the background departure. The analysis increment of the hybrid EnVar is a sum of two terms, which is defined as   δ  x  = δ   x  1  +   ∑  n = 1  N     α  n  ∘     x   n , b  e   , where the second term represents the analysis increments corresponding to the flow-dependent ensemble error covariance. The symbol  ∘  is an element-wise multiplication or Schur product. N represents the size of ensemble members.     x   n , b  e    is the nth ensemble member perturbation normalized by     N − 1    :     x   n , b  e  =   (   x   n , b    −     x  b   ¯  )  /    N − 1      , where       x  b   ¯    represents the ensemble mean, and     x   n , b      the nth ensemble member. The WRFDA system also includes an ensemble transform Kalman filter (ETKF) scheme, employed to produce ensemble error covariances for the EnVar scheme [70]. The equation is as follows:    x  =   x  e  Π  C    (  Γ  +  I  )   − 1 / 2     C  T   , where   C   and  Γ  represent the eigenvector and the eigenvalue of     ( H   x  e  )  T    R   − 1   H   x  e   , respectively.   I   is the identity matrix.   Π =    c 1   c 2  …  c i      is the inflation factors,    c i    satisfies the equation     d ˜  i T    d ˜  i  = T r (   R   − 1    H   c i    P  i e    H  T  +  I  )  , where     d ˜  i  =  R  − 1 / 2     y  i  − H    x ¯    i , b     is the departure normalized by the observation error covariance R. Since the current WRF data assimilation system assumes no observation error correlation, the off-diagonal term of the observation error covariance R is assumed to be 0 for the simplicity and computational efficiency in this study.     P  i e    represents the flow-dependent ensemble covariance, and Tr denotes the trace of a matrix.




3.3. Variational Bias Correction


Radiance observations with systematic bias are usually bias-corrected before assimilation to meet the variational assumption that no bias exists in either the backgrounds or the observations [72,73]. The bias of radiance observations can be expressed as a linear combination of several predictors leading to the modified forward operator


   H ˜     x  , β   = H   x   +  β 0  +   ∑   i = 1    N p     β i   p i   
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where x represents the model state vector, H represents the fast radiative transfer model, β0 represents a constant part of the total radiance bias, and pi and βi represent the ith predictor and the associated bias correction coefficients, respectively, which are both assumed to be channel-dependent. The bias correction can be estimated offline [74]. After including the predictors’ coefficients in the state vector, they can be also updated adaptively within the variational minimization iteration [75], which is called the variational bias correction (VarBC). The VarBC scheme employed in this study includes seven predictors: the 50–200 hPa and 300–1000 hPa layer thicknesses, the total column water vapor, the surface skin temperature, the scan position, and its square and cube. For brightness temperature from polar-orbiting satellites, the pixel index in the field of view can be used as the scan position. For radiance observations from geostationary satellites, the satellite zenith angle or their multiplicative inverse of the pixel can be used as the scan position. In this study, the satellite zenith angle was used as the scan position because we found that the satellite zenith angle and their multiplicative inverse of the pixel perform similar. The cost function J with radiance VarBC to be minimized associated with the model state and bias parameters becomes
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where βb and Bβ represent the background bias correction coefficients and the corresponding error covariance, respectively. The bias correction coefficients are updated adaptively in the minimization iteration using the coefficients from previous cycling analysis as the background for each analysis.



In this study, we employ an “offline” mode approach [38] to run WRFDA’s VarBC, in which the hourly ERA-5 data are used as the backgrounds during the 10-day period before the typhoon. The scatter plots of model-calculated GEOMS brightness temperatures versus the radiance observations valid at 0000 UTC 06 August 2019 are shown in Figure 4. It can be seen that, after bias correction, the mean bias of the GEOMS radiances is clearly reduced (by about 80%) in comparison with the bias without correction. In addition, the root mean squared error (RMSE) is also obviously reduced by the bias correction. Furthermore, after assimilating the GEOMS radiance observations, the analysis results have much closer agreements with the observed radiances than the background does; both the RMSE and standard deviation (STDV) are reduced by about 25% and 30%, respectively (Figure 4c), indicating that the variational bias correction applied in this study is effective for directly assimilating the GEOMS radiances.




3.4. Quality Control


To reduce the random error and systematic bias usually existing in radiances, which arise from errors in the sensor and model, quality control is important for directly assimilating satellite radiance data. In this study, quality control procedures were applied to the GEOMS radiances as the following:




	(1)

	
Surface type check. This check removes pixels with mixed surface types (for example, mixed predominately sea, mixed predominately sea ice, mixed predominately land, and mixed predominately snow) to reduce the impact of radiances with large error caused by inaccurate calculation of the surface emissivity on these pixels.




	(2)

	
Gross check. This check removes radiances with brightness temperatures higher than 330 K or lower than 50 K.




	(3)

	
Relative departure check. This check removes radiances if the departure exceeds three times the observation error.




	(4)

	
Absolute departure check. This check removes radiances if the departure exceeds 3 K.




	(5)

	
Cloud liquid water path (CLWP) check. This check removes radiances with CLWP ≥0.2 kg/m2 calculated from background.









Figure 5a shows the simulated radiance data of the 183 GHz channel after quality control procedures at 0000 UTC 6 August 2019. The differences between backgrounds and the observation fields (Figure 5b) and those between analyses and observation fields (Figure 5c) at the simulated GEOMS observed points that passed the above quality control steps are also presented as examples. The departures between the backgrounds and observations reach as large as about ±2 K. The departures between analyses and observations are significantly reduced compared to the former, especially near around the Typhoon Lekima area. Moreover, there are blank spaces around the typhoon center where the clouds are probably the thickest. The radiance observation error, the model error, and the radiative transfer error may be large in these areas, which can decrease the analysis results. Thus, the observations here, which have large error and relatively poor agreements with the model, were rejected by the data assimilation system through the built-in quality control procedures introduced in this part. However, the hybrid EnVar data assimilation method used in this study has the ability to build the flow-dependent spatial correlation between the typhoon center area and the environment area through the ensemble error covariance. A symmetrical observation error model for the geostationary microwave radiances can be developed in the future to better utilize the all-sky radiances, even in the area where the clouds are the thickest.





4. Experimental Setup


4.1. The Regional Model Configurations


The Advanced Research WRF model (WRF-ARW, hereafter WRF) version 4.1 [76] was employed in this study to generate the numerical weather forecasts over a computational domain spanning the western north Pacific and southeast coastal region in China (Figure 6). Moving-nested run was configured with a parent domain with 15 km horizontal grid spacing, with 208 × 196 model grid points and an inner two-way nesting domain of 5 km with 241 × 241 grid points. The domain was configured with a 10 hPa model top and 41 vertical levels. The time step was 90 s and 20 s for the outer and inner domains, respectively. The physical parameterizations were employed as follows (also summarized by Table 1): the WRF Single-Moment 6-class (WSM6) microphysics scheme [77], the Tiedtke cumulus scheme [78], the Rapid Radiative Transfer Model (RRTMG) longwave and shortwave radiation scheme [79], the Yonsei University (YSU) planetary boundary layer scheme [80], the revised MM5 surface layer scheme [81], and the unified Noah land surface model scheme [82]. In addition, cumulus parameterization was turned off for the 5 km setting in the inner domain.




4.2. Data Assimilation Configurations and Experimental Design


In this study, the capability of assimilating GEOMS radiance observations was exploited in the WRFDA system to investigate its potential value on NWP of the super typhoon Lekima (Figure 7). Five parallel experiments were conducted, denoted as no DA (NDA), single time DA (SDA), hourly continuous DA (CDA)-1, CDA-2, and CDA-3, respectively, which are summarized in Table 2. NDA assimilated no GEOMS radiance data, which directly predicts using the initial and lateral boundary conditions provided by the interpolated National Centers for Environmental Prediction (NCEP) operational Global Forecast System (GFS) analysis, serving as a benchmark forecast in comparison with other GEOMS data assimilation experiments. SDA assimilated GEOMS radiances only once at the end of a six-hour time window. CDA-1 continuously assimilated radiances at hourly time intervals within the six-hour time period, with the GEOMS radiance resolution and calibration accuracy set to 30 km and 0.5 K, respectively. CDA-2 continuously assimilated radiances at hourly time intervals within the six-hour time period, with the GEOMS radiance resolution and calibration accuracy set to 15 km and 0.5 K, respectively. Finally, CDA-3 continuously assimilated radiances at hourly time intervals within the six-hour time period, with the GEOMS radiance resolution and calibration accuracy set to 15 km and 0.3 K, respectively. The GEOMS radiances assimilated in all experiments were thinned to reduce the impact of potential correlations [83,84]. Note that, in this study, GEOMS radiances were assimilated only in the outer domain.



This study attempted to rapidly assimilate geostationary microwave radiances using the WRF model for the typhoon case. The microwave radiances from polar-orbit satellite provide the observations only twice a day, which may not meet this study’s requirement for rapidly updated cycling data assimilation. Thus, we designed the SDA experiment, which assimilated radiances every 6 h as an assimilation baseline to better show the impact of the hourly cycling assimilation of GEOMS radiances (i.e., 1 h vs. 6 h). In addition, the GEOMS radiance resolution was limited by the antenna size because geostationary orbit altitudes are much larger than polar orbit altitudes, and a better calibration accuracy may lead to a better result but may increase the technological complexity for the satellite sensor, so CDA-2 and CDA-3 were additionally designed to show the influence of the candidate configurations on GEOMS radiance resolution and calibration accuracy.



A total of 25 partially cycling assimilating and forecasting runs were driven from 0000 UTC 05 August 2019 to 0000 UTC 11 August 2019 at a 6 h interval (Figure 8) for the hourly cycling data assimilation experiments. Each partially cycling run began with the first analysis at four synoptic times (0000, 0600, 1200, and 1800 UTC), which used NCEP GFS analysis as the background. The forecast initialized from the previous cycle’s analysis was then used as the background to finish an hourly analysis update. The cycling runs ended at the synoptic times, and the subsequent 96 h forecasts were then initialized. To remove the potential initial imbalance in the model after data assimilation, a digital filter initialization step using the Dolph filter was applied in the cycling runs [85]. The GFS analyses were interpolated to provide lateral boundary conditions for the numerical forecasts. The background error covariances in all experiments were provided by a combination of NMC and ETKF methods. The control variables for the static part of background error covariance include unbalanced velocity potential, stream-function, unbalanced surface pressure, unbalanced temperature, and pseudo relative humidity. For the first analysis, the 40 ETKF initial ensemble members were 6 h WRF forecasts initialized from the “random_CV” perturbations [86] to develop flow-dependent structures of the background error covariances. The first analyses occurred at 0000 UTC 5 August 2019 and used the previous 6 h forecasts as a background. The data assimilation cycle for each experiment continued until 0000 UTC 11 August 2019 (Figure 8).





5. Results


5.1. Single GEOMS Radiance Test


To check the correctness of the GEOMS water vapor radiance assimilation implementation and its influence on the model variables, we first performed a single GEOMS radiance test. A pseudo GEOMS brightness temperature observation was assumed to be located at the position of the typhoon center (23°N, 126°E) at 0600 UTC 8 August 2019. The observation innovation (i.e., observation minus background) was assumed to be 1 K, and the observation error was assumed to be 1 K. The analysis increment fields of humidity, temperature, and the x-component of wind variables at 500 hPa are shown in Figure 9. The increments present an anisotropic distribution corresponding to the typhoon structure due to the flow-dependent background error covariance within the hybrid EnVar data assimilation method. Assimilation of GEOMS radiances has a direct impact on the temperature and humidity fields, and an indirect impact on the wind field. Note that statistical multivariate correlation (mass–wind balance) implied in the background error covariance enables the creation of wind increments, even though radiances are not sensitive to the wind field. The single observation test shows that the typhoon structure in terms of humidity, temperature, and wind can be flow-dependently adjusted by the GEOMS humidity radiance through the spatial and multivariate correlations in the hybrid EnVar data assimilation method.




5.2. RMSE Verification against ERA-5


Figure 10a displays the average 24 h forecasting RMSE vertical profiles of water vapor mixing ratio, temperature, and zonal wind, respectively, which uses the ERA-5 data as truth. For humidity, the NDA experiment generated the worst result, while CDA-3 yielded the lowest RMSEs and was slightly better than CDA-2. The SDA is only better than the NDA, while the performance of CDA-1 lies between CDA-2 and SDA. The five experiments obtained similar results at above 400 hPa but show the advantages of assimilating GEOMS radiances in the middle and lower levels, indicating that valuable tropospheric humidity information from a low-level atmosphere can be extracted from GEOMS humidity sounder radiances. For temperature, differences between experiments become clear at below 150 hPa. SDA showed little impact on the temperature fields compared to NDA because of the lack of enough rapidly updated information from GEOMS radiances. CDA-3 looks clearly better than CDA-2 at levels between 150 and 850 hPa. However, these two experiments obtained comparable results at levels below 850 hPa. For the wind field, CDA-2 and CDA-3 generated markedly smaller RMSE results than the other experiments between 200 hPa and 500 hPa, which indicates that a continuous assimilation of GEOMS radiances also has a positive impact on wind fields, which may be influenced by the multivariable correlations (mass–wind balance) between model state variables provided by the background error covariance. The RMSE values for humidity, temperature, and wind variables for comparison are also displayed in Table 3, Table 4 and Table 5, respectively. It can be concluded from this part that the continuous assimilation, radiance resolution, and radiance accuracy may have different impacts on different variables. The higher space-time resolution of the GEOMS radiances helps improve the performance of NWP. Furthermore, the reduced RMSE of multiple model state variables can help to improve the predictions of typhoon intensity, track, and rainfall.




5.3. Impact on Typhoon Track and Intensity Forecast


The verification of typhoon track and intensity forecasts for NDA, SDA, CDA-1, CDA-2, and CDA-3 are discussed in this subsection. The best track data is provided by the tropical cyclone center of CMA. Table 6 presents the average typhoon intensity and track forecast performance of the different experiments. The continuous cycling data assimilation experiments overall outperform SDA and NDA in terms of the minimum sea level pressure (MSLP) error, the maximum wind speed (MWS) error, and the track error. CDA-3 shows a slightly better result than CDA-2, while NDA without any data assimilation generates the worst results.



The 96-h evolution of Typhoon Lekima’s MSLP and MWS of the best track and the five experiments (NDA, SDA, CDA-1, CDA-2, and CDA-3) are shown in Figure 11. The observed typhoon initializes at 985 hPa MSLP at 0000 UTC 6 August and continues to strengthen until 1200 UTC 9 August during the forecast period. A clear improvement of intensity forecast (the CSLP and MWS) of up to ~48 h was found in the GEOMS radiance data assimilation experiments. Later on, the advantages of assimilating GEOMS radiances become smaller, probably due to the model error and the lack of detailed typhoon structure information that can be provided by radar. In comparison with NDA and SDA, CDA yielded better intensity forecasting results in terms of the MSLP (Figure 11a,b). Note also that CDA-2 and CDA-3 both capture a more similar center pressure to the best track throughout most of the lead time. Figure 11c,d present the forecasting MWS as well as its error compared with the best track data. The MWS of the CDA experiments display slightly stronger results than those from NDA and SDA over the entire lead time. Although the MWS results of CDA-2 and CDA-3 are similar, they look much weaker than the best track, which may be caused by model error. The improvement in GEOMS radiance data assimilation for typhoon intensity may be limited by the model error from the parameterization in the surface processes and microphysical procedures [87].



Figure 11e shows the forecasting track error initialized from 0000 UTC 6 August against the best track data, and Figure 11f shows the best track as well as the 96-h predicted typhoon track. NDA generated the best results in the first 6 h but the worst results between 6 and 72 h of the lead time. SDA was better than NDA between 6 h and 72 h but became the worst after 72 h, which may be caused by the imbalance introduced by the single time data assimilation within the 6-h time window. The continuous cycling assimilation of GEOMS radiances (i.e., CDA-1, CDA-2, and CDA-3) generated the best results after 18 h of the lead time, and CDA-2 and CDA-3 showed the lowest track error, presumably due to their rapid-update utilization of microwave water vapor information in the typhoon analysis and prediction. We can attribute the improvement in track forecast to the more realistic intensity and vortex structure in the initial vortex because of the assimilation of GEOMS radiance data. This result is similar to those of Zhang et al. [48], where microwave radiances helped better describe the typhoon structure. In our study, general positive impacts on typhoon forecast were found in the OSSE experiments after assimilating the GEOMS radiances before 68 h; however, after 68 h, GEOMS data assimilations did not significantly impact typhoon track or intensity, in terms of MSLP or wind speed, which may have been caused by the model error and the lack of detailed typhoon structure information. Combining radar and geostationary satellite observations in the model may overcome this problem in future studies.



To evaluate the assimilating impact of GEOMS radiance observations on the vertical structure of Typhoon Lekima, west–east vertical cross-sections of the potential temperature and horizontal wind speed across the typhoon center in NDA, SDA, CDA-1, CDA-2, and CDA-3 are displayed in Figure 12, respectively. The mature typhoon eye and vortex circulation from CDA-3 are evident in Figure 12a, which is substantially stronger than those in other experiments. The vortex in the continuous cycling data assimilation experiments is generally stronger, having a more upright eyewall than that in NDA and SDA. It is also found that the prediction state from NDA without radiance analysis cannot strengthen the structure of the inner core, which is shown in Figure 12e. It can be concluded that assimilating fine-resolution and more accurate GEOMS radiance data helps establish a more axisymmetric and upright eyewall. In general, Typhoon Lekima analyzed by continuous cycling data assimilation presents more realistic characteristics than other methods. The inclusion of the rapid-update information from GEOMS radiance data contributes to the final forecasting improvement.




5.4. Impact on Rainfall Forecasts


To better present the impact of assimilating GEOMS radiances on precipitation prediction ability, three different verification metrics were applied. The first metric is the threat score (TS, also known as the critical success index), which measures the fraction of observing and/or forecasting events that are correctly predicted. TS ranges between 1 and 0, and a perfect score is 1. The second metric is the equitable threat score (ETS, also commonly known as the Gilbert skill score), which measures the fraction of observing events that are correctly predicted, which is adjusted for the frequency of hits that is expected to occur simply by random chance. The ETS ranges between –1/3 and 1, with negative or zero values indicating no skill, and 1 indicating a perfect score [88]. The third verification metric is a neighborhood verification method that is called the fractions skill score (FSS). FSS ranges from 0 to 1, with 1 representing complete overlap and 0 representing no overlap between forecasting and observing events, respectively [68,89]. Both TS and ETS are rainfall quantity scores, whereas FSS represents a location score (an alternative, concise method would be to use the structure, amplitude, and location (SAL) method of Wernly et al. [90]). A 30 km influence distance of the neighborhood was used in this study.



Figure 13 presents the rainfall forecast skill score as a function of lead time for every 3-h period of accumulated precipitation. CDA-2 and CDA-3 are comparable and show the best results. However, the former gives substantially better results than the latter run in the first 15 h of the lead time, and the former becomes worse than the latter afterwards. NDA generated the lowest scores, and CDA-1 was slightly better than NDA, except between 12 h and 18 h, during which the improvement was reduced. Figure 14 displays the TS, ETS, and FSS as a function of the threshold for 24 h of accumulated precipitation, respectively. Larger improvements in the rainfall forecast between 5 and 30 mm and in the rainfall forecast between 70 and 120 mm were observed in CDA-2 and CDA-3. Furthermore, the scores of CDA-1 and SDA are comparable with NDA and show an advantage at rainfalls greater than 40 mm. However, the improvements due to assimilating GEOMS radiance data become small for thresholds exceeding 120 mm, which may be influenced by the model error, lending to an overestimation of the final rainfall.



Figure 15 displays 12 h of accumulated precipitation for the five experiments (Figure 15b–f) initialized at 0000 UTC 8 August 2019, compared with the observed rainfall (Figure 15a). All the experiments captured the main coverage of the rainfall pattern, although the rainfall amounts were overpredicted, especially for NDA. CDA-3 and CDA-2 produced the best results in terms of the coverage. The performance of CDA-1 and SDA followed in sequence, although the former has few advantages over the latter in term of coverage accuracy. Figure 16 displays 3 h of accumulated precipitation for the five experiments (Figure 16b–f) initialized at 1800 UTC 9 August 2019 after the landfall of Lekima, compared with the observed rainfall (Figure 16a). It can be seen that CDA-2 and CDA-3 well captured the main coverage of the maximum rainfall over the coast area, and CDA-3 shows a better maximum pattern. CDA-1 underestimated the maximum rainfall compared with the observations. SDA and NDA almost misplaced the maximum center of the rainfall, and NDA significantly overestimated the rainfall over the offshore area.



Figure 17 presents the analyzed water vapor mixed ratio at 0000 UTC 6 August 2019. CDA-2 and CDA-3, among all experiments, most closely approach the ERA-5, indicating that the better results are due to a higher radiance resolution and calibration accuracy when assimilating the water vapor radiances. Better simulation of the water vapor led to better rainfall forecast results and perhaps, due to the physical balance in the model, improved typhoon intensity and track prediction.



It is also important to evaluate the water vapor flux, which denotes the magnitude and direction of the water vapor transport, since it has a significant impact on the maintenance and development of the rainfall weather system. The water vapor flux is denoted by Vq/g on isobaric levels, where q represents the specific humidity, V the wind vector, and g the gravitational acceleration [58]. Figure 18a–e display the differences between the ERA-5 and the 24 h water vapor flux forecast initialized at 0000 UTC 6 August 2019 at 850 hPa in the different experiments. Although similar directions of the water vapor flux in the five experiments were found, CDA-2 and CDA-3 produced weaker results than the others, which may have helped reduce the overprediction of the typhoon rainfall. The magnitude and coverage of water vapor flux around the center and southwestern area of the typhoon was significantly overpredicted in SDA and NDA, which may not favor any improvement in rainfall forecast. We can also conclude from Figure 17 and Figure 18 that the rapidly updated cycling assimilation of the GEOMS water vapor radiances with higher resolution and calibration accuracy produces better results, which may be due to the improved continuous adjusting of water vapor information in the model.





6. Conclusions


Sounding the atmosphere state using a microwave sensor onboard a geostationary satellite can contribute to a high observation resolution in terms of space and time in the microwave spectrum, which partially penetrates the cloud and rain area, providing temporally continuous and spatially wide-coverage observations in a uniform distribution for a high-impact weather system. This study firstly provides preliminary results regarding the potential assimilation impact of microwave sounder radiances at a 183 GHz water vapor band onboard a future geostationary satellite on typhoon prediction. To assimilate the simulated GEOMS radiance data, the Weather Research and Forecasting (WRF) model’s data assimilation (WRFDA) system was further developed in this study. In order to examine whether the very frequent-update microwave radiances can be beneficial to typhoon prediction using a mesoscale numerical model, observing system simulation experiments (OSSEs) were conducted using the hybrid EnVar data assimilation method.



The single GEOMS radiance test, which assimilated a single radiance observation of the 183 GHz water vapor band, indicated the characteristics of multi-variable correlations and flow dependence due to the observation operator and ensemble background error covariance of the hybrid EnVar data assimilation, presented by humidity, temperature, and wind field increments. The added value of assimilating GEOMS radiances in analyses and forecasts of Typhoon Lekima over the western north Pacific was evaluated. It was found, via verification against the ERA-5 data, that both analysis and forecast errors in terms of humidity, wind, and temperature were reduced after assimilating GEOMS radiance data. General positive assimilating impacts on typhoon track and intensity forecast during the early stages, before 68 h, were found in the OSSE experiments. However, GEOMS data assimilations did not significantly impact typhoon track or intensity in the later forecast range, after 68 h. This may be due to the model error and a lack of detailed typhoon structure information, which can be provided by radar (i.e., reflectivity or radial wind). Combining radar and geostationary satellite observations in the model may overcome this problem in future studies. Furthermore, rainfall forecast improvements were also found due to the assimilation impact of GEOMS radiances. It can be concluded that the microwave humidity sounder onboard a geostationary satellite provides a possibility to frequently (hourly in this study) assimilate wide-ranging microwave satellite information into a regional model at a finer resolution, which can potentially help to improve NWP.




7. Discussions


Since this study focuses on microwave water vapor radiance, the impact of humidity information on typhoon rainfall forecast and how it works have been discussed in detail. How the assimilation of humidity radiance influences temperature and wind fields was presented through the single radiance observation test. The large-scale RMSE values of humidity, temperature, and wind variables were reduced based on verification against the ERA-5 data. This improved typhoon intensity and track forecasts in the early stages and improved rainfall forecasts, due to the physical balance between multiple variables in the model. The improvement is limited due to other factors, such as the lateral boundary condition, physical parameterizations, the model error, the model domain and resolution, and the lack of radar observations. The typhoon structure in terms of temperature was not significantly improved in this study, perhaps because we only assimilated the humidity radiances. It would be also interesting to compare the assimilation of geostationary infrared radiances with microwave radiance in future work. In this first attempt, we used the hybrid 3DEnVar technique to assimilate GEOMS radiances using the WRF model. In the future, more complicated and advanced data assimilation methods (e.g., the hybrid four-dimensional ensemble–variational or hybrid ensemble four-dimensional variational methods) can be used to assimilate more frequent GEOMS radiance data to further improve the results. To improve performance in clear-sky areas and in cloudy and rainy areas, all-sky GEOMS radiance data assimilation will also be investigated.



In this study, the SDA experiment which assimilated radiances every 6 h as an assimilation baseline was designed to better show the impact of the hourly cycling assimilation of GEOMS radiances (i.e., 1 h vs. 6 h). Therefore, compared with previous studies, which assimilated microwave radiances for typhoon prediction limited by a low observation frequency, our study explored the potential impact of the rapidly updated assimilation of microwave radiances onboard a geostationary satellite. Another important conclusion is that the higher calibration accuracy (0.3 K vs. 0.5 K) and the finer radiance resolution (15 km vs. 30 km) of the GEOMS radiance observation also contribute to the improved results. It was also found that the GEOMS radiances with a relatively low resolution (30 km in this study) and calibration accuracy (0.5 K in this study) can achieve a better result through rapidly updated cycling assimilation compared to an experiment without GEOMS data assimilation or continuous data assimilation, which is due to the positive accumulated effect over time in the cycling forecast–analysis procedure. However, whether to be 0.3 K or 0.5 K or to be 15 km or 30 km are realistic choices with which the GEOMS designers are confronted. The GEOMS radiance resolution can be influenced by the antenna size because geostationary orbit altitudes are about 45 times larger than polar orbit altitudes. The final choice of those configurations in the design may be based on a tradeoff between budget and practical operational requirements, which are influenced by the complex relations between science benefits and project funds.
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Figure 1. The best track of Lekima from 2100 UTC on 6 August to 0000 UTC on 10 August provided by Tropical Cyclone Data Center of China Meteorological Administration (left panel); the Himawari-8 true color image of Lekima at 0000 UTC on 6 August provided by Japan Aerospace Exploration Agency Himawari Monitor P-Tree System (right panel). 
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Figure 2. Framework of the geostationary microwave sounder (GEOMS) radiances simulating system. 
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Figure 3. Weighting functions distributed from surface to 30 hPa for 183 GHz. 
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Figure 4. The scatterplots of model-calculated GEOMS versus observed radiances (K) for (a) backgrounds before bias correction, (b) backgrounds after bias correction, and (c) analyses valid at 0000 UTC 06 August 2019. 
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Figure 5. The GEOMS brightness temperature (K): (a) simulated observation; (b) observation minus background; (c) observation minus analysis at 0000 UTC 6 August 2019. 
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Figure 6. Experimental domain. d02 denotes the initial position of the vortex center for the typhoon moving-nested run. 
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Figure 7. Observing system simulation experiment framework. R denotes the observation error covariance; B denotes the background error covariance. 






Figure 7. Observing system simulation experiment framework. R denotes the observation error covariance; B denotes the background error covariance.



[image: Remotesensing 13 00886 g007]







[image: Remotesensing 13 00886 g008 550] 





Figure 8. Flow chart of one of the hourly partially cycling data assimilation runs. FC: Forecast. 
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Figure 9. Analysis increments at 500 hPa of (a) water vapor mixing ration (shaded; kg/kg), (b) temperature (shaded; K), and (c) x-component of wind (shaded; m/s) of the single GEOMS radiance observation test. The black solid lines represent the corresponding background variables, respectively, at analysis time 0600 UTC 8 August. 
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Figure 10. RMSE vertical profiles of 24 h forecast verified against ERA-5 data for five experiments: (a) water vapor mixed ratio (g/Kg); (b) temperature (K); (c) zonal wind (m/s). 
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Figure 11. The predicted (a) minimum surface level pressure (hPa) and (b) its error (hPa). The predicted (c) maximum wind speed (m/s) and (d) its error (m/s). The predicted (e) track errors and (f) track of Lekima initialized from 0000 UTC 6 August 2019. The black line in (a,c,f) represent the best track data. 
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Figure 12. Vertical cross-sections at 23° N of the horizontal wind speed (shaded; m/s) and potential temperature (5 K, contours) for (a) hourly continuous DA (CDA(-3, (b) CDA-2, (c) CDA-1, (d) single time DA (SDA), and (e) no DA (NDA) at 0000 UTC 9 August 2019. 
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Figure 13. Rainfall forecast score as a function of forecast lead time for (a) threat score (TS), (b) equitable threat score (ETS), and (c) fraction skill score (FSS). 
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Figure 14. Similar to Figure 13, but for 24-h accumulated rainfall forecast scores as a function of threshold. (a) threat score (TS), (b) equitable threat score (ETS), and (c) fraction skill score (FSS). 
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Figure 15. (a) The observed total accumulated rainfall (mm) from 0000 UTC to 1200 UTC 08 August 2019 and the corresponding forecast rainfall of the five experiments: (b) CDA-3, (c) CDA-2, (d) CDA-1, (e) SDA, and (f) NDA. 
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Figure 16. (a) The observed total accumulated rainfall (mm) after landfall from 0200 UTC to 0500 UTC 10 August 2019 and the corresponding forecast rainfall of the five experiments: (b) CDA-3, (c) CDA-2, (d) CDA-1, (e) SDA, and (f) NDA. 
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Figure 17. Water vapor mixing ratio (kg/kg) of the analyses at 0000 UTC 6 August 2019 at 850 hPa. (a) ERA-5, (b) CDA-3, (c) CDA-2, (d) CDA-1, (e) SDA, and (f) NDA. 






Figure 17. Water vapor mixing ratio (kg/kg) of the analyses at 0000 UTC 6 August 2019 at 850 hPa. (a) ERA-5, (b) CDA-3, (c) CDA-2, (d) CDA-1, (e) SDA, and (f) NDA.



[image: Remotesensing 13 00886 g017]







[image: Remotesensing 13 00886 g018a 550][image: Remotesensing 13 00886 g018b 550] 





Figure 18. Water vapor flux difference (shaded, (kg × m/s−2)/m−2) of 24-h forecasts initialized from 0000 UTC 06 August 2019 at 850 hPa. (a) CDA-3 minus ERA-5, (b) CDA-2 minus ERA-5, (c) CDA-1 minus ERA-5, (d) SDA minus ERA-5, and (e) NDA minus ERA-5. 
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Table 1. Summary of the used physics parameterizations.
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	Physics Options
	Physics Schemes





	Micro Physics Option
	WRF Single-Moment 6-Class Scheme



	Cumulus Parameterization Option
	Tiedtke Scheme



	Radiation Shortwave Physics Option
	Rapid Radiative Transfer Model Shortwave Scheme



	Radiation Longwave Physics Option
	Rapid Radiative Transfer Model Longwave Scheme



	Planetary Boundary Layer Physics Option
	Yonsei University Scheme



	Surface Layer Physics Option
	Revised MM5 Scheme



	Land Surface Physics Option
	Unified Noah Land Surface Model Scheme
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Table 2. Details description of five experiments.
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	Experiment
	DA Scheme
	Radiance Resolution
	Calibration Accuracy





	1
	NDA
	No DA
	\
	\



	2
	SDA
	Single time DA
	30 km
	0.5 K



	3
	CDA-1
	Hourly Continuous DA
	30 km
	0.5 K



	4
	CDA-2
	Hourly Continuous DA
	15 km
	0.5 K



	5
	CDA-3
	Hourly Continuous DA
	15 km
	0.3 K
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Table 3. The humidity root mean squared error (RMSE) (g/kg) of 24 h forecasts verified against ERA-5 data at different levels (hPa).
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	1000
	925
	850
	700
	500
	400
	300
	250
	200





	NDA
	1.1
	1.455
	1.42
	1.081
	0.883
	0.551
	0.248
	0.121
	0.041



	SDA
	1.018
	1.415
	1.408
	1.086
	0.846
	0.547
	0.25
	0.125
	0.04



	CDA-1
	0.902
	1.385
	1.377
	1.054
	0.814
	0.538
	0.255
	0.124
	0.027



	CDA-2
	0.767
	1.313
	1.288
	1.009
	0.74
	0.53
	0.259
	0.129
	0.038



	CDA-3
	0.774
	1.31
	1.28
	1.005
	0.737
	0.502
	0.249
	0.121
	0.037
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Table 4. The temperature RMSE (K) of 24 h forecasts verified against ERA-5 data at different levels (hPa).
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	1000
	925
	850
	700
	500
	400
	300
	250
	200
	150
	100
	70





	NDA
	0.72
	0.773
	0.8
	0.615
	0.642
	0.661
	0.7
	0.603
	0.633
	0.771
	1.511
	1.61



	SDA
	0.766
	0.808
	0.794
	0.622
	0.666
	0.636
	0.691
	0.573
	0.623
	0.756
	1.456
	1.631



	CDA-1
	0.677
	0.72
	0.75
	0.608
	0.65
	0.624
	0.688
	0.564
	0.598
	0.711
	1.546
	1.6



	CDA-2
	0.607
	0.627
	0.682
	0.636
	0.6
	0.52
	0.641
	0.553
	0.608
	0.731
	1.55
	1.418



	CDA-3
	0.611
	0.629
	0.69
	0.612
	0.573
	0.529
	0.588
	0.522
	0.562
	0.708
	1.588
	1.5
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Table 5. The zonal wind RMSE (m/s) of 24 h forecasts verified against ERA-5 data at different levels (hPa).
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	1000
	925
	850
	700
	500
	400
	300
	250
	200
	150
	100
	70





	NDA
	1.243
	3.329
	3.566
	2.865
	3.365
	3.903
	4.34
	4.915
	5.612
	5.693
	4.989
	3.82



	SDA
	1.157
	3.234
	3.52
	2.907
	3.409
	3.739
	4.258
	4.858
	5.253
	5.33
	5.222
	3.629



	CDA-1
	1.3
	3.1
	3.442
	2.697
	3.2
	3.739
	4.198
	4.75
	5.075
	5.298
	5.344
	3.786



	CDA-2
	0.905
	2.889
	3.399
	2.805
	3.324
	3.548
	3.982
	4.396
	5.075
	5.368
	4.957
	3.712



	CDA-3
	0.856
	2.81
	3.35
	2.8
	3.131
	3.373
	3.708
	4.276
	4.998
	5.082
	5.278
	3.731
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Table 6. The average error of minimum sea level pressure (MSLP), maximum wind speed (MWS), and track, respectively.
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	NDA
	SDA
	CDA-1
	CDA-2
	CDA-3





	MSLP Error (mb)
	9.82
	9.10
	6.63
	5.93
	5.72



	MWS Error (m/s)
	42.10
	41.45
	39.82
	38.87
	38.66



	Track Error (km)
	125.33
	113.01
	110.14
	110.04
	108.60
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