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Abstract: The method of measuring the roughness of ceramic substrates is not consensual, with
unsuccessful attempts to associate roughness with the adhesion of coatings because the ceramic
blocks have different areas of contact, shapes, and dimensions of the roughness as well as the
extrusion process influences the mechanical anisotropy of the block. The goal of this work is a
quantification and comparison of roughness data obtained by 2D and 3D methods, evaluating the
variations of results between the measurement methods and formulating a critical analysis regarding
the quality of the information obtained with each method. For this propose, four sets of ceramic
blocks with different firing temperature were produced, in order to provide groups of blocks with
different surface topographies in which the roughness was estimated. The roughness measurements
were made in 4608 regions, resulting in 1536 values using 2D method and 3072 values using 3D
method. In the 2D method for ceramic blocks, the measurement orientation strongly influences
the result, depending on the measurement position and orientation. The 3D method generates a
higher average value and allows to identify roughness variations typical of the ceramic block. The
roughness estimation of a ceramic block surface must be done using the 3D method.

Keywords: red ceramic blocks; roughness; adhesion; surface roughness; 2D roughness measurement;
3D roughness measurement

1. Introduction

The loss of adhesion of renders is a frequent pathological manifestation [1]. The main
reason for the loss of adhesion is the low adherence between the mortar and the substrate.
The adhesion between the mortar and the substrate is a complex process, and there are many
doubts about the mechanisms involved. Among the several factors that influence adhesion
strength, the influence of the substrate properties are among the least understood [2–4].

The lack of adhesion between the coating and the substrate is a consequence of the
joint effect of several factors, such as the characteristics of the substrate, labour, climatic
conditions during application, and the mix proportion of the mortar [4], which when
inadequate result in low effective contact area between the mortar and the substrate [5].
Taha et al. [6] points out that other criteria such as workability, water retention, and
plasticity can also influence the adhesion of mortars with substrates.

As smooth or grooved surfaces generate different contact areas, the shape and dimen-
sions of the roughness of a surface influence its adhesion [7]. A smoother surface has less
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resistance to adhesion between the mortar and the substrate, facilitating the break between
both by shear [8]. In the study of adhesives, it is known that a more rough substrate in-
creases the contact area of the adhesive with the substrate surface, consequently increasing
the adhesion strength of the adhesive. However, there is still no consensus that this general
behaviour can be applied to rendering mortars and theirs substrates [9,10]. According to
Kozubal et al. [11], in order to model the contact areas between the cement paste and the
substrate from functions that simulate the probability of density of cement particles in the
surface plane, it is essential to know the surface parameters of the substrate.

The mechanism of surface roughness formation varies with different and uncontrol-
lable factors, which makes it difficult to measure irregularities [7]. In the case of red ceramic
blocks, the surface parameters are dependent on the composition of the clays and the firing
cycle employed in manufacture.

The firing process strongly influences the mechanical properties of red ceramics
blocks and their surface properties, such as roughness and water absorption. The effect of
firing kaolinitic clays during the manufacturing of ceramic blocks is fundamentally due
to the closing of the open porosity inside the ceramic block due to the dehydroxylation
of kaolinite (formation of amorphous metakaolinite) and subsequent transformation to
high temperature phases (mullite formation) [12]. Above 950 ◦C, the open porosity can
be closed more significantly due to the presence of a small amount of fine glass filaments.
The decrease in porosity is accompanied by a volumetric decrease in the piece, which will
alter the characteristics of the surface.

The extrusion process generates a preferential parallel orientation of the clay lamellas,
which notably influences the mechanical anisotropy of the block, creating a more resistant
direction [13]. Using an optical profilometer, the authors observed that the surface of the
clay body cut at the end of the extrusion presents, after the firing cycle, a roughness index
that is more than 100% superior to the lateral surfaces.

Most standards on red ceramic products such as BS 3921, ASTM C67, EN 771-1, and
ABNT NBR 15270-1 do not specify parameters relevant to the adhesion with the mortar,
such as the surface, texture, or roughness characteristics of the substrate. When review-
ing the bibliography, it appears that there is no consolidated method for characterizing
the roughness of ceramic or concrete substrates. According to Santos [14], a qualita-
tive approach, based on a visual inspection, was proposed by several codes, such as
CEB-FIP Model Code [15], Eurocode 2 [16], BS 8110-1 [17], ACI 318 [18], and CAN/CSA
A23.3 [19]. The Fib Model Code [15] classifies the surface based on the average roughness
(Ra), where a smooth surface is defined as Ra < 1.5 mm, rough with Ra ≥ 1.5 mm, and very
rough/indented with Ra ≥ 3 mm. However, this type of approach, focused on the macro
surface texture, is always limited because the surface is qualitatively classified, and the
average roughness Ra is not sensitive enough, as it does not provide information on local
variability, as different profiles may have the same Ra [11].

The quantification of surface roughness can be carried out on different scales and by
various methods. Costa [20] evaluated a surface of a ceramic block by optical profiling
(similarly to that shown in Figure 1), verifying that the extent to which the profile is
increased different levels of roughness.

The methods of material topography analysis seek to transcribe the information of
the surface profile oscillation into average values that can be interpreted according to the
object of study. Surface topography varies according to the scale of observation, which
may determine surface texture (macro-scale), waviness or macro-reductions (mesoscale),
roughness (nano and micro-scale), as well as the predominant surface direction of streaks
determined by the production process (macro-scale) and imperfections [21]. Generally,
the estimation of roughness occurs on a scale from 1 µm to 0.5 mm and of waviness
from 0.5 mm to 50 mm. Waviness and roughness can be related to different frequencies
and wavelengths [11]. On a micro-scale, influenced by the roughness, adhesion occurs
predominantly through chemical interactions between atoms or molecules of mortars and
substrates [22,23].
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Figure 1. Example of a roughness profile of a ceramic block showing the multiscale nature of
surface irregularities.

The combination of several characterization techniques allows obtaining quantitative
and qualitative information for the topographic evaluation of the surface and can be
performed with equipment such as mechanical contact profiling, optical, scanning probe
microscopes (SEM), and atomic force microscopy (AFM) [24]. It is necessary to define the
different resolutions and measuring ranges to be achieved and to specify the appropriate
measuring technique, considering the nature of the material and the required accuracy [25].

Methods for topography analysis can be classified between contact or non-destructive,
quantitative or qualitative and two-dimensional or three-dimensional. There are analogical
equipment, and others that convert the results into numerical data, such as the three-
dimensional profiling meter and the rugosimeter, with some being able to identify only
waviness, while others are able to detect roughness [26,27].

Surface reconstruction work [28–32] can also be used to determine surface rough-
ness, as they are capable of generating a smooth surface from a point cloud. In general,
the methods define the surface in two ways: Volumetric or by polygonal approximation.
The volumetric methods [28–30,33,34] look for an implicit function that mathematically
defines the surface. The polygonal approximation methods [35–37], on the other hand,
obtain a 3D polygonal mesh through triangulation of neighboring points, using Delauney
triangulation. However, surface reconstruction methods have no focus on determining
roughness and point information is used as a surface relief, without defining a fitting plane
or average surface. They allow only a qualitative and visual assessment.

The topographic characterization of the surface must take into account the distribution
of peaks/valleys over the surface. However, there is an influence of the measurement
method used and the dimensions of the studied area on the roughness analysis and
the results obtained [38]. Considering the measurement of surfaces from two or three-
dimensional measurements, the most used method is two-dimensional analysis. However,
several authors [12,26,39,40] cite that 3D measurements better reproduce the characteristics
of the surface.

According to Cristea et al. [39], generally the range dispersion is smaller in 3D analysis
than in 2D analysis and the average of the same parameter is higher for 3D evaluation
compared to that obtained in 2D analysis. The authors found that the average roughness
values computed by the 3D method are 2.5 to 3.5 times greater than the values computed
by the 2D method.

In two-dimensional methods, several measurements of the same surface are required
to ensure adequate accuracy, since in these methods the capture is of only one surface
profile and in one direction [41]. Some authors recommend that a single measurement
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of a profile by the 2D analysis method should not be adopted as an absolute value of
roughness [42,43].

Authors such as [26], affirm that there is a need for three-dimensional analysis of
surfaces to ensure adequate accuracy, since when only the 2D profile is analyzed many
valleys and extreme peaks can go unnoticed due to the limited tip of the equipment,
and these are important in the process of adherence of the rendering mortar to the substrate.
3D methods combined with image processing result in more accurate results without the
need for numerous measurements [44].

Profilometers or mechanical rugosimeters are the most commonly used measuring
devices for 2D analysis and are composed of a diamond needle supported on a cantilever
which sweeps the sample surface in a horizontal direction [45]. The cantilever oscillation
registers in the vertical axis the surface profile in digital or analog mode generating graphs
for analysis. The diamond needle characteristic influences the measurement depending on
the radius (2 a 10 µm) and the tip angle (60◦ to 90◦) [45]. The tip radius can prevent the
measurement of high frequency structures and distort acute peaks and valleys often found
on engineering surfaces.

Optical instruments are faster methods and provide better resolution than contact
rugosimeters. In addition, they do not damage the surface of low-hardness materials [45].
Laser-based systems can record information at resolutions of up to 1 µm, while contact
profilometers generally reach resolutions of 20 µm. The resolution is a function of the
point size of the laser beam or pen beam. This tool can be classified as digital, indirect
(calculates measurements of the captured profile instead of directly from the object), and
non-destructive [46]. In general, these instruments scan surface information using lasers
and internal computer systems to take measurements. The resulting dataset of a single
scan (called a point cloud) is a series of single points of measurements at defined intervals
that are recorded in a 3D form, from which the roughness parameters are calculated
via software.

Figure 2 presents a scheme of data acquisition and reading processing of 2D and 3D
equipment. The 2D profilometer (rugosimeter) has mechanical reading processing, and is
limited to the size of the tip, which tends to generate a smaller Ra due to the range of the
equipment. Another problem with 2D equipment is that the first point measured indicates
the height of the median plane and the roughness becomes an absolute distance from
the other points in relation to the y coordinate of the first point. In addition to a plane
aligned with the x axis (no angulation), the measurement of roughness is influenced by the
selection of the first measuring point. The 3D method, on the other hand, usually acquires
points by light detection and ranging (LiDAR) technique, with the use of a 3D laser scanner.
It is possible to acquire a point cloud, which has a longer reading range and is limited to
the resolution of the laser beam of the equipment. Roughness is computed after scanning
and consider all scanned points to define the surface fitting plane.

Sensor

Lens
Beam

Computed 
Plane

Defined 
Plane

(a) 2D rugosimeter scan scheme (b) 3D laser-scan scheme

Figure 2. (a) A scheme of the reading process by 2D mechanical equipment (rugosimeter). (b) Scheme
of 3D scanning by laser equipment.
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The methods mentioned can be used to measure areas from nm to mm. In recent years,
three-dimensional methods have been applied more frequently for measuring surface
topography. However, according to Dzierwa et al. [47], there is still a disorder in the
terminology and in 3D parameter classification.

This work quantifies and compares the roughness obtained with the use of two
measuring equipment, a rugosimeter, and a 3D laser profilometer, verifying the variations
in results between the two measuring methods and formulating a critical analysis regarding
the quality of the information obtained with each equipment. Red ceramic blocks with
different roughness were used to guarantee the control variable of this research.

2. Materials and Methods

In order to perform the roughness measurements, raw red ceramic blocks with dimen-
sions of 9 cm × 14 cm × 24 cm were collected in a red ceramic plant located in the Vale
dos Sinos region/RS, Brazil. In the laboratory, the raw blocks were separated into four
groups and fired at firing temperatures of 700 ◦C, 800 ◦C, 900 ◦C, and 1000 ◦C, with the
objective of providing four groups of blocks with different surface topographies. The
same clay was used with different firing cycles, with the consideration that clays coming
from different compositions may generate alterations in the surface characteristics of the
specimens that would be added to the changes resulting from the measurement type,
generating an uncontrolled variable in the experimental program.

The raw blocks were dried in a kiln at 100 ◦C for a period of 24 h. The firing cycle
was done in a muffle furnace with a ramp of 150 ◦C/hour until the desired temperature
was reached, following the study of [48]. The desired temperature (700 ◦C, 800 ◦C, 900 ◦C,
or 1000 ◦C) were kept for 10 h, generating blocks with distinct characteristics, named
samples type 7, 8, 9, and 10.

For materials with homogeneous roughness, such as metals, only one line was read
to measure the roughness. However, for ceramic materials, where the surface roughness
is heterogeneous, one line is not representative. For this reason, in this work 2 vertical
and 2 horizontal were read to obtain a better representation. In the 3D method, all points
on the surface were considered. In this way, roughness measurements were made on
4608 regions (gray cells of the roughness signature); resulting in 1536 Ra values using
2D and 3072 Ra values using 3D methods. Two data acquisition equipment were used,
a two-dimensional contact-type rugosimeter Mitutoyo SJ-210/178-561-02A, with a stylus
tip radius of 5 µm, with tip angle 90◦ and detector measuring force of 4 nM; and a three-
dimensional laser profilometer Starrett AV300+, with X-Y Accuracy (µm): E2 = 1.9 µm +
5L/1000, Z Accuracy (µm): E1 = 2.5 µm + 5L/1000, and scale resolution 0.1 µm.

The average roughness parameters (Ra), which is the arithmetic average of all the
peaks and valleys of the evaluated profile, were determined for the data obtained in the
two acquisition methods. The parameter used, average roughness Ra, described in [27,40],
is given by:

Ra ≈
1
n

n

∑
i=1
|zi|.

Figure 3, presented in [27,40], illustrates the behavior of the parameter in relation to a
profile of a sampled surface.

�Ra
fitting plane
mean peak

mean valley

Figure 3. The Ra parameter behavior.
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After determining the roughness parameters for each area, the results were analyzed
using the average and standard deviation of the parameter Ra in order to compare the data
found in the 2D and 3D methods, verified if they vary significantly from one another.

The roughness was evaluated on four squared surfaces with 10 mm on each side
surface of the blocks, selected of the 19 positions indicated in Figure 4, according to the
need to evaluate the variability of the surface of each block. In all blocks the markings are
in the same position. The process of choosing areas took place qualitatively with a single
observer, avoiding squares with deformations, so it was necessary to analyze all surfaces
before choosing each 1 cm2 area. The markings were made according to the availability of
areas without macro-scale imperfections on the faces of the blocks. In each block, 4 out of
19 possible locations were selected, excluding those with imperfections. Figure 4 presents
the general process defined for the study.

Place blocks in
muffle furnace
at 100º C for

drying.

Clean block
surface

For each block,
identify sample
areas (1 cm²)

Compute
roughness
parameters

Perform data
reading

process 3D

Perform data
reading

process 2D

Fire blocks in
the designed
temperature

Figure 4. General process for performing the measurements.

The two-dimensional quantitative analyses with contact were performed following the
procedure recommended by NBR ISO 4287 [49],which specifies the method for measuring
Ra 2D using in-line measurement in one direction, to compose the roughness determination
profile. The samples were previously cleaned with a compressed air jet and dried in a kiln
at 100 ◦C. In each block, linear surface profiles were measured in areas of 10 mm × 10 mm
(Figure 4). The data acquisition process is illustrated in Figure 5.

The scanning of the profile is performed from the needle contact, without change to
the roughness of the material. The measurements occurred in the horizontal and vertical
direction, in order to verify if when changing the analysis orientation the roughness
presents a significantly similar or distinct behavior. Parameter Ra was calculated. Figure 6
presents the process for computing roughness for 2D data. The same mathematical equation
used for the data acquisition equipment was used in the calculation of Ra.
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Read the data
using the 2D
rugosimeter

Place the
rugosimeter over
the next surface

Read 
another surface 

area?

Yes

No

Run 2D
roughness
computing

process

Calibrate the
rugosimeter

Figure 5. Process for reading data on rugosimeter 2D.

Read next 2D
data sample

Compute node Ra

Calculate average and
standard deviation of

Ra for each line

Plot sampled points
chart and 2D 

roughness signature

Build the quadtree
structure.

Get next quadtree
level node

Get node's points
from surface point

cloud

Has 
more level 

nodes?

No YesHas 
more 

levels?

No

Yes

Compute fitting
plane

Calculate average and
standard deviation of

Ra for sample

Figure 6. Process for the calculation of roughness on 2D data samples.

As there is no agreed method for the determination of the roughness of ceramic blocks,
the study proposes to determine whether the use of the 2D method specified by NBR
ISO 4287 [49] is suitable for the determination of the roughness of red ceramic substrates.
For the formulation of the experimental program, it was assumed that the heterogeneity of
red ceramic substrates is high and much higher than that found on metal surfaces, where
the determination of roughness by two-dimensional (in-line) methods is a consolidated
practice. If the hypothesis is validated, the method is not considered suitable for the
determination of Ra on ceramic substrates. After data acquisition with 2D equipment, it
was verified whether the change in sampling direction results in a significant difference in
Ra. To perform this statistical analysis, the hypothesis test from the variances is used to
check whether there is sufficient evidence, at the 0.05 significance level, that the variances
of Ra measured in the horizontal direction are equal to the variances of Ra measured in the
vertical direction (corresponding to the x and y axes represented in Figure 4). A second
analysis checked whether the Ra determined from data collection in only one line is
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representative for defining the Ra of the substrate. For this purpose, it was ascertained
whether there is sufficient evidence, at the 0.05 significance level, to confirm the similarity
in determining Ra between single-line groups measured in the same sampling direction.

In addition to 2D analysis, quantitative, three-dimensional, and non-contact roughness
analysis was performed using the laser profilometer 3D, named 3D analysis. Before
measurements, each surface was cleaned with a compressed air jet and dried in a kiln at
100 ◦C. From the markings made on the blocks (as shown in Figure 4), a total of 48 samples
qualitatively selected with areas of 100 mm2 with a pitch of 10 µm were analyzed, totaling
the acquisition of data clouds with about 10,000 points in each sample, from which the
roughness values (Ra) were calculated. The equipment works with the movement of a
head over the parts making the measurements of the x and y-axis, while simultaneously
measuring the z-axis with the laser. After processing the data, it was transferred to the
equipment’s software and converted into a three-dimensional point cloud.

To obtain results of the roughness parameters on the 3D point cloud, the method
proposed by [40] was used. For each point cloud an fitting plane is computed, which
describes the average surface of the cloud (as shown in Figure 7). The fitting plane is
calculated by the least squares method and the roughness parameters are distances on
the Z axis of each point from the plane. When the distance from the point to the plane
is positive, the point is considered a peak, when the distance is negative, the point is
considered a valley. Roughness is therefore an average of peak to valley distances from the
point cloud.

(a) Top view from x (d) Top view from y

(b) Bottom view from x (e) Bottom view from y

(c) Profile view from x (f) Profile view from y

Figure 7. Example of a fitting plane (in orange) computed on a point cloud (in black) by the method
proposed by [40]. In (a,d) top view, (b,e) bottom view, and (c,f) profile view. The adjustment plane
represents the average height of the cloud points.

In order to provide a greater level of detail for the surface roughness analysis, the sur-
face is divided into regions of the same size within the various levels of representation.
A quadtree was adopted that divides the surface in a hierarchical structure to represent
the roughness data in levels of detail. Figure 8 shows an example of roughness coefficients
represented at different levels of the quadtree. In the 4th level of the quadtree, the sample
area is divided into 8× 8 nodes (parts or gray cells in roughness signature) of the surface,
allowing individual analysis in 64 regions of each sampled surface, as seen in Figure 9.
For each node, the roughness parameters are computed and statistical data are calculated
for comparative analysis. Only one fitting plane is computed for the surface point cloud.
Therefore, the average roughness (Ra) of each node (at all levels of the quadtree) is the
average of the distances between each point in the region (node) and the surface plane.
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(a) Ra’s in 2nd level (b) Ra’s in 3rd level (c) Ra’s in 4th level

Figure 8. Ra calculated for different levels of the surface quadtree. The darker the color of the square,
the greater the associated Ra. In orange, the nodes of the same branch of the tree are highlighted. In (a)
each node has a dimension of 5 mm × 5 mm, in (b) each node has a dimension of 2.5 mm × 2.5 mm,
and in (c) each node has a dimension of 1.25 mm × 1.25 mm.

The method also proposes a graphical representation of the roughness parameters
along the surface, called the roughness signature. A quantitative analysis was possible and
with a better level of detail through the statistical data computed for each surface node.
In the results presented by the method it was possible to identify regions with more or less
roughness along the surface generated by the same cloud of data.

Figure 9 presents the result obtained from the method proposed in [40] with a sample
among the 100 mm2 areas obtained in this study. In the roughness signature (the gray
cells), it can be noted that the roughness is not homogeneous along the surface (there are
differences among the Ra values determined for each of the 64 regions into which the
100 mm2 surface area has been divided). The roughness assessment method proposed
in [40] allows to observe the roughness behavior over the entire surface area. In the line
chart and in the darker cells of the lines below the roughness signature (Figure 9), a different
behavior related to the roughness values is perceived. Probably, these noise are generated
during the manufacturing process, by the handling or by the firing of the ceramic blocks.
The histogram shows the distribution of Ra values between the minimum Ra and the
maximum Ra, indicating where the highest concentration of Ra is in the sample.

Since the 3D method analyzes points without a specific direction, direct statistical
comparison between the 2D and 3D methods is not appropriate. Thus, it is necessary to
adjust the data acquired by the 2D rugosimeter in order to consider the analysis of a point
cloud containing data in both horizontal and vertical directions, that is, independent of
direction. The method proposed in this study consists of calculating the adjustment plane
for the values obtained between 2D lines on the same surface, and from this plane the
calculation of Ra, using the method described above for 3D analysis. The adjustment plane
was calculated for all the data acquired from the same sample in 2D. For this purpose,
the data concerning the height of the point in the 2D method is defined as the Z-coordinate
and the data concerning the position of the horizontal lines is defined as the X-coordinate.
Any value between 0 to 1 was defined as the Y-coordinate. In the specific case, for the
first row a value of 0.4 has been assigned and for the second row a value of 0.6 has been
assigned in such a way that the data are close to the sampled region and do not collide
with each other. The same is true for data on vertical lines, but the position coordinate
for the Y- and X-coordinate were 0.4 and 0.6, assigned respectively for the first line and
second line. After redefining the point cloud from 2D to 3D and calculating the adjustment
plane, the hierarchical subdivision of regions (quadtree) was carried out and the Ra was
calculated for each node as defined by [40]. The mean roughness (Raavg) and standard
deviation (Rasdv) data of each sample were also calculated, at the same level of detail as the
proposed tree in [40], the third level. Figure 10 shows the result of the roughness signature
for a 2D sample, obtained from the acquisition of two horizontal and two vertical lines by
the 2D method and subsequent data adjustment. The nodes (regions) in the sample which
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do not have associated values are those corresponding to regions where 2D sampling was
not performed. It is important to note that each rectangular line, vertical or horizontal,
represents a 2D sampled line and that each node contains 250 points, with the exception of
the nodes which coincide with the two directions, which have 500 points. Those regions
that do not have values (which are filled with dashes) are those which do not coincide with
any sampled value.

�  1D signalRa

�  distribution (histogram)Ra

�Ramin �Ramax

�Ramax

�Ramin

�Raavg

Roughness signature

� : 2.751Rasdv� : 2.927Raavg

Figure 9. Signature of roughness of an area 10 mm × 10 mm generated by the method [40], with av-
erage and standard deviation per line and per column. The [40] method also presents a Ra 1D signal
(line chart) to evaluate the sample’s behavior and a histogram to demonstrate where Ra values are
concentrated. The mean roughness (Raavg) and standard devation (Rasdv) also are computed.

From the definition of the calculation procedure, it was possible to compare the results
of 2D and 3D sampling. The objective is to determine if there is a significant difference
between the roughness determination with the 2D method and the 3D method, evaluating
if there is an advantage in using the 3D method over the 2D method. Validation has been
carried out by means of hypothesis testing (Z-test), at the 0.05 significance level, to confirm
that the means of Ra using the 3D method are similar to the means of Ra using the 2D
method. The Z-test is used, since 48 samples are analyzed, with normal distribution, instead
of the T-test (appropriate for sample sizes below 30). Section 3 will present the comparative
data between the two methods for measuring roughness, as well as the statistical analyses
and considerations on the results.
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0700-2a-11 Mean eigenvector:

min diameter: 134.948 µm    max diameter: 622.477 µm
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Figure 10. Signature of roughness of an area 10 mm × 10 mm generated by the method [40] using
2D data, with average and standard deviation per line and per column.

3. Results

In order to compare the two methods of measuring roughness, statistical analyses
were carried out and are presented under this topic.

The first analysis assessed whether there is a significant difference in the direction
of measurement by the 2D method. The F-test of hypotheses from the standard devia-
tions was used. The mean Ra values per sample, obtained by capturing data in one row
(two-dimensional data), are presented in Table 1, and Table 2 presents the results of the
comparison of the differences in roughness between two data captures in parallel rows and
between data captures in perpendicular rows to each other.

Table 1. Standard deviation from 2D Ra data.

Surface
Horizontal Vertical

Line 1 Line 2 Line 1 Line 2

71-03 0.8471 1.1258 0.9308 0.8634
71-04 1.6931 0.9978 0.9809 0.9298
71-08 0.8628 0.8525 0.7837 1.1122
71-11 0.9806 0.9134 0.6992 0.9292

72-05 0.9853 1.1663 1.6398 0.9165
72-06 1.0962 0.8276 1.0415 1.0203
72-08 0.9987 0.8439 1.0053 1.1583
72-14 1.2594 0.7634 0.9022 0.7164

73-03 1.0350 0.8634 1.4271 0.8987
73-06 0.7552 1.2059 0.5871 0.8109
73-13 0.9096 0.9328 1.3053 0.9864
73-15 0.8006 1.0205 1.3849 0.6109

81-06 0.7744 1.3646 0.9613 1.1366
81-08 0.6939 0.7635 0.9697 1.0487
81-12 0.9187 0.8118 1.1226 1.3678
81-15 0.9316 0.9052 0.9327 1.0162



Remote Sens. 2021, 13, 789 12 of 18

Table 1. Cont.

Surface
Horizontal Vertical

Line 1 Line 2 Line 1 Line 2

82-05 1.2767 1.4049 0.9913 1.5418
82-08 0.9438 0.8784 1.2217 1.0552
82-11 1.2789 0.8376 0.9805 4.1996
82-13 0.9912 1.2367 1.2521 0.8468

83-05 1.0500 1.0534 0.6556 1.0615
83-06 0.8659 1.2937 1.1739 1.2836
83-11 1.2937 1.1556 1.3699 4.5555
83-13 1.1755 0.9769 1.3883 0.9521

91-04 0.9132 1.1904 1.1377 0.7836
91-08 0.7536 0.8788 0.8143 0.9617
91-13 0.7578 1.1306 1.3255 1.0329
91-14 0.8573 1.4417 1.0500 0.9345

92-08 1.1240 1.6671 1.5400 1.5633
92-09 1.1453 1.5682 1.8174 1.2779
92-14 1.9432 1.6190 1.6532 0.9649
92-17 1.2351 1.1890 1.3075 1.5521

93-05 1.0739 0.9791 0.9382 0.9536
93-08 1.5049 0.9696 1.2109 1.0469
93-11 1.8797 1.2049 1.2735 0.7708
93-13 0.9582 1.1871 1.4655 1.3510

101-06 1.5987 1.6958 1.6192 1.8935
101-07 2.2042 1.8078 1.4420 1.3821
101-09 1.6568 2.0279 1.7739 1.4617
101-14 1.9309 1.7018 1.4297 1.4723

102-01 1.2393 1.5095 1.3744 1.7013
102-06 1.7790 2.2622 2.4506 2.2834
102-09 1.9592 1.9522 2.3270 2.4435
102-15 1.7772 2.3364 2.0537 1.7560

103-06 1.6724 1.7581 2.3468 2.3246
103-08 2.0832 1.1354 2.2943 1.7291
103-17 1.8999 1.8123 1.8078 1.3682
103-19 1.7233 1.6697 1.8490 1.9687

Table 2. F-test results, comparing the standard deviation data of 2D analysis. All combinations
were tested.

Sample 1 Sample 2 F F-Critical p-Value Different

H1 V1 1.1382 1.6238 0.32955 N
H2 V2 3.5025 1.6238 0.00002 Y
H1 V2 3.2246 1.6238 0.00005 Y
H2 V1 1.2363 1.6238 0.23498 N
H1 H2 1.0862 1.6238 0.38902 N
V1 V2 2.8331 1.6238 0.00026 Y

H1H2 V1V2 2.2731 1.4038 0.00004 Y

When comparing the vertical and horizontal lines obtained from the 2D analysis,
performed on 10 mm × 10 mm fields of the same block, there is sufficient evidence, at the
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0.05 significance level, to confirm that the standard deviation variances of Ra in horizontal
and vertical directions are different from each other, depending on the sampling positions.

When comparing two measures of parallel roughness with each other, there is also
sufficient evidence, at the 0.05 significance level, to confirm that the standard deviation
variances of Ra for groups of two lines in the same sampling direction are different from
each other, depending on the sampling position.

To determine if there is a significant difference between the estimation of Ra on ceramic
block surfaces by the 2D roughness determination method and that obtained by the 3D
method, the methodology described in Section 2 has been used, performing the calculation
of the fitting plane of the Ra data for the 2D samples. The aim is to determine whether there
is an advantage in using the 3D method over the 2D method. For this purpose, a hypothesis
test (Z test) at a 0.05 significance level was performed to confirm that the means of Ra using
the 3D method are similar to the means using the 2D method. Table 3 shows the data used
in 3D and adjusted 2D for the test. Table 4 shows the result of the Z-test performed from
the data of Table 3.

Table 3. Average Ra from 3D and 2D data.

Surface Avg 3D Avg 2D

71-03 1.4146 1.0985
71-04 1.5578 1.3732
71-08 1.4134 1.2196
71-11 2.4688 1.1864

72-05 1.4980 1.5196
72-06 2.0226 1.1962
72-08 2.9995 1.3237
72-14 1.3550 1.2079

73-03 1.6456 1.4056
73-06 2.9496 1.1206
73-13 3.4371 1.3825
73-15 1.5793 1.1433

81-06 1.6341 1.4159
81-08 2.6501 1.1831
81-12 1.6252 1.3282
81-15 1.5279 1.1555

82-05 1.7534 1.7402
82-08 3.9270 1.1943
82-11 2.4406 1.8456
82-13 4.3361 1.3783

83-05 1.9349 1.2251
83-06 1.9442 1.3304
83-11 2.0400 2.2207
83-13 4.1887 1.4706

91-04 1.9030 1.3244
91-08 1.6380 1.0718
91-13 1.5810 1.3139
91-14 1.5710 1.4881

92-08 2.0163 1.6662
92-09 2.1057 1.8648
92-14 2.0366 2.0247
92-17 1.9478 1.8738
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Table 3. Cont.

Surface Avg 3D Avg 2D

93-05 1.6361 1.2874
93-08 1.5558 1.4292
93-11 1.6661 1.6039
93-13 1.7115 1.6227

101-06 2.5956 2.2859
101-07 2.5059 2.3720
101-09 2.5258 2.4646
101-14 2.8449 2.2834

102-01 2.5806 2.0842
102-06 3.6642 2.8958
102-09 2.9381 2.5435
102-15 2.7223 2.5091

103-06 2.7123 2.6024
103-08 3.2522 2.3113
103-17 2.4910 2.2518
103-19 2.4201 2.3075

Table 4. Z-test results, comparing the average data of 2D and 3D samples.

3D average 2.2701
2D average 1.6697
3D variance 0.5814
2D variance 0.2543

Z value 4.5501
Z-critical 1.96

As shown in Table 4, the result of the Z-test for similarity checking resulted in F = 4.5501
and F-critico = 1.96, which indicates that there is a significant difference between the two
methods for determining the roughness of ceramic blocks.

In addition to this determination, carried out on the basis of group variances, a com-
parison was also made between the means in order to quantitatively verify the differences
of Ra in the population sampled from the two methods of analysis.

In the red ceramic substrates studied, a significantly higher Ra was observed using
the 3D method when compared to the 2D method (the mean Ra found in the 2D sample
is 73.6% of the mean value found by the 3D method, according to the data observed in
Table 3). To show this behavior, the Ra values are organized into ranges with uniform
intervals. Table 5 is assembled based on the histogram of Ra values, from both 2D and
3D data.

Table 5. Ranges for grouping values from Ra.

Range Lower Limit Upper Limit

Range 1 ≤ 1.0718 < 1.7247
Range 2 ≥ 1.7247 < 2.3775
Range 3 ≥ 2.3775 < 3.0304
Range 4 ≥ 3.0304 < 3.6832
Range 5 ≥ 3.6832 ≥ 4.3361

Table 6 and Figure 11 shows the result of grouping Ra by method and by Ra value
range. Note the significant difference in distribution ranges, where in the 2D method the
highest concentration of values is in the initial ranges (lowest Ra values) and in the 3D
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method, the values are better distributed in all ranges, corroborating with the statement
that the Ra in the 3D method is significantly higher.

Table 6. Ra values grouped by method and value range.

Method 2D AVG 3D AVG

Range 1 30 17
Range 2 13 10
Range 3 5 15
Range 4 0 3
Range 5 0 3

Figure 11. Comparison of 2D and 3D methods within the Ra value ranges.

4. Discussion

Regarding the sample acquisition methodology performed in this work, it was possible
to establish standardization, repeatability, and maintain exemption to variables that cause
failures in the data reading process and, consequently, in the results obtained. As was done
in this work, it is recommended to use a template to standardize sample positions and care
with block production as defined.

The difference between sampling directions (vertical and horizontal) using the 2D
method, leads to believe that grooves are generated in the forming stage of the ceramic
block as a function of the contact between the ceramic mass and the walls of the mold of
the extruder during the extrusion process, in accordance with Sahoo [21].

It is also noted that a difference in relation to the measurement position of the samples
in the same direction, in lines parallel to each other, is obtained by the 2D method. It is
estimated that this anisotropy is a function of the high variability in the composition of the
clays used in the manufacture of red ceramic blocks, generating changes in roughness on a
micrometric scale, and not only due to imperfections generated in the extrusion process of
the block.

It can be seen that the 2D measurement site on red ceramic substrates changes the
roughness parameters because depending on the sampling position there are significant
differences in Ra, either between lines in the same direction or in different directions. It
is concluded that the roughness of a ceramic block must not be determined from the 2D
measurement at a single location, agreeing with the assumptions of [41–43].

Regarding the difference between the two methods of determining the roughness of
ceramic blocks, it concludes that the determination of the surface roughness of ceramic
substrates by the 2D and 3D methods results in significantly different results.
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In the studied red ceramic substrates, a significantly higher Ra was observed using the
3D method when compared to 2D. The difference in Ra as a function of the measurement
method was also observed by Cristea et al. [39] on other types of substrate.

In view of the differences between the methods for determining roughness, it is
estimated that the method which best represents the roughness of the ceramic block
surfaces is the 3D method, as proposed by [12,26].

Besides the heterogeneity of the red ceramic substrate, a second reason for the dif-
ference in roughness between the two methods is the measurement resolution of the 3D
equipment (which makes the data acquisition by a laser beam), while the data acquisition
needle size of the 2D equipment (4 µm) can generate smaller Ra values, as it cannot enter
peaks and valleys that have a high amplitude and high frequency configuration (seen in
Figure 2), while the laser used in the 3D method can read these peaks and valleys with a
higher reading resolution, generating higher roughness parameters than those obtained
in the 2D method. It is estimated that the smallest standard deviation observed in 2D
analysis occurs because with the contact method only one surface profile was captured
and several valleys were attenuated according to the needle dimensions, while in the three-
dimensional method, besides capturing valleys with greater amplitude and frequency,
an area of 1.25 mm × 10 mm was analyzed, which allowed the capture of a greater amount
of surface roughness variations.

5. Conclusions

This work contributed to the study on determining the roughness of ceramic blocks,
validating the methodology that was standardized for the execution of the experiments
and guaranteeing better quality in the acquisition of data and in the results obtained.

In view of the results obtained and discussed, it is concluded that the analysis by
the 2D method is not suitable for determining the roughness of red ceramic blocks, since
the 2D analysis generated significant errors because it did not have adequate reading
sensitivity to the dimensions of existing valleys and disregarded surface heterogeneities
such as streaks from extrusion, cracks resulting from the firing process, and other surface
artefacts. In addition, the 2D method, in its conventional form of analysis, performed the
reading of data in a position and orientation of the 2D rugosimeter, which, as shown in the
results, was not representative for determining surface roughness.

There are significant differences in the roughness determination by the 3D method
compared to the 2D method. This can be attributed to the fact that the 3D method analyzes
the surface as a whole and not just a line, thus, it has no influence of position and orientation.
In addition, another relevant factor is the resolution of reading data from the equipment.
The 3D laser profilometer has greater range for measuring peaks and valleys on the surface.

Finally, it is concluded that the determination of the roughness in ceramic blocks must
necessarily be carried out with the use of three-dimensional data acquisition equipment
and techniques, due to the better resolution and precision provided by the 3D method,
which allows analysis at different scales.
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