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Abstract: Accurate high-resolution gridded livestock distribution data are of great significance for
the rational utilization of grassland resources, environmental impact assessment, and the sustain-
able development of animal husbandry. Traditional livestock distribution data are collected at the
administrative unit level, which does not provide a sufficiently detailed geographical description of
livestock distribution. In this study, we proposed a scheme by integrating high-resolution gridded
geographic data and livestock statistics through machine learning regression models to spatially
disaggregate the livestock statistics data into 1 km x 1 km spatial resolution. Three machine learning
models, including support vector machine (SVM), random forest (RF), and deep neural network
(DNN), were constructed to represent the complex nonlinear relationship between various environ-
mental factors (e.g., land use practice, topography, climate, and socioeconomic factors) and livestock
density. By applying the proposed method, we generated a set of 1 km x 1 km spatial distribution
maps of cattle and sheep for western China from 2000 to 2015 at five-year intervals. Our projected
cattle and sheep distribution maps reveal the spatial heterogeneity structures and change trend of
livestock distribution at the grid level from 2000 to 2015. Compared with the traditional census
livestock density, the gridded livestock distribution based on DNN has the highest accuracy, with the
determinant coefficient (R2) of 0.75, root mean square error (RMSE) of 9.82 heads/ km? for cattle, and
the R? of 0.73, RMSE of 31.38 heads/km? for sheep. The accuracy of the RF is slightly lower than
the DNN but higher than the SVM. The projection accuracy of the three machine learning models is
superior to those of the published Gridded Livestock of the World (GLW) datasets. Consequently,
deep learning has the potential to be an effective tool for high-resolution gridded livestock projection
by combining geographic and census data.

Keywords: machine learning; livestock; spatialization; western China

1. Introduction

China’s animal husbandry has unfolded rapidly in the past 40 years since the country’s
reform and opening up. It has become an unshakable leading economy in the agricultural
and rural industries [1]. The development of animal husbandry requires a large number of
grassland resources. At the same time, CHy and N,O produced during livestock growth
have become the main sources of agricultural greenhouse gas emissions [2,3]. Understand-
ing the spatial distribution of livestock is of great significance for the effective utilization
of grassland resources, protection of the ecological environment, and sustainable devel-
opment of animal husbandry [4]. However, traditional livestock statistics are collected
at the administrative unit level, mainly extracted from the “China Statistical Yearbook”.
Although census data can be regarded as the approximate “truth” within an administrative
unit, it cannot provide enough detailed geographical descriptions of the spatial distribution
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of livestock. In addition, census data cannot be shared and integrated with grid-based
geographic data. The spatialization of census data refers to the projection of statistical
values at the administrative level onto the regular grids of a specific scale [5,6]. Therefore,
spatializing livestock statistical data and expressing the spatial distribution of livestock on
a fine grid scale can be integrated with spatial ecological, social, and economic data on a
grid scale to meet the needs of various spatial calculations, models, and analyses.

In 2007, the Food and Agriculture Organization of the United Nations released the
world’s first dataset of livestock spatialization data (named GLW1), which provided the
first standardized global livestock density distribution map with a spatial resolution of
3 arc minutes (about 5 km at the equator); the time span of the dataset covers 2002 [7].
Robinson et al. (2014) further enhanced the GLW1 in terms of automated processing and
data input; the global distribution maps of cattle, pigs, and chickens, and the partial distri-
bution map of ducks with a resolution of 1 km in 2006 were obtained (namely GLW?2) [8].
Nicolas et al. (2016) used the random forest and multi-layer linear regression to allocate
the census data of African cattle and Asian chickens on the administrative unit scale to
the grid [9]. The results show that the random forest always has better accuracy than the
traditional stratified regression method. Consequently, Gilbert et al. (2018) used random
forest regression instead of multi-layer linear regression to improve GLW1 and GLW2,
the grid distribution maps of global cattle, buffalo, horse, sheep, goat, pig, chicken, duck,
with a spatial resolution of 0.083° (about 10 km at the equator) in 2010, were obtained
(namely GLW3) [10]. In addition to these global studies, several intercontinental or national,
state/provincial, and other local-scale studies have also been published. For example,
Neumann et al. (2009) disaggregated the livestock census data to the grid level in Europe
using an expert-based and empirical statistical method [11]. Prosser et al. (2011) used an
information-theoretic approach to produce the population distribution maps for chicken,
ducks, and geese in the Chinese mainland at 1 km resolution [12]. Van Boeckel et al. (2011)
constructed a stratified regression model between domestic duck densities and a set of
agro-ecological explanatory variables to disaggregate domestic duck statistics to 1 km grid
in Monsoon Asia [13]. Qiao et al. (2017) used the grid processing technology based on
Clark negative exponential function model to analyze the spatial distribution pattern of
livestock activities density in Xinyuan county [14]. In general, the existing livestock grid
products have some defects in China, mainly affected by the spatial and temporal scales of
livestock census data. For example, GLW1, GLW2, and GLW3 are produced mostly based
on China’s provincial and sub-provincial livestock statistics. GLW1 uses China’s livestock
statistics from the 1990s; GLW?2 and GLW3 used livestock statistics in China in 2001, much
earlier than the data product time.

In addition, the method used in constructing the relationship between livestock
distribution density and environmental variables is also a key factor in obtaining high-
precision livestock spatialization data. Multi-layer linear regression is one of the most
basic and widely used regression algorithms in the research of livestock spatialization [6,7].
The stepwise regression algorithm based on Akaike Information Criterion (AIC) also has
some applications [11]. Advanced machine learning technology, such as RF, provides new
opportunities for developing livestock spatialization models [8]. GLW3, the latest version
of gridded livestock of the world, which uses the RF regression method instead of the multi-
layer linear regression method, has been proved to have much better accuracy. However,
the machine learning methods currently used for livestock spatialization mainly focus on
traditional machine learning methods. Compared with traditional machine learning, the
more advanced deep learning methods have excellent feature learning capabilities and
strong generalization capabilities and are more suitable for processing geographic data
and complex system modeling [15]. Therefore, exploring the application of advanced deep
learning technology in livestock spatialization and analyzing its application potential is a
critical new task.

In general, the problems existing in the current researches on livestock spatialization
are as follows: (1) the time of livestock statistical data is relatively backward, and its spatial
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scale is rough, (2) the methods are traditional and lack the introduction of new methods,
such as deep learning, which has made some attempts in population spatialization and
achieved good results, and (3) there are currently three versions of livestock grid datasets
(GLW1, GLW2, GLW3) corresponding to the livestock grid data in 2002, 2006, and 2010,
respectively, however, the three versions of GLW differ with respect to the input data type,
the predictor covariates, and modelling methods. It is discouraged their use for time-
series analysis. Therefore, this study collects livestock statistical data with finer temporal
and spatial resolution, discusses the performance of deep learning methods in livestock
spatialization research, and aims to obtain high-precision, long-term series livestock grid
data. Western China, with its vast territory, diverse climatic conditions, and rich grassland
resources, is an essential base for developing animal husbandry in China. Therefore, this
study selected six provinces in western China, including Shaanxi, Gansu, Ningxia, Xinjiang,
Qinghai, and Tibet, as the study area. Thirteen environmental factors extracted from land
cover, terrain, climate, and socioeconomic data are selected as prediction factors. In this
study, a support vector machine, random forest, and deep neural network were used to
develop livestock spatialization models to spatially disaggregate the livestock statistics data
into 1 km X 1 km spatial resolution from 2000 to 2015 at five-year intervals. Support vector
machine, random forest, and deep neural network belong to shallow machine learning,
ensemble learning, and deep learning, respectively. The shallow learning model can be
regarded as the model with only one, two, or no hidden layers in the structure and has good
nonlinear mapping capabilities in general. Compared with shallow learning, deep learning
allows computational models composed of more processing layers to learn representations
of data with multiple levels of abstraction. It has turned out to be very good at discovering
intricate structures in high-dimensional data [16]. The following sections of the study
are organized as follows. Section 2 provides an overview of the study area and the data
used. Section 3 describes in detail the livestock spatialization scheme. We analyze and
discuss the results of these analyses in Sections 4 and 5. Finally, in Section 6, we summarize
our conclusions.

2. Study Area and Data
2.1. Study Area

Six provinces in western China, including Shaanxi Province, Gansu Province, Ningxia
Hui Autonomous Region, Xinjiang Uygur Autonomous Region, Qinghai Province, and
Tibet Autonomous Region, are selected as the study area (Figure 1). The geographical
location is between 73°30” E~111°7' E and 26°50' N~49°10’ N, with an area of 4,308,500 km?.
The overall topography characteristics of the study area are high in the south and low in the
north. The study area is the leading distribution area of natural pastures and an essential
base for the development of animal husbandry in China. The grassland area accounts
for 46.15% of the total area of the study area and is the primary land cover type. The
proportions of the remaining classes in descending order are 37.60% of unused land, 6.65%
of forest land, 5.67% of cultivated land, 3.42% of water area, and 0.50% of construction land.

2.2. Data and Preprocessing

The factors affecting the distribution of livestock are complex and changeable
and can be divided into natural environmental and socioeconomic factors accord-
ing to their attributes. A large number of studies have used environmental factors
to predict the spatial distribution of livestock. For example, some researchers have
pointed out that livestock grazing distribution is driven by spatial patterns of abiotic
and biotic resources with primary abiotic factors, including topography and distance to
water [17-19]. The International Livestock Research Institute (ILRI) used geospatial
datasets on human population density, land cover, length of growing period (LGP),
temperature and irrigation to estimate the distribution of livestock production systems
in the developing world [20]. The Gridded Livestock of the World dataset uses environ-
mental factors from anthropogenic, topography, climatic, etc., to spatialize the global
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Table 1. The geographic data and livestock statistics used for generating gridded livestock distribution.

livestock [7,8,10]. Regarding the existing related researches, based on the principle of
being able to be quantified by space, this study selected 13 environmental factors from
four aspects: land use practice, topography, climate, and socioeconomic. The data used
in this study include the high-resolution gridded geographic data and livestock statistics
(Table 1). The geographic data is used to extract 13 environmental factors affecting live-
stock distribution and four suitability mask maps. Note that these variables may not be
comprehensive, but they are representative and reflect different heterogeneous aspects
related to livestock distribution. The county-level livestock statistics are regarded as the
approximate “truth” within an administrative unit.

Type

Variables

Time 1

Source

Initial Data

Declaration
Grassland coverage 2000-2015 Chinese Academy of Sciences Resource and Environmental 100m
Arable land coverage 2000-2015 . 100 m
Science Data Center (http:/ /www.resdc.cn,
Forest land coverage 2000-2015 accessed on 10 March 2021) 100 m
Desert coverage 2000-2015 100 m
Geospatial Data Cloud (http:/ /www.gscloud.cn,
n | —
§ NDVI 2000-2015 accessed on 19 March 2021) 500 m
E Elevation 2000 National Tibetan Plateau Data Center (http://data.tpdc.ac.cn, 1000 m
= Slope 2000 accessed on 21 December 2020) 1000 m
5 Daytime surface Geospatial Data Cloud (http:/ /www.gscloud.cn,
() —
g temperature 2000-2015 accessed on 19 March 2021) 1000 m
g National Tibetan Plateau Data Center (http:
5 e g p://data.tpdc.ac.cn,
;_E Precipitation 2000-2015 accessed on 25 March 2021) 1000 m
. . . Open Street Map (https:/ /www.openstreetmap.org, .
Distance to river 2000-2015 accessed on 7 April 2021) shapefile
er;::l Hme tomajor 5440 015 Nelson A. D. et al., D. J. Weiss et al. 1000 m
Population grid data 2000-2015 Resource and Environment Science and Data Center 1000 m
GDP grid data 2000-2015 (https:/ /www.resdc.cn, accessed on 10 April 2021) 1000 m
Chinese Academy of Sciences Resource and Environmental
Permanent water 2000-2015 Science Data Center (http:/ /www.resdc.cn, 100 m
P accessed on 10 March 2021)
] . Resource and Environment Science and Data Center
s Urban cores 2000-2015 (https:/ /www.resdc.cn, accessed on 10 April 2021) 1000 m
% World Database of Protected Areas (WDPA)
= Protected areas 2000-2015 (https:/ /www.protectedplanet.net/country /CHN, shapefile
2 accessed on 14 April 2021)
- United Nations Food and Agriculture Organization
Pasture suitability 2005 (https:/ /data.apps.fao.org/map/catalog, 10,000 m
accessed on 15 April 2021)
0
2 Stock data of cattle 2000-2015 China Statistical Yearbooks (http:/ /www.stats.gov.cn/tjsj/pcsj/, County
Jd Stock data of sheep 2000-2015 accessed on 27 November 2020) County

1 Five-year intervals.
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Figure 1. The location and land use and land cover of the study area.

2.2.1. The Gridded Geographic Data

The basic geographic data used in this study include China’s land use and land cover
data set (CNLULC) with 100 m spatial resolution from 2010 to 2015 [21,22], monthly nor-
malized difference vegetation index (NDVI) composite product (MODND1M) with 500 m
spatial resolution, digital elevation model [23], the monthly composite product of surface
temperature (MODLT1M) and precipitation dataset with 1 km spatial resolution [24], open
street map (OSM)), city accessibility data [25,26], population [27] and gross domestic prod-
uct (GDP) [28] with 1 km spatial resolution, world database of protected areas, and pasture
suitability map [29]. Thirteen environmental factors from these essential geographic data,
including grassland coverage, arable land coverage, forest land coverage, desert coverage,
NDV], elevation, slope, daytime surface temperature, precipitation, distance to river, travel
time to major cities, population grid data, and GDP grid data were extracted. The coverage
rate of grassland, arable land, forest land and desert refers to the percentage of grassland,
arable land, forest land and desert per square kilometer extracted from CNLULC. The
annual NDVI was calculated by synthesizing the maximum value of MODNDIM. Similarly,
the annual daytime surface temperature is calculated by “mean composition” using the
MODLT1M. Annual precipitation is the sum of monthly precipitation. The distance to
the river refers to the nearest Euclidean distance of each pixel to the nearby river. Travel
time to major cities refers to the land travel time to the closest major city from each square
kilometer of the pixel. In addition, for subsequent calculation and analysis, we unified
spatial resolution (1 km) and coordinate system (Krasovsky ellipsoid coordinates and
Albers projection, central longitude 105° E, and two standard latitude lines 25° N and
47° N, respectively). The above calculation and processing are all implemented based on
Python’s GDAL geographic data processing software package.

Suitability masking is an essential issue to consider during the modeling process.
Firstly, the census livestock numbers used as the dependent variable in regression models
are adjusted by eliminating areas that are very unsuitable for livestock distribution. Sec-
ondly, set the livestock density to 0 for areas that are very unsuitable areas for livestock
survival [7]. In this study, we adopted a relatively conservative suitability mask way that
only excludes permanent water (pixels covered by >50 percent of water), urban cores
(areas where human population densities exceed 10,000 people km~2) [10], protected areas
(areas by stringent conservation measures and tight regulation of human activity), and
unsuitable site for pasture (areas with a pasture suitability index of 0). The remaining area
after suitable mask in 2000, 2005, 2010, and 2015 accounted for 70.09%, 74.03%, 74.98%, and
74.51% of the total area of the study area, respectively.
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2.2.2. Livestock Statistics

The livestock statistics we use are year-end stock data of cattle and sheep at the
county level in six provinces, including Shaanxi, Gansu, Ningxia, Xinjiang, Qinghai, and
Tibet in 2000, 2005, 2010, and 2015. These data are derived from the China Statistical
Yearbooks (http:/ /www.stats.gov.cn/tjsj/pcsj/, accessed on 27 November 2020) of 2001,
2006, 2011, and 2016, which generated a total of 1226 independent samples. We used
70% of the samples for model training and the remaining 30% for test sets to verify the
model performance.

3. Methodology
3.1. Machine Learning Methods

Three machine learning methods, including support vector machine, random forest,
and deep neural network, were selected to construct the livestock spatialization models. It
was necessary to optimize the parameters of the machine learning models to improve the
accuracy of models. Considering that the random search parameter is time-consuming,
we used a simple trial and error method in the experiment to optimize the parameters in
the machine learning model. We preset the possible value range of the parameter, then set
the parameters in turn according to specific step size, and obtain the optimal parameters
according to the model’s performance. The following briefly describes these three machine
learning methods and the parameter settings in this experiment.

3.1.1. Support Vector Machine

Support vector machine (SVM) is a machine learning method proposed by Vapnik [30].
It is divided into support vector classification (SVC) and support vector regression (SVR),
which solve the classification and regression problems separately. The epsilon-support
vector regression (e-SVR) is used in this study. The purpose of e-SVR is to find a regression
equation that can fit all sample points and minimize the total variance between the sample
points and the confidence interval of the regression equation [31]. Where C (C > 0) is
the penalty factor that tunes the trade-off between the model generalization and error
tolerance, and ¢ (¢ > 0) demonstrates the width of the insensitivity zone [32]. In practical
application, when the C value is too large, the generalization ability of the SVR model will
be reduced, which may lead to overfitting. e-SVR uses kernel function to map the nonlinear
problem in low dimensional feature space to the linear problem in higher-dimensional
feature space. In this study, the most widely used radial basis kernel (RBF) function is
selected as it is suitable for processing different samples and various dimensional problems
and has nonlinear mapping capability, with C of 10 and ¢ of 0.01.

3.1.2. Random Forest

The random forest (RF) regression algorithm, first proposed by Breiman [33], is an
integrated learning and data mining method composed of multiple decision trees. The
essence of random forest regression is the collection of multiple independent regression
decision trees. The construction process of the RF regression model is as follows. First, N
training sets are generated using bootstrapping random sampling method, and a decision
tree is generated based on the random subset of the predictor variables. Secondly, the
average value of the prediction results of N decision trees is taken as the prediction result
of RF. There are two crucial custom parameters in establishing the RF regression model,
namely the number of decision trees (i.e., the number of training sets, N) in the random
forest algorithm (it is also generally defined as n_estimators) and the number of features
used when building the tree (we define it as max_features) [34]. Theoretically, the larger
the value of n_estimators, the better the algorithm performance. However, the model error
usually remains stable after a significant reduction with the increase of the number of deci-
sion trees. Therefore, the value of n_estimators usually takes the number of decision trees
when the RF model error reaches stability in practical application. Max_features represent
the number of randomly selected features. The smaller the max_features, the faster the
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variance decreases, but the deviation increases. Generally, the value of max_features is set
around one-third of the number of predictor variables [35]. In this study, n_estimators is
set to 500, and max_features is set to 4.

3.1.3. Deep Neural Network

Deep neural network (DNN) is strictly defined as a fully connected deep neural
network in this study. The calculation process of DNN can be divided into two stages:
forward propagation and backpropagation. In forward propagation, the DNN randomly
initializes the parameters of the neural network. The value of each hidden layer neuron is
the weighted sum of the activation value of the previous layer neuron and the weight of
the current layer, and then it is activated by a nonlinear activation function. During the
backpropagation stage, the DNN quantifies the difference between the calculated output
of the training samples and the actual value through a loss function. When the difference
is greater than the given threshold, DNN performs backpropagation, gradually adjusts
weights and bias of the network until the loss is less than the threshold. Finally, the final
training results are output [36,37]. The initial setup of the DNN in this study consists
of three fully connected neural networks, each with 64 neurons. The DNN adopted the
rectified linear unit (ReLU) activation function, an Adam optimizer, a learning efficiency of
0.01, and a discard ratio of 0.5, and the models were trained 2000 times.

3.2. Livestock Density Estimation Models

Firstly, the livestock census dataset and land cover, terrain, climate, and socioeconomic
dataset were preprocessed, including suitability masking, unified coordinate system, and
spatial resolution. Then, 13 environmental factors were extracted from the pre-processed
land cover, topography, climate, and socioeconomic databases, with a spatial resolution of
1 km x 1 km. Perform regional statistics and average values to obtain the mean values of
environmental factors in counties as independent variables for model construction. For
the model dependent variable, we calculated the livestock density of each county, then
converted it to logjg(n + 1) values to normalize the distribution of the dependent variable.
Based on the above independent variables and dependent variables, we obtained a total
of 1226 samples (counties), of which 70% were used to train the model and 30% were
used to verify the model’s accuracy. The SVM, RF, and DNN based regression models
are constructed on the county scale. The basic hypothesis of this study is that there is a
robust statistical relationship between livestock density and these environmental predictors
at the county-level scale, which in turn could be used to disaggregate livestock census
data spatially [11,12]. We apply the trained models to the grid level to obtain livestock
density data with a spatial resolution of 1 km based on this assumption. To maintain
better consistency between the number of livestock predicted by the developed machine
learning models and the census data, we further fine-tuned the estimated results. Finally,
the livestock density data were compared with all county-level livestock statistics data to
verify the accuracy of the livestock spatialization. The overall process is shown in Figure 2.

3.2.1. Livestock Density Estimation

First, we established SVM, RF, and DNN models at the county level. Thirteen environ-
mental factors of grassland coverage, arable land coverage, forest land coverage, desert
coverage, NDVI, elevation, slope, daytime surface temperature, precipitation, distance to
river, travel time to major cities, population grid data, and GDP grid data are aggregated to
the county level. With the above 13 county-level average values are used as independent
predictor variables and the logarithmic value of the county-level livestock census with base
ten as the dependent variable, three different livestock spatialization models are trained
based on SVM, RFE, and DNN, respectively. Then, we apply the trained model to the 1 km
grid scale to obtain the livestock density distribution with a spatial resolution of 1 km. It
should be noted that the SVR and RF based livestock spatialization models are constructed
by invoking the relevant functions in the scikit-learn machine learning library, while the
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DNN based livestock spatialization model is developed by using Keras deep learning
library based on the TensorFlow platform.
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Figure 2. Flowchart of the livestock spatialization process.

3.2.2. Livestock Density Adjustment

The potential assumption is that the relationship between the environmental factors
and livestock density is identical at the county and grid scales. However, there are obvious
differences in the distribution characteristics of environmental factor values at the two
scales, which will inevitably lead to errors when the models established at the county
scale are directly applied to the grid scale. Since the model used to simulate the gridded
livestock is established based on the average factor value and the county-level livestock
density, the actual livestock density distribution needs to be controlled by the total livestock
of each county-level administrative region [8,10,38]. The specific method calculates the
difference between the number of livestock estimated by the model and the census data on
the municipal scale, obtains the corresponding adjustment coefficient, and uses the adjust-
ment coefficient to redistribute the estimated values on all grids in this municipality [39].
Therefore, the adjusted livestock density distribution on a grid is Equation (1):

4
Aj =P x =, M
B
where i represents a grid and j represents a municipal administrative district. A; is the

adjusted value of the grid i, and P; is the corresponding predicted value of the grid i
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before adjustment. A; stands for the statistical value of livestock in municipal adminis-
trative district j, and P; stands for the total predicted gridded livestock of this municipal
administrative district.

3.2.3. Performance Evaluation

Since the regression models with continuous dependent variables are constructed,
two commonly used performance indicators, coefficient of determination (R?) and root
mean square error (RMSE), are used to evaluate the performance of the regression models
constructed in this study. Their respective formulas are Equations (2) and (3):

n
r
2 _ 1=
R2=1-5 ,
)y

()

I
—

®)

where y; is the statistical livestock density of county i, i is an average statistical livestock
density of counties, #J; is the model’s predicted value for county i, and #n is the number of
samples. It can be seen from the formula that R? can be negative. Generally speaking, if
the predicted value of the developed model is precisely equal to the true value without any
error, then R? is 1. If the explanatory power of the developed model is equivalent to that 7,
then R? is 0. If the explanatory power of the developed model is worse than that 7, R? is
less than 0.

4. Results
4.1. Gridded Livestock Distribution Maps

Figures 3 and 4 show cattle and sheep distribution of western China estimated by the
three machine models in 2000, 2005, 2010, and 2015. The overall trends of the cattle and
sheep distribution derived by three livestock spatialization machine learning models are
similar and generally consistent with the statistical data. Obviously, the mapping results
give the detailed spatial distribution characteristics of livestock, which the census data
cannot describe. The cattle are mainly concentrated in the southeast and northwest areas
of the study area, showing two northeast-southwest distribution belts (Figure 3). The high
cattle densities are found in central Shaanxi, southeastern Gansu, and the northern and
southern ends of the Ningxia. Cattle are also dense in southeastern Qinghai, central to
northeastern Tibet, and western Xinjiang. It can be seen from the spatial distribution of
sheep in Figure 4 that the number of sheep in the study area significantly exceeds the
number of cattle, which is consistent with the actual situation (i.e., census data). Figure 4
shows there are denser sheep in the east, northwest, and southwest part of the study area,
while there are sparser sheep in the middle part. The northern Shaanxi, entire Ningxia, Hexi
Corridor of Gansu Province, eastern Qinghai, and western Xinjiang have a dense sheep
population. The sheep of Tibet are mainly compact in the central and southern regions.
The regions where livestock gathers are mostly grassland and arable land resource-rich
areas. These resources provide better natural conditions for the survival of livestock.
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Figure 3. Cattle distribution in six provinces of Western China. The first column is the cattle
distribution density obtained from the county level census, and the second to fourth columns are
the density at the 1 km scale estimated by SVR, RF, and DNN, respectively. The first to fourth rows
indicate 2000, 2005, 2010, and 2015, respectively.
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Figure 4. Sheep distribution in six provinces of western China. The first column is the sheep
distribution density obtained from the county level census, and the second to fourth columns are
the density at the 1 km scale estimated by SVR, RF, and DNN, respectively. The first to fourth rows
indicate 2000, 2005, 2010, and 2015, respectively.
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In order to further explore the weak differences between the three machine learning
models base livestock spatialization, we randomly selected two small local regions (We refer
it as regions A and B) and enlarged them to show the details of the spatial distribution of
cattle and sheep, as shown in Figures 5 and 6. The highest concentrations of cattle and sheep
are found in cultivated land and grassland. Cultivated land corresponds to agro-pastoral
production systems, where agricultural waste can provide rations for herbivorous livestock,
thereby promoting cattle and sheep breeding. Furthermore, the grazing area in agro-
pastoral production systems is small. Thus, there is a relatively high distribution density of
cattle and sheep on the cultivated land. The grassland corresponds to pastoral production
systems. Pastoral production systems have a large number of forage resources, providing
high-quality forage and broad activity space for cattle and sheep, so a large number of cattle
and sheep are raised. Simultaneously, due to the vast activity space of pastoral production
systems, when the total number of cattle and sheep is about the same, the density of cattle
and sheep on the grassland may be slightly lower than that of the cultivated land. Other
land-use types, such as forest land, construction land, and unused land, are difficult to
provide a suitable living environment for cattle and sheep. Thus, there are few cattle
and sheep distributed on them. The above livestock distribution law is consistent with
existing research conclusions [40,41]. In addition, compared with traditional statistical
data, the gridded livestock data has more obvious granularity and more prominent texture,
which can better reflect the details of the spatial distribution of cattle and sheep. The
mapping results of the three models have very similar morphological distributions. The
spatial detail features DNN based spatialization results are more prominent than the other
two models, which is more in line with the natural livestock distribution in the complex
surface environment.

Grassland
I Forest Land
Cultivated Land
B [T Water Area N
. I Construction Land
Unused Land A

>

Cattle(heads/km?)
0 1 5 10 20 50 100

Figure 5. Enlarged spatial detail distribution of cattle for two randomly selected small local regions

A and B. (a—d) are the land use situation and the spatialized cattle results of the SVM, RF, and DNN

models of region A in 2015. (e-h) are the land use situation and the spatialized cattle results of the

SVM, RE, and DNN models of region B in 2015.
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Figure 6. Enlarged spatial detail distribution of sheep for two randomly selected small local regions
A and B. (a—d) are the land use situation and the spatialized sheep results of the SVM, RF, and DNN
models of region A in 2015. (e-h) are the land use situation and the spatialized sheep results of the
SVM, RE, and DNN models of region B in 2015.

Table 2 summarizes R?> and RMSE of estimated distribution density of cattle and
sheep for each machine learning based livestock spatialization model. In general, the
errors of the three models are within acceptable limits. It can be seen from Table 2 that
the DNN model has the highest accuracy on the county scale, with its R? exceeding 0.95
and RMSE is significantly lower than the other two models for both cattle and sheep on
the training set. On the test set, the performance of all three machine learning models has
some degradation, but DNN is still superior to the other two, with its R? exceeding 0.73,
and RMSE is the smallest of the three models. The accuracy of the RF model is slightly
lower than that of the DNN model, and the SVM model performs the worst. In addition, to
analyze the estimation performance of the three machine learning models on the 1 km grid
scale, we further aggregate the prediction results on the 1 km grid scale to the county scale,
and compare them with the census data, as shown in Figure 7. The livestock distribution
density estimated by the three machine learning models is very consistent with the census
data, which shows that the three machine learning models have good robustness and can
provide a stable estimation of livestock distribution density on the grid scale. Moreover, the
performance of the three models can still be ranked as DNN > RF > SVM. However, there
is no remarkable performance difference between them. For example, theR? of DNN is 0.75
for cattle and 0.73 for sheep, but the R? of RF and SVR also reaches 0.74 and 0.73 for cattle,
0.73 and 0.71 for sheep, respectively. In terms of different species, the estimation accuracy
of gridded cattle distribution density is higher than that of sheep. The cattle and sheep
distribution density has concentrated in 0-20 heads per km? and 0-100 heads per km?,
respectively. The distribution density of cattle has a slight peak at 20-40 head /km?.
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Table 2. Accuracy of the models on the county scale.
Species Model Training Set Test Set
R? RMSE R? RMSE
SVM 0.50 14.86 0.54 13.21
Cattle RF 0.92 5.82 0.74 9.57
DNN 0.95 4.73 0.75 8.98
SVM 0.55 43.38 0.52 52.65
Sheep RF 0.93 19.59 0.72 34.58
DNN 0.96 14.71 0.73 33.97
1207 (a) SVM R?=0.73 RMSE=10.19(heads per km’) K (b)  SYM: R=071 RMSK=34.10(hcads per k)
. R?=0.74 RMSE=10.08(heads per km®) < RF:  R’=0.73 RMSE=32.12(heads per km?)
> DNN R%=0.75 RMSE=9.82(heads per km’) ‘ _ DNN: R?=0.73 RMSE=31.38(heads per km?)
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Figure 7. Accuracy of the livestock spatialization results. The distribution density of (a) cattle and (b) sheep estimated by

the model on the 1 km scale was aggregated to the county scale and compared with the census data.

In short, the spatialization results of the DNN model are better than the RF and SVM
model in all accuracy indicators. The possible reason is that the deep learning model can
automatically extract features, actively mine the relationship between features, and has
a better nonlinear fitting ability. The RF also achieves a good result. Since the RF is the
integration of multiple decision trees, and random attribute selection is introduced in the
training process of decision trees, which effectively alleviates the over-fitting problem
that is prone to occur in traditional machine learning algorithms. SVR relies more on
artificially extracted features as a shallow machine learning algorithm. When the feature is
not representative enough, the problem of under-fitting is prone to occur.

4.2. Spatiotemporal Changes of Livestock

We take the livestock distribution on the 1 km grid scale estimated by the DNN
model as the benchmark. We further analyze the temporal and spatial distribution changes
of livestock from 2000 to 2015. Figure 8 shows the characteristics of the spatiotemporal
change of cattle from 2000 to 2015 at five-year intervals. The histogram in each subgraph
represents the statistical value of cattle in each province in the corresponding year. Overall,
the distribution of cattle in the study area showed a general trend of increasing first and
then decreasing. Specifically, the spatiotemporal change map of cattle from 2000 to 2005
shows an increasing trend in almost the entire study area. It is consistent with the increase
of each province in the corresponding statistical data histogram (note that there is a lack of
data in Qinghai in 2005). From 2005 to 2010, the decline of cattle in the study area initially
appeared, for example, Shaanxi and Ningxia. In addition, the number of cattle in the central
and western regions of Xinjiang has significantly reduced, which is in line with Xinjiang’s
sustainable development of animal husbandry requirements. The decline of cattle in west
Qinghai is the most obvious, a possible reason for this was speculated to be the “Three
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Rivers Source Ecological Protection Project”, which was implemented by Qinghai province
in 2005 to reduce grazing and prohibition in crucial areas. From 2010 to 2015, the regions
where the number of cattle has decreased have further expanded, especially the Qinghai-
Tibet Plateau. The main reason is that the Qinghai-Tibet Plateau is an essential barrier to
ecological security. China implemented the “Qinghai-Tibet Plateau Regional Ecological
Construction and Environmental Protection Plan” and issued the “Opinions on Improving
the Policy of Returning Pasture to Grassland” in 2011. However, there are still small areas
where cattle have increased in the southwestern part of Qinghai Province. According to
relevant data, this region is the main gathering area of village-level settlements in Qinghai
Province. With the policy changes, the livestock production pattern has shifted from the
traditional grassland animal husbandry mainly to farming, grassland, and suburban animal
husbandry, which may lead to the denseness of livestock near residential areas.

(a) Cattle 20002005 (b) Cattle 2005-2010 (c) Cattle 2010-2015

3 00 ] 2000 3 0 2005
= 2005 — 2010
x  Nodata x  Nodata
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Provincial border s km Provincial border s km Provincial border e km

Figure 8. Spatiotemporal changes of cattle based on the DNN estimation. (a—c) represent 2000 to
2005, 2005 to 2010, and 2010 to 2015, respectively. The bar charts show the statistical value of cattle in
each province.

Figure 9 shows the characteristics of the spatiotemporal change of sheep from 2000 to
2015 at five-year intervals. Overall, the distribution of sheep shows a trend of increasing
first, then decreasing, and it tends to stabilize finally in the study area. From 2000 to 2005,
the number of sheep shows an increasing trend in most areas of the study area. However,
the distribution of sheep in Qinghai Province has decreased significantly. This phenomenon
was mainly affected by the “Three Rivers Source Ecological Protection Project” in 2005.
From 2005 to 2010, the distribution of sheep decreased in most areas, most notably in
Xinjiang and Qinghai. After 2005, driven by the comparative benefits of the breeding
industry and planting, the size of forest and fruit in Xinjiang has expanded rapidly. The
planting area of crops and forage has been significantly reduced. Due to the shortage
of forage in the agricultural area, the supply of forage for cattle and sheep cannot be
guaranteed, and the breeding cost is increasing year after year. Therefore, there is a trend
to reduce the breeding scale. The decrease of sheep in Qinghai Province can be attributed
to the “Three Rivers Source Ecological Protection Project” implemented in 2005. From 2010
to 2015, China began to focus on the ecological protection of the Qinghai-Tibet Plateau.
The “Plan for Ecological Construction and Environmental Protection of the Qinghai-Tibet
Plateau” may be led to a significant decrease of sheep on the Qinghai-Tibet Plateau.
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Figure 9. Spatiotemporal changes of sheep based on the DNN estimation. (a—c) represent 2000 to
2005, 2005 to 2010, and 2010 to 2015, respectively. The bar charts show the statistical value of cattle in
each province.

5. Discussion
5.1. Comparison with the Open Access Gridded Livestock Datasets

In order to further verify the effectiveness and reliability of the three models we
developed, the mapping results of the three models were compared with two open-access
gridded livestock datasets (i.e., GLW2 and GLW3). The China region in the livestock
grid data of GLW2 and GLW3 is produced based on the livestock statistics data in 2001.
Therefore, we use the livestock grid data of the same year calculated by our research for
comparison. We did not compare with the GLW1 database since the livestock statistical
data used to produce the dataset was from the 1990s, not within our research period. The
scatter diagram of Figure 10 shows that R? of cattle for GLW2 and GLW3 are —1.16 and
—0.41, this is significantly lower than the accuracy of the three models developed in this
study (R? exceeds 0.7), when the distribution density values of them are aggregated to
the county scale and compared with the census data. Although the accuracy of GLW3 is
higher than that of GLW2, it is still difficult to accurately describe the spatial distribution
of livestock in six provinces in western China.

Similarly, grided distribution density aggregated to the county scale and census data
for sheep are compared in Figure 11. What needs special attention here is that the sheep
and goats in GLW2 and GLW3 are independent, while some statistical data are combined.
Therefore, the sheep and goat data in GLW2 and GLW3 are added to calculate the R?.
Although the performance of GLW3 is greatly improved compared with GLW2, with its R?
can reach 0.5, it is still significantly inferior to the three machine learning models developed
in this study.

In terms of spatial distribution, although the distribution results of five grid livestock
are consistent with the census data in the overall spatial distribution trend, there are
still some obvious differences between GLW2/GLW3 and the three models developed
in this study (Figures 12 and 13). From Figure 12, GLW2 and GLW3 describe the spatial
distribution of cattle very roughly, with obvious administrative boundaries, which is
unreasonable in practice. In addition, GLW2 and GLW3 overestimated the distribution of
cattle in the southern part of Tibet and the eastern part of Qinghai Province, which was
inconsistent with the statistics. As shown in Figure 13, the spatial distribution of sheep in
the southwest of GLW2 is quite different from the statistical data, while GLW3 sheep is
much more consistent. Due to spatial resolution limitations, their distribution patterns are
still very rough, with blocky distributions. In general, from the perspective of the visual
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effects of the spatial distribution of livestock, the livestock spatial distribution structure
obtained by the three spatial models in this study is more stable and reasonable. It is more
in line with the actual livestock distribution in the complex surface environment.
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Figure 10. The scatter diagram of grided distribution density aggregated to the county scale and census data for cattle.
(a) SVR; (b) RF; (c) DNN; (d) GLW2; and (e) GLW3. The red line is the linear regression line, and the dotted line is the

1:1 line.
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Figure 11. The scatter diagram of grided distribution density aggregated to the county scale and census data for sheep.
(a) SVR; (b) RF; (c) DNN; (d) GLW2; and (e) GLW3. The red line is the linear regression line, and the dotted line is the

1:1 line.
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Figure 12. The spatial distribution density of cattle in 2000.
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Figure 13. The spatial distribution density of sheep in 2000.

However, the above differences are understandable. Since GLW data is global-scale
data, its primary purpose is to portray the detailed information of the spatial distribution
of livestock on a large scale and find livestock distribution laws, which have a wide range
of application values and crucial guiding significance. The scope of this research is only
six provinces in western China. The research scale is smaller, and the statistical data used
is more detailed, which is conducive to improving the model’s accuracy. Robinson et al.
(2014) use different levels of livestock statistics to build spatial models and prove that
the finer the scale of statistical data used to establish the model, the better the estimation
result [7].

5.2. The Reasonableness of the Hypothesis

This study is based on a hypothesis that a similar causal relationship exists between
livestock density and environmental factors on different scales. Such a similar assumption
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has been widely used in applying social factors spatialization [38,42,43]. However, as far
as the actual situation is concerned, the impact of environmental factors on the spatial
distribution of livestock is not the same at different scales. Using the model trained on
a coarse scale to predict the distribution of livestock on a fine scale has a certain degree
of uncertainty, which may lead to a large estimation error. One should note that the high
spatial resolution of the output does not necessarily represent the ground truth value of
livestock at the same resolution (i.e., 1 km), but only reflects the potential distribution of
livestock on a 1 km x 1 km grid. The follow-up plan considers using physical guided
methods to better develop the research on the spatialization of statistical data.

5.3. Selection and Contribution of Environmental Factors

To explore the influence of selected environmental factors on the distribution of
livestock, we have designed two parts of work: (1) correlation analysis of environmental
factors and density of cattle and sheep (Figure 14); and (2) important analysis of each
factor by random forest (Figure 15). It can be seen that when the significance level is less
than 0.05, the selected factor has a specific correlation with the density of cattle and sheep
and has the potential to predict the spatial distribution of livestock. There is a positive
correlation between cattle density and population grid data, arable land coverage, and
NDVI, and a negative correlation with desert coverage and the distance to the river. There
is a positive correlation between sheep density and arable land coverage, daytime surface
temperature, population, and GDP grid data. In contrast, it has a significant negative
correlation with forest land coverage and slope. This is because areas with high arable
land coverage and NDVI provide abundant resources for livestock activities, while natural
conditions in regions with high desert coverage, forest coverage, and slopes are not suitable
for livestock activities. The environmental factors that have a more significant impact on
the spatial distribution of cattle are population grid data, NDVI, and arable land coverage.
The environmental factors that have a more significant effect on the spatial distribution of
sheep are arable land coverage, forest land coverage, and population grid data. It can be
seen that population density and arable land coverage are the most critical environmental
factors affecting the distribution of livestock density. The result is reasonable since the
livestock is mostly dense around human activity areas, which is the difference between
livestock and wild animals.
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Figure 14. Correlation between environmental factors and density of cattle and sheep. The shape
direction of the ellipse in the upper triangular area represents the positive or negative of the correla-
tion, the color is the level of the corresponding correlation, and the lower triangular area is the value
of the corresponding correlation coefficient.
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Figure 15. Importance of environmental factors influencing the spatial distribution of cattle and sheep.

6. Conclusions

The importance of livestock spatialization stems from various studies’ demands for
fine-grained livestock spatial distribution data. In recent years, livestock grid data have
been applied to many aspects as primary data. Livestock grid data have been widely
involved in the rational use of natural resources, such as assessing grass-livestock balance
based on livestock grid data [44], estimating oxygen consumption of livestock [45], and
quantifying water use for animal husbandry [46]. There are also specific applications
in environmental impact assessment research, such as quantifying methane emissions
based on livestock grid data [47]. In addition, the spatialization of livestock data provides
the possibility to assess the risk of infectious diseases. Some scholars have evaluated
high-risk areas of bluetongue virus outbreak based on livestock grid data [48]. Therefore,
spatialization technology for livestock is of great significance to research the rational use
of natural resources, the environmental and ecological protection, the risk assessment of
zoonotic diseases, and the sustainable development of animal husbandry.

Taking the spatialization of cattle and sheep distribution in six provinces in Western
China in 2000, 2005, 2010, and 2015 as an example, this study selects thirteen environmental
factors from terrain, climate, land use, and social economy as predictor variables, and county-
level livestock statistics as the response variable. Using three machine learning models to
effectively integrate these grid geographic data with animal husbandry statistical data, the
distribution density of cattle and sheep on 1 km grid scale was obtained. This study proves
that the accuracy of livestock density data with a resolution of 1 km in six provinces in western
China based on three machine learning models is much superior to the existing open-access
dataset, which is more in line with the actual livestock spatial distribution in a complex surface
environment. The overall accuracy of the three livestock spatialization models is ranked as
DNN > RF > SVM. The DNN model can thoroughly mine various characteristics of factors
affecting the spatial distribution of livestock and then characterize the complex nonlinear
relationship between variables. It can better highlight environmental details, and a relatively
higher precision is achieved in downscaling livestock data. The livestock grid data produced
in this study for 2000, 2005, 2010, and 2015 can provide detailed data support for rational
use of resources, environmental impact assessment, and sustainable development of animal
husbandry.

The highlight of this research is to explore the applicability of deep machine learning in
the study of livestock spatialization. The results prove that the machine learning methods,
especially the new deep learning methods, have great potential in the research of livestock
spatialization. However, this study still has some obvious deficiencies, such as the fact that
the actual verification of the spatialization results should collect livestock distribution data
on the same scale of 1 km to test the model prediction value. Due to the limitation of the
data, we only aggregated the derived 1 km livestock grid distribution map to the county-level
administrative unit and compared it with the statistical data. This verification method is
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somewhat simple and crude. In the future, we hope to obtain more detailed livestock data,
such as township-level livestock statistics or household-based livestock statistics, to better
verify the model’s accuracy. In addition, we will further explore and introduce some more
appropriate environmental factors and more effective deep learning algorithms into the study
of livestock spatialization.
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