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Abstract

:

When the multi-receiver synthetic aperture sonar (SAS) works with a wide-bandwidth signal, the performance of the range-Doppler (R-D) algorithm is seriously affected by two approximation errors, i.e., point target reference spectrum (PTRS) error and residual quadratic coupling error. The former is generated by approximating the PTRS with the second-order term in terms of the instantaneous frequency. The latter is caused by neglecting the cross-track variance of secondary range compression (SRC). In order to improve the imaging performance in the case of wide-bandwidth signals, an improved R-D algorithm is proposed in this paper. With our method, the multi-receiver SAS data is first preprocessed based on the phase center approximation (PCA) method, and the monostatic equivalent data are obtained. Then several sub-blocks are generated in the cross-track dimension. Within each sub-block, the PTRS error and residual quadratic coupling error based on the center range of each sub-block are compensated. After this operation, all sub-blocks are coerced into a new signal, which is free of both approximation errors. Consequently, this new data is used as the input of the traditional R-D algorithm. The processing results of simulated data and real data show that the traditional R-D algorithm is just suitable for an SAS system with a narrow-bandwidth signal. The imaging performance would be seriously distorted when it is applied to an SAS system with a wide-bandwidth signal. Based on the presented method, the SAS data in both cases can be well processed. The imaging performance of the presented method is nearly identical to that of the back-projection (BP) algorithm.
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1. Introduction


Originating from synthetic aperture radar (SAR) [1,2,3,4,5,6,7,8,9,10], synthetic aperture sonar (SAS) [11,12,13,14,15,16] attracts investigators’ interests due to its high resolution in the underwater field. Nowadays, it is widely applied to underwater mapping [14,15,17,18], target recognition [19,20,21,22], and so on. Considering the traditional monostatic SAS system, the maximum imaged swath is determined by the pulse repetition frequency (PRF), and the low PRF allows for a wide swath. At the same time, the sampling of the along-track signal is conducted by this PRF. According to the sampling theorem, the PRF should be greater or equal to the Doppler bandwidth. When a too low PRF is exploited, there would be ambiguous targets in the SAS image as the along-track sampling with this low PFR does not satisfy the Nyquist-Shannon theorem [23]. Generally speaking, the SAS system parameters are subject to a trade-off, as the along-track resolution is only improved at the cost of a decreased swath or vice versa. The inherent limitation of monostatic SAS between along-track resolution and cross-track swath demands the new SAS systems. One of the promising systems is the multi-receiver SAS, which employs a single transmitting element and a receiver array. This system can successfully overcome the limitations of the monostatic SAS system. With the multi-receiver SAS system, the echo signal can be sampled by multiple receiver elements [24,25,26]. Consequently, the effective sampling rate of the along-track signal is increased while the transmitting PRF remains unaltered.



The high-resolution imagery introduced by the multi-receiver SAS system is obtained at the cost of increased complexity with respect to the processing of the multi-receiver SAS raw data. With monostatic SAS, the point target reference spectrum (PTRS) can be easily obtained based on the method of the stationary phase [27]. However, the multi-receiver SAS system has many bistatic SAS systems [28,29]. Considering each bistatic SAS, the transmitter and receiver individually contribute to the two-way slant range. That is to say, the two-way slant range has double square rooted terms [30]. Due to this reason, the point of the stationary phase (PSP) and PTRS cannot be analytically deduced based on the method of the stationary phase. To solve this problem, the phase center approximation (PCA) method [31,32,33,34,35,36] is used. With this method, a virtual element located midway between the transmitter and receiver transmits and receives the signal, and the two-way slant range with double square rooted terms can be coerced into a slant range with a single square rooted term. In [31], the two-way slant range is directly approximated by the round-trip range between the virtual element and target. This operation neglects the PCA error introduced by the accurate two-way slant range and approximate range. When the distance between the transmitter and receiver is large, this operation leads to large errors. In [32], the PCA error is considered. Furthermore, they also consider the stop-and-hop error [37]. However, the stop-and-hop error is compensated for using the reference range from the transmitter to scene center. That is to say, the targets at the edge of the mapping swath would suffer from a large stop-and-hop error. Furthermore, the PCA error and stop-and-hop error are separately considered, and the coupling between both errors is neglected. In [33], the PCA error is analytically deduced based on the imaging geometry. Unfortunately, the stop-and-hop error is not compensated. The distributed target would be distorted when the SAS system works with a wide swath. In [34], the PCA idea is used two times. One is to obtain the phase center between transmitter and receiver under the case of the stop-and-hop assumption, and the other is to get the phase center between transmitter and receiver without the stop-and-hop assumption. After deducing the approximation error between the accurate range and approximated one, the PCA error and stop-and-hop error are deduced with a complicated expression. Bellettinis’ PCA error is directly used in [35], where Pailhas et al. discuss the impact of temporal Doppler on SAS imagery. With their work, the temporal Doppler effect introduced by the sonar motion during signal transmission and reception is further discussed. However, the spatial Doppler introduced by sonar motion during signal transmission and reception is not considered. In this paper, the PCA method is still used. Compared to the method in [33], the stop-and-hop error, together with the coupling between PCA error and stop-and-hop error, is considered in this paper. Compared to the method in [34], we simplify the deduction of PCA error and stop-and-hop error based on second-order Taylor expansion and inverse Taylor expansion. Moreover, the presented model in this paper has a much better understanding. Compared to the method in [35], we mainly consider the spatial Doppler introduced by stop-and-hop error and neglect the temporal Doppler effect, as it is not a dominant factor influencing the SAS imaging performance based on the experiment results in [35]. For clarity, the PCA error is called the signal model error [36] in this paper.



With the analytical PTRS, the range-Doppler (R-D) algorithm [27,38] cannot be directly developed yet. Based on the analytical PTRS, Taylor expansion should be further exploited. For traditional R-D algorithms, the PTRS should be individually expanded up to the first-order term [39] and the second-order term [40,41] with respect to the instantaneous frequency. We find that the Taylor expansion of PTRS would also result in error, as the higher-order terms are all neglected. For clarity, we call it the PTRS error. The first-order term denotes the range cell migration (RCM) or the linear coupling between cross-track and along-track dimensions [27]. The interpolator is often exploited to perform the RCM correction (RCMC). The second-order term denotes the quadratic coupling between cross-track and along-track dimensions [27]. It is equivalent to a chirp modulation in the cross-track dimension. However, the equivalent chirp rate highly depends on the range, instantaneous frequency, and Doppler frequency. That is to say, the equivalent chirp rate is a cross-track variant, and the cross-track variance is hard to compensate in the two-dimensional (2-D) frequency domain. For simplicity, the equivalent chirp rate at the reference range is often exploited when users conduct the R-D algorithm. With this operation, it is easily concluded that the targets not located at the reference range would suffer from residual quadratic coupling error, which would further affect the SAS focusing performance.



In general, the multi-receiver SAS R-D algorithm [38] would suffer from three approximation errors, i.e., signal model error, PTRS error, and residual quadratic coupling error. The traditional R-D algorithm [38] just pays attention to the signal model error. In other words, the other two approximation errors are not focused on by users. They would seriously affect the SAS imaging performance in the case of wide-bandwidth and wide swath SAS systems. In this paper, we quantitatively discuss these three errors. Then, an improved R-D algorithm considering the compensation of PTRS error and residual quadratic coupling error is presented based on the sub-block processing method. With the presented method, the higher-order phase errors can be well compensated. Consequently, the high-performance results, which are close to the imaging performance of the back projection (BP) algorithm [42,43,44], can be generated. The simulations and real data processing further validate our method.



This paper is organized as follows. Section 2 introduces the multi-receiver imaging geometry and PTRS. In Section 3, the signal model error, PTRS error, and residual quadratic coupling error are quantitatively discussed in detail. Section 4 discusses an improved R-D algorithm that can be applied to a wide-bandwidth signal-based multi-receiver SAS system. In Section 5, simulated and real datasets are used to validate the presented method. The last section summarizes this paper.




2. Imaging Geometry and PTRS


2.1. Imaging Geometry


The along-track aperture of the element and that of the adjacent element phase center are  d . M receivers are uniformly placed in the along-track dimension, which is also called the azimuth dimension. The imaging geometry of the multi-receiver SAS system is shown in Figure 1. The horizontal axis is the cross-track dimension, which is also named the range dimension. The black rectangle is used as the transmitting element. The other rectangles are considered to be receivers, which are able to cover the illuminated area.



Assuming that an ideal point target is a swath, and the minimal slant range between the target and sonar is  r , the received echo of the i-th receiver is given by:


  s  s i  ( τ , t ) = p  (  τ −    R i   (  t ; r  )   c   )   ω a  ( t ) ⋅ exp  {  − j 2 π  f c     R i   (  t ; r  )   c   }  ,  



(1)




where    R i   (  t ; r  )  =    r 2  +    (  v t  )   2    +    r 2  +   ( v t +  d i  + v  τ i  )  2      denotes the two-way slant range.  v  represents the sonar velocity.    τ i    is the accurate delay-time of the transmitted signal [37].    ω a  ( t )   is the two-way pattern of elements.  c  is the sound speed in the water.    f c    is the carrier frequency.    d i  = i d   (  i ∈ [ 1 , M ]  ) is the distance between the transmitter and the i-th receiver.   p  ( τ )    stands for the chirp signal.  τ  and t denote the fast time and slow time corresponding to the cross-track and along-track dimensions, respectively.




2.2. PTRS


For multi-receiver SAS echo sampling, the input is the target reflectivity, and the output is the echo signal. Therefore, the SAS imagery is an inverse process of echo sampling. By designing the filter function based on the PTRS, the targets can be reconstructed. At this point, it can be found that the PTRS plays an important role in SAS imagery. Applying Fourier transformation (FT) to (1) in the cross-track dimension yields:


  S  s i  (  f τ  , t ) = P (  f τ  )  ω a  ( t ) ⋅ exp  {  − j 2 π  (   f c  +  f τ   )     R i   (  t ; r  )   c   }  ,  



(2)




where    f τ    is the instantaneous frequency corresponding to the fast time.



The PTRS can be obtained by transforming (2) into a 2-D frequency domain. Based on along-track FT, (2) is further reformulated as:


  S  S i  (  f τ  ,  f t  ) = P (  f τ  )  ω a  ( t ) ⋅    ∫    −  T s   / 2       T s   / 2     exp  {  − j 2 π  (   f c  +  f τ   )     R i   (  t ; r  )   c  − j 2 π  f t  t  }  d t    ,  



(3)




where    f t    represents the Doppler frequency corresponding to slow time in the along-track dimension.    T s    is the synthetic aperture time.



The exponential phase in (3) is expressed as:


   φ i  (  f τ  ,  f t  ; r ) = − 2 π  (   f c  +  f τ   )     R i   (  t ; r  )   c  − 2 π  f t  t ,  



(4)







Based on the method of stationary phase [27], the integral phase is expressed as:


    ∂  R i   (   t i  ; r  )    ∂ t   +   c  f t     f c  +  f τ    = 0 ,  



(5)




where    t i    is the PSP. Substituting    t i    into (4) yields the PTRS phase, which is:


   φ i  (  f τ  ,  f t  ; r ) = − 2 π  (   f c  +  f τ   )     R i   (   t i  ; r  )   c  − 2 π  f t   t i  ,  



(6)







Since the two-way slant range    R i   (  t ; r  )  =    r 2  +    (  v t  )   2    +    r 2  +   ( v t +  d i  + v  τ i  )  2      possesses double square rooted terms, there is no analytical solution to (5). To solve this problem, the two-way slant range is expanded up to the second-order term, and it is given by:


     R i   (  t ; r  )    =    r 2  +    (  v t  )   2    +    r 2  +   ( v t +  d i  + v  τ i  )  2             ≈        r 2  +    (  v t  )   2    +    r 2  +    (  v t +  d i  + v   2 r  c   )   2     ︸    ⇓  Taylor   expansion             ≈     2 r +    v 2   r     [  t +  (   r c  +    d i    2 v    )   ]   2  +  1  4 r      (  v   2 r  c  +  d i   )   2   ︸    ⇓  Inverse   Taylor   expansion             ≈ 2    r 2  +   ( v t + v  r c  +    d i   2  )  2    +     ( v   2 r  c  +  d i  )  2    4 r      



(7)







In (7), an approximation    τ i  ≈   2 r  / c    is used to simplify the deducing. Substituting (7) into (5) yields PSP, which is:


   t i  = −   c r  f t    v  (   f c  +  f τ   )    ⋅  1    4  v 2  −    [    c  f t     (   f c  +  f τ   )     ]   2      −  r c  −    d i    2 v   ,  



(8)







Based on (8) and (6), The PTRS phase is expressed as:


   φ i  (  f τ  ,  f t  ; r ) = − 4 π    f c   c  r      (  1 +    f τ     f c     )   2  −    c 2   f t    2    4  v 2   f c    2      + π  f t     d i   v  + 2 π  f t   r c  − π    (   f c  +  f τ   )   c   1  2 r      (  2  v c  r +  d i   )   2  ,  



(9)







The following work will be discussed based on (9). The first term is similar to that of monostatic SAS. The second term is introduced by the multi-receiver sampling. The third term is caused by stop-and-hop error. The last term includes the Doppler phase error and micro RCM, which are caused by the displaced distance between transmitter and receiver, together with the stop-and-hop error.





3. Error Discussion


3.1. Signal Model Error


To evaluate the approximation error, the accurate PSP and PTRS should be calculated. The numerical computing method is used to solve (5). Then, the accurate PTRS phase is given by:


   Φ i  (  f τ  ,  f t  ; r ) = − 2 π  (   f c  +  f τ   )     R i   (   t  i _ n u   ; r  )   c  − 2 π  f t   t  i _ n u   ,  



(10)




where    t  i _ n u     is the numeric PSP.



The difference between (10) and (9) is the signal model error, which is shown as:


  Δ  φ i  (  f τ  ,  f t  ; r ) =  Φ i  (  f τ  ,  f t  ; r ) −  φ i  (  f τ  ,  f t  ; r ) ,  



(11)







Inspecting (11), the signal model error is a function of    f t   ,    f τ   , and  r . Since the system shown in Figure 1 is characterized by cross-track invariance and along-track invariance, the targets located at synthetic aperture centers with different ranges are exploited to discuss the error variance.



When the SAS works with a narrow-bandwidth signal, the parameters are those in Table 1.



Based on (11) and the parameters shown in Table 1, we calculate the signal model error shown in Figure 2 for the first transmitter/receiver pair. By observing Figure 2a or other errors in Figure 2, the error magnitude increases with the Doppler frequency. On the one hand, the along-track variance of PCA error is not considered. Besides, the stop-and-hop error is approximately compensated with the range corresponding to the beam center, where the target is perpendicularly seen by the sonar and the Doppler frequency is zero. In other words, the along-track variance of the stop-and-hop error is not compensated either. From all errors in Figure 2, we find that the error magnitude slightly increases with range, as there is the residual stop-and-hop error [37]. In general, the error is slight when the receiver is close to the transmitter.



Considering the last transmitter/receiver pair, the signal model error is shown in Figure 3. Based on Figure 3, we can obtain the same conclusion drawn from Figure 2. Comparing Figure 2 to Figure 3, we find that the signal model error slightly depends on the displaced distance between transmitter and receiver. The maximum magnitude of the error is 0.1 rad, which is less than    π / 4    [27,45]. In other words, the signal model error can be neglected when the SAS system works with a narrow bandwidth.



The SAS parameters are listed in Table 2 when the SAS works with a wide-bandwidth signal.



The signal model errors for the first and last transmitter/receiver pairs are depicted in Figure 4 and Figure 5, respectively. Comparing Figure 2 to Figure 4, we find that the signal bandwidth does not affect the signal model error. The same conclusion can be obtained based on Figure 3 and Figure 5.



In general, the signal model error is mostly independent of the signal bandwidth. Furthermore, the maximum magnitude of the signal model error is 0.1 rad. That is to say, the PTRS based on the PCA method can satisfy the high-resolution imagery. At this point, the PTRS would be deduced based on this PCA method.




3.2. PTRS Error


The PTRS phase shown in (9) cannot be directly used by the imaging algorithm. It should be further formulated according to the R-D algorithm. Based on the R-D algorithm, the PTRS phase is expanded up to the second-order term with respect to instantaneous frequency    f τ   . Applying Taylor expansion to (9) yields:


     φ ^   i  (  f τ  ,  f t  ; r ) = −   4 π r β  λ  −   4 π r   c β    f τ  + 2 π   r λ    c 2     (   1   β 3    −  1 β   )   f τ 2  + π  f t     d i   v  + 2 π  f t   r c  − π    (   f c  +  f τ   )   c   1  2 r      (  2  v c  r +  d i   )   2  ,  



(12)




where   β =   1 −    c 2   f t 2    4  v 2   f c 2       . The first term in (12) denotes the along-track modulation. The second term is RCM. The third term represents the quadratic coupling between cross-track and along-track dimensions. It is equivalent to a chirp modulation in the cross-track dimension. The remaining terms are the same as the ones in (9).



The approximation error between (9) and (13) is given by:


  Δ    φ ^   i  (  f τ  ,  f t  ; r ) =  φ i  (  f τ  ,  f t  ; r ) −    φ ^   i  (  f τ  ,  f t  ; r ) ,  



(13)







We firstly discuss the PTRS error under the case of the narrow-bandwidth signal. Based on (13) and Table 1, the PTRS errors for the first and last transmitter/receiver pairs are shown in Figure 6 and Figure 7, respectively.



From Figure 6 and Figure 7, we find that the magnitude of the PTRS error increases with instantaneous frequency, as the Taylor expansion is conducted around the zero-frequency. Moreover, the error slightly increases with range. Based on Figure 6 and Figure 7, the PTRS error can be negligible when the SAS works with the case of a narrow-bandwidth signal. Furthermore, the displaced distance between the transmitter and receiver does not affect the PTRS error.



We now discuss the PTRS error when the SAS uses the wide-bandwidth signal. Based on parameters in Table 2, the PTRS errors under the case of the wide bandwidth are depicted in Figure 8 and Figure 9. When the signal bandwidth is 60 kHz, the maximum magnitude of PTRS error is 6 rad, which would seriously affect SAS performance.



Generally speaking, the PTRS error significantly depends on the signal bandwidth. When the bandwidth is narrow, the PTRS error can be neglected. However, it cannot be neglected when the SAS system works with a wide-bandwidth signal. The reason is that the Taylor approximation just keeps the second-order term.




3.3. Residual Quadratic Coupling Error


With the R-D algorithm, secondary range compression (SRC) is conducted to deal with the quadratic coupling between cross-track and along-track dimensions. Inspecting the quadratic coupling in (12), it is a function of range, Doppler frequency, and instantaneous frequency. To simplify the compensation, quadratic coupling at the reference range is often exploited by the traditional R-D algorithm [27]. This operation would further lead to approximation error. This section discusses this error, which is shown as:


   φ  src   (  f τ  ,  f t  ; r ) = 2 π   r λ    c 2     (   1   β 3    −  1 β   )   f τ 2  − 2 π    r  ref   λ    c 2     (   1   β 3    −  1 β   )   f τ 2  ,  



(14)




where    r  ref     denotes the reference range.



Based on (14) and Table 1, the residual quadratic coupling error is shown in Figure 10 when the system works with the narrow-bandwidth signal. Here, the reference range is the scene center. When the targets are far away from the reference range, the error magnitude is noticeable. Figure 10a enhances this conclusion. When the targets are close to the reference range, the error magnitude is small. In general, the error magnitude decreases with the difference between the target range and the reference range.



We now focus on the error with the wide-bandwidth signal. Based on the parameters in Table 2, the error is shown in Figure 11. We can obtain the same conclusions drawn from Figure 12. Comparing Figure 10 to Figure 11, we find that the residual quadratic coupling error highly depends on the signal bandwidth.



Summarily, the residual quadratic coupling error increases with the signal bandwidth. With the narrow-bandwidth case, this error is small. However, the wide-bandwidth can lead to a large residual error.





4. Imaging Algorithm


4.1. Imagery


To compensate for the PTRS error and residual quadratic coupling error, this section discusses an improved multi-receiver SAS R-D algorithm based on (9) and (12).



For each receiver data, the echo signal should be transformed into the frequency domain in the cross-track dimension. The cross-track compression is carried out based on the filtering function expressed as:


   H  r c   = conj  {  P (  f τ  )  }  ,  



(15)




where conj(·) denotes the conjugated operation.



After cross-track compression, the data is transformed into the time domain. The Doppler phase error is compensated by:


   H  D _ i   = exp  {  j π  f c   1  2 c r      (  2  v c  r +  d i   )   2   }  ,  



(16)







When the Doppler phase error is compensated, the sinc-interpolator is exploited to correct the micro RCM, which is shown as:


   Δ i  =  1  4 c r      (  2  v c  r +  d i   )   2  ,  



(17)







Then, the data is transformed into the Doppler frequency domain in the along-track dimension. The second term introduced by the multi-receiver sampling is compensated by the filtering function given by:


   H   asc _ i     = exp   {  j π  f t     d i   v   }  ,  



(18)







After processing each receiver data, the spectrum corresponding to each receiver data is coherently superposed in the Doppler frequency domain. With this operation, the signal, which is equivalent to traditional monostatic SAS, is obtained. The signal is transformed into a 2-D frequency domain based on cross-track FT. The data is divided into N sub-blocks in the cross-track dimension. For the n-th (  n ∈ [ 1 , N ]  ) sub-block, the higher-order phase error is compensated by:


   H n   = exp   {  j 4 π    f c   c  r      (  1 +    f τ     f c     )   2  −    c 2   f t    2    4  v 2   f c    2      − j   4 π r β  λ  + j   4 π r   c β    f τ   }  ,  



(19)







With this operation, the SRC considering the cross-track variance of the second-order term is further conducted. The data is transformed into the time domain in cross-track. We extract and store this sub-block. The error compensation of the remaining sub-blocks should be processed based on (19). When the higher-order errors of all sub-blocks are compensated, all sub-blocks are coerced into a new signal.



The sinc-interpolator is exploited to perform RCMC, and the RCM is shown as:


   Δ  RCM   =   2 r   c β   ,  



(20)







After RCMC, the along-track compression is conducted based on the filtering function given by:


   H  ac   = exp  {  j   4 π r β  λ  − j 2 π  f t   r c   }  ,  



(21)







With this operation, the along-track shifting introduced by stop-and-hop error is simultaneously compensated.



Based on the method described in this section, the block diagram of our method is depicted in Figure 12. Compared to the traditional R-D algorithm, the presented method has an additional step to compensate for the residual phase error introduced by the second-order Taylor expansion. The compensation of phase error is depicted by the pale-yellow area in Figure 12.




4.2. Computation Load


In this section, we mainly discuss the computation load of the presented method. For clarity, the computation load of basic operations is listed in Table 3. In general, FT, IFT, multiplication, and sinc-based interpolation are used by the R-D algorithm. For clarity, we suppose that there are Nr sampling points in the cross-track dimension. Na sampling points are collected in the along-track dimension.  ρ  represents the length of the interpolation kernel function, which is a sinc-function in this paper.



Table 4 lists the basic operations used by the traditional R-D algorithm, presented method, and BP algorithm. We find that the BP algorithm is very time-consuming due to interpolation. However, it can provide high-resolution images, which can be used as the criteria to evaluate the performance of fast imaging algorithms. Compared to the traditional method, the efficiency of the presented method is lowered, as more time is needed to compensate for the approximation error based on the sub-block processing method in the cross-track dimension. Consequently, our method can provide high-resolution images when the wideband signal is used by the SAS system.





5. Experiment Results


5.1. Simulations


We carry out simulations to validate the presented method in this section. We suppose that there are three ideal targets marked by T1, T2, and T3, which are shown in Figure 13. The vertical axis is the moving direction of the sonar platform, and it is also called the along-track dimension or azimuth dimension. The horizontal axis is also called the cross-track dimension or range dimension. When we perform simulations, no weighting functions are used in the cross-track and along-track dimensions. That is to say, rectangle functions are used when the echoed signal is simulated. With our simulations, two cases, including the narrow-bandwidth signal and wide-bandwidth signal, are considered separately. To fairly compare the imaging performance, the only difference of SAS parameters between narrow and wide bandwidth cases lies in the signal bandwidth. That is to say, the other SAS parameters between both cases are identical. With this operation, the imaging results can clearly indicate which parameter affects the SAS imaging performance. The reference range used by secondary range compression is the center range across the whole imaging swath.



5.1.1. Results with Narrow-Bandwidth Case


Firstly, the simulations based on the narrow-bandwidth are focused, and the SAS parameters are listed in Table 1. In practice, the imaging algorithm is the filtering of the echoed signal. The BP algorithm is based on the accurate system transfer function. The basic processing of fast imaging algorithms is to design filtering functions, which are infinitely close to the accurate system transfer function used by the BP algorithm [42,43,44]. At this point, the imaging results based on the BP algorithm [42,43,44] are often used as the criteria. Here, the traditional R-D algorithm [38], BP algorithm [42,43,44], and presented method are exploited to deal with the simulated data. After synthetic aperture image formation, the imaging results are shown in Figure 14. It can be clearly found that the traditional method and presented method can obtain the same results as the BP algorithm.



The along-track slices depicted in Figure 15 are further compared. In general, three methods can obtain the same results when the SAS system works with a narrow-bandwidth signal. This is consistent with the conclusions drawn from Section 3, as the PTRS error and residual quadratic coupling error do not noticeably affect the SAS imaging performance.



The peak sidelobe ratio (PSLR) and integrated sidelobe ratio (ISLR) listed in Table 5 are further compared. Based on Table 5, it can clearly be seen that the performance loss of the traditional R-D algorithm is slight. Summarily, both the presented method and traditional R-D algorithm can well reconstruct three targets. At this point, we conclude that the traditional R-D algorithm [38] can be directly applied to a narrow-bandwidth SAS system without loss of imaging performance.




5.1.2. Results with Wide-Bandwidth Case


We now concentrate on when the SAS system uses a wide-bandwidth signal. The SAS parameters can be found in Table 2. Based on the traditional R-D algorithm [38], presented method, and BP algorithm [42,43,44], the processing results are depicted in Figure 16. Inspecting Figure 16a, the performance of the traditional method is seriously affected by the phase error, which is mainly caused by PTRS error and residual quadratic coupling error. Comparing Figure 16b to Figure 16a, the proposed method can significantly improve the imaging performance. Based on Figure 16c, the performance of the presented method agrees with that of the BP algorithm. This indicates that the presented method can still reconstruct targets when the wide-bandwidth signal is exploited by the SAS system.



To visually compare the imaging performance, the along-track slices are shown in Figure 17. Based on Figure 17a,b, we clearly find that the performance of the traditional method is defocused. Fortunately, the slices of the presented method are mostly the same as for slices of the BP algorithm [42,43,44]. This enhances conclusions drawn from Figure 16.



Quality parameters including along-track resolution, PLSR, and ISLR are listed in Table 6. Inspecting quality parameters of T1, the PSLR and ISLR of the traditional method [38] significantly deviate from corresponding values of the BP algorithm by 2.54 dB and 3.71 dB. Therefore, the along-track resolution is broadened. The differences of PSLR and ISLR between the presented method and BP algorithm are just 0.2 dB and 0.01 dB. Based on the quality parameters of T2 and T3, the imaging performance of the presented method is still superior to that of the traditional method.



Based on the simulations discussed above, we conclude that the signal bandwidth highly affects the imaging performance of the traditional R-D algorithm [38]. The traditional R-D algorithm [38] is just suitable for the SAS imagery when the narrow-bandwidth signal is used. However, the defocusing would occur, as large PTRS error and residual quadratic coupling error are introduced when the SAS system works with a wide-bandwidth signal. With the presented method, the targets can be well recovered with both cases, and the processing results are mostly close to results based on the BP algorithm.





5.2. Real Data Processing


5.2.1. Results with the Narrow-Bandwidth Case


In this section, real data is exploited to further validate the presented method. Firstly, the multi-receiver SAS data with a narrow-bandwidth signal are used to test the presented method. The parameters are shown in Table 7.



The traditional R-D algorithm, presented method, and BP algorithm are used to process the real data. The resultant images are shown in Figure 18. The images at the top left in Figure 18 are the close-looking results of the target marked by a red circle in Figure 18a. Compared to Figure 18c, the image based on the traditional R-D algorithm can still process the echoed signal without loss of performance. That is to say, the traditional R-D algorithm is suitable for SAS imagery when the narrow-bandwidth signal is used. With the presented method, the image shown in Figure 18b agrees well with that of the BP algorithm. In other words, the presented method can well focus targets with the case of a narrow-bandwidth signal.



The along-track slices related to the target marked by a red circle in Figure 18a are shown in Figure 19. From Figure 19, we find that the slices of the traditional method and presented method agree well with the curve of the BP algorithm. Based on Figure 19, the resolution after imagery with the BP algorithm is 0.090 m. The resolution of the presented method is 0.091 m, while that of the traditional method is 0.095 m. It can be found that the traditional method can get high-resolution results without a loss of imaging performance. This indicates that the traditional method and presented method are suitable for SAS imagery when the narrow-bandwidth signal is exploited.




5.2.2. Results with a Wide-Bandwidth Case


Here, the real SAS data based on a wide-bandwidth signal are further used to validate the presented method. The SAS parameters with a wide-bandwidth signal are listed in Table 8. It can be found that the SAS system works with a wide-bandwidth signal.



The real data is processed by using the traditional R-D algorithm [38], presented method, and BP algorithm [42]. The resultant images are shown in Figure 20. The images at the top left in Figure 20 are the close-looking results of the target marked by a red circle in Figure 20a. It can be clearly found that the result of the traditional method in Figure 20a suffers from some distortion compared to that of the BP algorithm shown in Figure 20c. However, the presented method can still provide a high-performance result, which is close to that of the BP algorithm.



We focus on the target marked by a red arrow in Figure 20a. The along-track slices are depicted in Figure 21 to visually compare the imaging performance. From Figure 21, we clearly find that the curve of the traditional method [38] deviates from that of the BP algorithm [42]. Therefore, the imaging performance of the traditional method is lowered when the wide-bandwidth signal is exploited. Based on Figure 21, the resolution of the BP algorithm is 0.252 m. The resolution of the presented method is 0.257 m, while that of the traditional method is 0.291 m. The resolution difference between the traditional method and the BP algorithm is 0.039 m. Fortunately, the slice of the presented method is mostly close to that of the BP algorithm [42], and the resolution difference between the presented method and the BP algorithm is 0.005 m. This indicates that the presented method can obtain high-performance results with the wide-bandwidth case. This conclusion agrees well with that drawn from Section 5.1.






6. Discussion


In general, the narrowband signal and wideband signal are relative terms. To simplify the processing, the narrowband signal model is often used. The center frequency    f c    is large compared to the signal bandwidth  B , and this signal can be considered to be the narrowband signal. With a mathematical expression, the signal would be a narrowband signal when an inequality   B ≪  f c    is satisfied. In engineering applications, the signal can be considered to be the narrow bandwidth signal if the inequality    B /   f c    < 0.1   holds. Considering this condition, many SAS systems are characterized by a wideband, which is also drawn by Pailhas in [35]. Therefore, traditional imaging methods cannot be directly applied to these SAS systems, and traditional imaging methods should be extended.



In this paper, we mainly focus on the extension of the traditional R-D algorithm. The approximation errors of the multi-receiver SAS R-D algorithm are first analyzed. With our analysis, the approximation errors can be negligible when the narrow-bandwidth signal is used by an SAS system. That is to say, the imaging performance is nearly unaffected by the approximation errors. Unfortunately, the approximation errors are large when the SAS system works with a wide-bandwidth signal. In other words, the residual phase error would seriously distort the imaging performance in the wide-bandwidth case. Based on simulations and real data processing results, the traditional R-D algorithm can only obtain high-resolution images in the narrow-bandwidth case. When it comes to the SAS imagery with a wide-bandwidth signal, the results based on the traditional R-D algorithm are seriously distorted. These conclusions are completely consistent with conclusions drawn from the analysis of approximation errors. With the presented method in this paper, the data in the case of a narrow-bandwidth signal can be well processed. In general, there is a slight difference in processing performance between the traditional method and presented method when the narrow-bandwidth signal is used. Since the imaging performance of the presented method is still similar to that of the BP algorithm, the major difference in imaging performance between the traditional method and presented method is caused in the case of a wide-bandwidth signal. Summarily, the approximation errors neglected by traditional imaging algorithms are compensated by the presented method based on the sub-block processing method in the cross-track dimension. At this point, the targets across the whole swath can be well focused.




7. Conclusions


From Section 3, Section 4 and Section 5, we find that the presented method can obtain a well-focused image in the case of a wide-bandwidth signal. The main factors influencing the multi-receiver SAS imagery with a wide-bandwidth signal include PTRS error and residual quadratic coupling error. Both errors are compensated by using the sub-block processing method in the cross-track dimension. With the presented method, we can obtain a better focusing performance than with the traditional method.



It should be noted that the sub-block processing method lowers the imaging efficiency, as the compensation of approximation errors should be repeatedly conducted for each sub-block. This is the major limitation of the presented method. Fortunately, parallel algorithms and graphics processing units (GPU) can be exploited to improve the efficiency to some degree. The real data often suffer from motion error. In this paper, we do not consider the compensation of motion error for real data processing. It is expected that the navigation data and autofocus techniques are exploited to further improve the focusing performance of real data, which is our future work.
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Figure 1. Imaging geometry of the multi-receiver SAS. 
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Figure 2. Signal model error for the first transmitter/receiver pair when the system works with narrow-bandwidth. (a) r = 40 m; (b) r = 110 m; (c) r = 180 m; (d) r = 250 m. 
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Figure 3. Signal model error for the last transmitter/receiver pair when the system works with narrow-bandwidth. (a) r = 40 m; (b) r = 110 m; (c) r = 180 m; (d) r = 250 m. 
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Figure 4. Signal model error for the first transmitter/receiver pair when the system works with wide-bandwidth. (a) r = 40 m; (b) r = 110 m; (c) r = 180 m; (d) r = 250 m. 
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Figure 5. Signal model error for the last transmitter/receiver pair when the system works with wide-bandwidth. (a) r = 40 m; (b) r = 110 m; (c) r = 180 m; (d) r = 250 m. 
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Figure 6. PTRS error for the first transmitter/receiver pair when the system works with a narrow-bandwidth. (a) r = 40 m; (b) r = 110 m; (c) r = 180 m; (d) r = 250 m. 
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Figure 7. PTRS error for the last transmitter/receiver pair when the system works with a narrow-bandwidth. (a) r = 40 m; (b) r = 110 m; (c) r = 180 m; (d) r = 250 m. 
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Figure 8. PTRS error for the first transmitter/receiver pair when the system works with a wide-bandwidth. (a) r = 40 m; (b) r = 110 m; (c) r = 180 m; (d) r = 250 m. 
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Figure 9. PTRS error for the last transmitter/receiver pair when the system works with a wide-bandwidth. (a) r = 40 m; (b) r = 110 m; (c) r = 180 m; (d) r = 250 m. 
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Figure 10. Residual quadratic coupling error when the system works with a narrow-bandwidth signal. (a) r = 40 m; (b) r = 110 m; (c) r = 180 m; (d) r = 250 m. 
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Figure 11. Residual quadratic coupling error when the system works with a wide-bandwidth. (a) r = 40 m; (b) r = 110 m; (c) r = 180 m; (d) r = 250 m. 
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Figure 12. Block diagram of improved R-D algorithm. 
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Figure 13. Distribution of simulation scene. 
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Figure 14. Imaging results with the case of a narrow-bandwidth signal. (a) Traditional method; (b) presented method; (c) BP algorithm. 
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Figure 15. Along-track slices with the case of a narrow-bandwidth signal. (a) T1; (b) T2; (c) T3. 
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Figure 16. Imaging results with the case of a wide-bandwidth signal. (a) Traditional method; (b) presented method; (c) BP algorithm. 
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Figure 17. Along-track slices with the case of a wide-bandwidth signal. (a) T1; (b) T2; (c) T3. 
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Figure 18. Real data processing results with the case of a narrow-bandwidth signal. (a) Traditional method; (b) presented method; (c) BP algorithm. 
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Figure 19. Cross-track slices of a target marked by a red circle in (a). (a) Global slices; (b) close look. 
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Figure 20. Real data processing results with the case of a wide-bandwidth signal. (a) Traditional method; (b) presented method; (c) BP algorithm. 
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Figure 21. Along-track slices of target marked by a red arrow in Figure 20a. 
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Table 1. SAS parameters with narrow bandwidth.
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	Parameter
	Value
	Unit





	Platform velocity
	2
	m/s



	Pulse repetition interval
	0.35
	s



	Signal bandwidth
	20
	kHz



	Carrier frequency
	150
	kHz



	Receiver array length
	1.4
	m



	Receiver width
	0.04
	m



	Transmitter width
	0.08
	m
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Table 2. SAS parameters with wide bandwidth.
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	Parameter
	Value
	Unit





	Platform velocity
	2
	m/s



	Pulse repetition interval
	0.35
	s



	Signal bandwidth
	60
	kHz



	Carrier frequency
	150
	kHz



	Receiver array length
	1.4
	m



	Receiver width
	0.04
	m



	Transmitter width
	0.08
	m
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Table 3. Computation load of basic operations.
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	Operations
	Data Size
	Computation Load





	Cross-track FT/IFT
	    N r    
	   O ( 1.5  N r    log  2   N r  )   



	Cross-track FT/IFT
	    N a  ×  N r    
	   O ( 1.5  N a  ⋅  N r    log  2   N r  )   



	Along-track FT/IFT
	    N a  ×  N r    
	   O ( 1.5  N a  ⋅  N r    log  2   N a  )   



	Multiplication
	    N a  ×  N r    
	   O (  N a  ⋅  N r  )   



	Sinc-based interpolation
	  ρ  
	   O ( 2 ρ − 1 )   
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Table 4. Basic operations used by three imaging algorithms.






Table 4. Basic operations used by three imaging algorithms.





	Operations
	Presented Method
	Traditional Method
	BP Algorithm





	Cross-track FT/IFT
	2M + 1 + N
	2M + 2
	2



	Along-track FT/IFT
	M + 1
	M + 1
	0



	Multiplication
	3M + N + 1
	3M + 1
	Na × Nr



	Interpolation
	M + 1
	M + 1
	    N a 2  ×  N r    
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Table 5. Comparison of imaging quality with a narrow-bandwidth case.






Table 5. Comparison of imaging quality with a narrow-bandwidth case.





	
Method

	
PLSR (dB)

	
ISLR (dB)

	
Target






	
Traditional method

	
−14.47

	
−8.04

	
T1




	
Presented method

	
−14.66

	
−8.17




	
BP algorithm

	
−14.81

	
−8.27




	
Traditional method

	
−14.47

	
−8.79

	
T2




	
Presented method

	
−14.52

	
−8.88




	
BP algorithm

	
−14.64

	
−8.90




	
Traditional method

	
−14.70

	
−9.76

	
T3




	
Presented method

	
−14.75

	
−9.81




	
BP algorithm

	
−14.87

	
−9.88
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Table 6. Comparison of imaging quality with the wide-bandwidth case.






Table 6. Comparison of imaging quality with the wide-bandwidth case.





	
Method

	
Resolution (m)

	
PLSR (dB)

	
ISLR (dB)

	
Target






	
Traditional method

	
0.05

	
−13.31

	
−5.26

	
T1




	
Presented method

	
0.04

	
−15.65

	
−8.96




	
BP algorithm

	
0.04

	
−15.85

	
−8.97




	
Traditional method

	
0.05

	
−13.82

	
−6.86

	
T2




	
Presented method

	
0.04

	
−15.61

	
−9.61




	
BP algorithm

	
0.04

	
−15.66

	
−9.65




	
Traditional method

	
0.04

	
−16.18

	
−10.62

	
T3




	
Presented method

	
0.04

	
−15.79

	
−10.83




	
BP algorithm

	
0.04

	
−15.83

	
−10.91
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Table 7. Real SAS parameters with a narrow-bandwidth signal.






Table 7. Real SAS parameters with a narrow-bandwidth signal.





	Parameter
	Value
	Unit





	Platform velocity
	2.5
	m/s



	Pulse repetition interval
	0.32
	s



	Signal bandwidth
	20
	kHz



	Carrier frequency
	150
	kHz



	Receiver array length
	1.2
	m



	Receiver element width
	0.04
	m



	Transmitter width
	0.08
	m
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Table 8. Real SAS parameters with a wide-bandwidth signal.






Table 8. Real SAS parameters with a wide-bandwidth signal.





	Parameter
	Value
	Unit





	Platform velocity
	2
	m/s



	Pulse repetition interval
	0.06
	s



	Signal bandwidth
	7
	kHz



	Carrier frequency
	12
	kHz



	Receiver array length
	0.24
	m



	Receiver element width
	0.08
	m



	Transmitter width
	0.08
	m
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