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Abstract: An inertial platform is the key component of a remote sensing system. During service,
the performance of the inertial platform appears in degradation and accuracy reduction. For better
maintenance, the inertial platform system is checked and maintained regularly. The performance
change of an inertial platform can be evaluated by detection data. Due to limitations of detection
conditions, inertial platform detection data belongs to small sample data. In this paper, in order
to predict the performance of an inertial platform, a prediction model for an inertial platform is
designed combining a sliding window, grey theory and neural network (SGMNN). The experiments
results show that the SGMNN model performs best in predicting the inertial platform drift rate
compared with other prediction models.

Keywords: inertial platform; drift rate; grey model; neural network; prediction

1. Introduction

An inertial platform is the core component of a remote sensing system, which has
been widely used in military and civil equipment such as aircraft, spacecraft and satel-
lite [1-3]. Before service, an inertial platform is stored for a long time. Usually, affected
by the environment and maintenance management factors, the performance of an inertial
platform decreases with the extension of storage time [4,5]. The accurate prediction of the
performance of an inertial platform system can provide an important theoretical basis for
the preparation of backup parts, the maintenance of state and the formulation of various
maintenance strategies [6,7]. Figure 1 shows the inertial platform.

Figure 1. Inertial Platform.

In research of remaining useful life (RUL) prediction and performance prediction
of an inertial platform, it is difficult to establish an accurate physical model due to the
complexity of an inertial platform. At present, RUL prediction is mainly based on the
monitoring degradation data of the inertial platform, including a random process model, a
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regression model and an artificial intelligence model. Baokun Yang [8] proposed the pre-
diction method of storage reliability of an inertial platform based on small sample data and
introduced the prediction method of least squares support vector machine to predict the
storage reliability of an inertial platform. Xunyuan Yin [9] established the error evaluation
model of an inertial navigation system, achieved performance prediction by support vector
machines (SVM) and improved prediction accuracy by adding particle swarm optimization
(PSO). Yue Zhang [10] analyzed the error model of an inertial navigation system and
proposed the performance evaluation and accuracy prediction method based on PSO-SVM.
Hongtao Dang [11] constructed a navigation error model and least squares support vector
regression (LS-SVR) for integrated modeling of a platform inertial navigation system, con-
structed an integrated performance prediction model and realized integrated performance
prediction of inertial system. Mariusz Specht [12] combined a wavelet transform with
SVM to predict the error of an inertial navigation system, where the wavelet transform has
multiresolution characteristics, and SVM has characteristics of nonlinear fit. Wei Sun [13]
proposed a random error prediction method of MEMS gyroscope based on grey theory
and a radial basis function (RBF) neural network. Xiaowen Cai [14] applied the empirical
mode decomposition (EMD) model to decompose the system part and random part of fiber
optic gyroscope (FOG) drift data. The grey model with the ARMA model, ARGM (1,1)
model is proposed to predict the partial error of a fiber optic gyroscope (FOG) drift rate
system. Chenglong Dai [15] proposed an automatic selection CoG-ARGM prediction model
based on cooperative game theory for long-term prediction of the life of hemispherical
long time. Xudong Gao [16] proposed an offline estimation and online update model
based on a maximum likelihood algorithm and Bayesian theory to realize online adaptive
prediction of gyro residual life in an inertial navigation system. Daidai Chen [17] proposed
an initial alignment performance evaluation model of an inertial navigation system based
on a Bayesian smoothing algorithm to evaluate and predict the performance of an inertial
navigation system. Pavlenko Ivan [18] applied an artificial neural network (ANN) and
multiparametric quasi-linear regression to assess the technological parameters” influence
on the power characteristics for the cutting process, which could optimize the structure
of machining cycles. Baressi Segota, Sandi [19] proposed the evolutionary computation
algorithms based on artificial intelligence theory to optimize the paths of the robotic manip-
ulator and lower the joint torques, which could lower the energy and increase the longevity
of a robotic manipulator.

It can be observed that in the research of inertial platform performance prediction,
researchers regard the performance prediction of inertial platform system as a small sample
problem. The support vector machine method can solve the nonlinear regression problem
of small samples. However, overfitting occurs for sequences with unobvious nonlinearity,
and the method of support vector regression has a large amount of calculation. The grey
model can solve the small sample prediction problem, but it is difficult to describe nonlinear
information. The Bayesian method requires more prior knowledge. At the same time,
equipment performance degradation is a gradual process, and different historical time
performance has different influence on the current performance. The above methods
directly use the whole sequence without considering the situation that the far performance
index has little influence on the current situation.

Drift rate is the main factor affecting the accuracy of an inertial platform, which
can directly reflect the system performance. Periodic examination is generally applied to
acquaint the performance of an inertial platform during storage [20]. Only a set of drift rate
could be obtained at each examination, so the drift rate belongs to small sample data. In
this paper, in order to solve the problem that it is difficult to establish an accurate prediction
model for small samples, the grey cumulative generation operation (AGO) of grey theory
was applied as a preprocessing method to reduce the randomness of original data [21,22].
The neural network has strong nonlinear fitting ability and can map any complex nonlinear
relationship. It has the advantages of strong fault tolerance, fast prediction speed and
multistep prediction [23,24]. At the same time, the change of drift rate is cumulative, and
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the drift rate has different influence on the future drift rate at different historical times. The
sliding window is added to improve the prediction accuracy [25,26].

The main contribution of this paper is that in view of the problem that it is difficult
to establish an accurate prediction model for small sample data of inertial platform drift
rate, the sliding window, grey model and neural network are combined to establish a
comprehensive prediction model (SGMNN). The initial prediction sequence is obtained by
modeling small sample data of the inertial platform drift rate with different improved grey
models. The accuracy of grey model prediction is improved by adding sliding windows.
The grey prediction sequence is input into the neural network to improve the prediction
effect. The proposed prediction model can solve the problem of analyzing small sample
data of the inertial platform drift rate, which fits nonlinear drift rate series. At the same
time, considering the correlation degree of future time drift rate to different historical time
drift rate, the sliding window technology is added to further improve the generalization
ability and model prediction accuracy. Compared with similar small sample prediction
models, it has the advantages of high prediction accuracy, strong generalization ability and
low computational resource consumption.

2. Materials and Methods
2.1. Description of Research Object

Inertial platform is the core component of a remote sensing system, which is composed
of platform, gyroscope, frame, torque motor and other parts. The inertial coordinate system
benchmark is provided by the platform stability system [3,27]. The structure diagram of
the platform inertial navigation system is shown in Figure 2.
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Figure 2. Principle diagram of a platform inertial navigation system.

The inertial platform is shown in Figure 3a, and its frame structure is shown in
Figure 3b, which is composed of an angle transducer, a roll axis, a central frame, an inner
loop frame, a torque motor, a carrier base and an external frame shaft. The inertial platform
can continuously turn around the external frame shaft, the inner loop frame and the central
frame. These rotations will be detected by the gyroscope and converted into electrical
signals. Through signal processing, the torque in the opposite direction of the interference
torque will be generated by the torque electricity, so as to stabilize the inertial platform in
the inertial space [3,28].
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Figure 3. Inertial platform and frame structure. (a) The inertial platform. (b) The frame structure of inertial platform.

The inertial platform is on long-term storage before service. Usually, affected by
environmental factors and maintenance management factors, the performance of inertial
platform decreases with the extension of service time, which results in abnormal function,
low precision, and increased failure rate.

The performance failure of an inertial platform system mainly refers to the lack of
measurement accuracy, and the error is the main factor affecting the accuracy. Errors of an
inertial platform during storage are calculated by periodic detection, and the performance
of an inertial platform is reflected by error. Error sources of an inertial platform system
include zero bias of the accelerometer, gyro drift rate, scale factor error, installation error,
initial posture of the platform, error of the initial position, error of the benchmark mea-
surement equipment itself and so on [29]. Among these errors, uncompensated platform
drift error is the main factor determining accuracy error. Gyro drift is a slow change
in the initial zero or reference and accumulates along with time. Gyro drift affects the
accuracy of the inertial platform system seriously, which causes abnormal function and
system failure. According to the different properties of drift, it can be divided into constant
drift and random drift [14]. Constant drift is characterized by the mean value of multiple
measurements under the same conditions. Random drift is related to environmental factors
such as temperature and vibration, which reflects the uncertainty of drift error.

Therefore, the drift rate of an inertial platform can be directly used as a characteristic
parameter to measure the health status of the system. In the regular examination of an inertial
platform, the drift error is calculated with each inspection. Because the inertial platform
is very expensive and has limited life, its periodic examination is limited by many factors,
which causes the sample size of drift rate data is very small. The analysis and prediction of
drift rate can directly reflect the performance change trend of an inertial platform. When the
drift rate is higher than a certain value, the accuracy of the inertial platform will not meet the
use requirements, so the inertial platform needs to be repaired or retired.

2.2. The Prediction Model Based on Slide Window and Grey Neural Network

Due to the drift rate data is very small, in order to obtain more information, it is neces-
sary to combine multiple models. In this paper, the grey model is applied to obtain trend
information from small sample data [19,22]. The neural network model is applied to obtain
nonlinear information. Considering the different influence of future drift rate and historical
drift rate, sliding windows are added to improve the prediction accuracy furtherly.

The grey neural network includes four fusion types: series type, parallel type, em-
bedded type and hybrid type [30]. In this paper, the series type of a grey neural network
is applied. Due to the limitations of the ordinary grey model (GM), relevant researchers
proposed the correction methods of parameters in the grey model. Two typical improved
grey models are unbiased grey model (PGM) [31,32] and weighted unbiased grey model
(WPGM) [33,34]. In this paper, the grey model (GM), unbiased grey model (PGM) and
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weighted unbiased grey model (WPGM) are connected with a feedforward neural network,
and sliding windows are added, which form the combined prediction model of a sliding
window grey neural network (SGMNN). The topology of SGMNN is shown as Figure 4.
The outputs of three grey models are taken as the inputs of the neural network, and a three-
layer neural network structure with two hidden layers is built to put out the prediction
results of drift rate.
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Figure 4. The topology of SGMNN.

The prediction steps of the sliding window grey neural network are as follows:
Step1l. Data inspection and processing

Calculate the series ratio of a sequence to determine whether the grey model can
be applied for prediction. If the sequence doesn’t fit the model use conditions, the drift
rate sequence should be adjusted. The drift rate sequence of the inertial platform is
7(0) (i),i =1,2,- -+ ,n, where n is the sequence number. Calculate the series ratio as follows:

rO(k—1)

T(O)(k) /k:2/3/"'/n (1)

Alk) =

When A(k) should fall within the allowable range X = (efﬁ, e ), which verifies that
the original sequence x(%) can be applied to the grey prediction model GM(1,1). Otherwise,
it needs to do some necessary transformation processing to make the level ratio within
the allowable range. The transformation method is to take appropriate constant ¢ for
translation, as shown in Formula (2).

yO k) =xO k) +¢, k=1,2,---,n )

The series ratio of sequence x(%) (k) is
€X, k=23 ,n 3)

Step2. Build the sliding windows

The fixed length sliding window is applied [35]. The grey prediction model is con-
structed based on data in sliding window.

réo) = {r(o)(m —k), O m—k+1),--,rOm— 1)} 4)
where m represents the moment in the drift rate series and k represents the length of the
sliding window.

Step 3. Build the grey model

In this paper, GM(1,1), PGM(1,1) [36] and WPGM(1,1) [37,38] models are built for
prediction.
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(1) GM(1,1) model

Construct the drift rate nearest neighbor mean first cumulative sequence (1-AGO) as follows,

k
rM(k) = AGO(r Y (k) = Y rO (i) ()
i=0
The formula of GM(1,1) is as follows,
#D (k) = <r<0>(1) - Z)ea(kl) + Z (6)

where a is the development coefficient, b is the grey actionand k=2, 3, ... , n is the number
of newly constructed sequence elements.
Parameters 2 and b can be estimated by least squares.

1

[a b]=(B"B) By @)
where
—0.5(rMW(1) +rM(2)) 1 r0)(2)
B —0.5(rM(2) + 1 (3)) Uy r0)(3) ®)
—05(rM(n—1)+rM(n) 1 O (n)

The prediction sequence is obtained by cumulative reduction as follows.
©)

(2) PGM(1,1) model

The PGM(1,1) model obtains the model parameters of 0 and A according to formulas
6 =1In %fz and A = %, where 2 and b are parameters in GM(1,1). The prediction sequence
is obtained as follows.

#O0) (k) = Aft-1) (10)
k=2,3,...,nis the number of newly constructed sequence elements.
3) WPGM(1,1) model
Give a certain weight p for (1) (k) and (") (k + 1) in the GM(1,1) model, and it can
obtain B as follows.

p)rH (1) + pri) (2)) 1

)
(1) 1)
. PO ) a

(=D (1) D)) 1

In the formula, p is the weight value. The search area of weight value p can be set as
[0.01, 0.99], and the increment unit is 0.02. The search method is to perform the modeling step
in turn. In each cycle, the predicted average relative error value needs to be calculated, and
the best value is obtained by comparison among errors with different weight value p [39].

Step4. Build the neural network model

The prediction results of SGM(1,1), SPGM(1,1) and SWPGM(1,1) with sliding windows
are input into the feedforward neural network and trained to obtain the grey neural network
prediction model SGMNN. The structure of neural network is shown in Figure 5.
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Figure 5. Neural network model.

The weights and thresholds of neurons in feedforward neural networks are updated
by a back propagation (BP) algorithm. The gradient descent method is used to minimize the
loss function. According to the learning rate, the parameters in the network are iteratively
updated to meet the set training step size or error accuracy requirements.

Step5. Model adjustment

Mean absolute percentage error (MAPE) and root mean square error (RMSE) are
calculated by comparing the predicted results with the real values. According to the error,
the model parameters including sliding window length and neural network parameters
are adjusted to obtain the best prediction model.

Step 6. Prediction

The sliding window grey neural network model is trained from the historical test drift
rate data, and the drift rate value in the specified time of the system is predicted to realize
the prediction.

The algorithm flow is shown in Figure 6.

| Input drift rate original data |

l¢
«

Data verification and
preprocessing

Are all series ratios within the
allowable range ?

N—>p| Take appropriate
constants for translation

~
{ Construct shiding window Build |
| data sequence Model 1
I I 1
1 |
|y v v »
([ Build Build Build | =
GM(1,1) PGM(LD) | |WPGM(L, )| ]2
| model model model i &
| ¢ . 2
| =
| Construct feedforward i %
| neural network 4
J

Compute Root Mean
Square Error (RMSE)
. Compute Mean
Model training Absolute Error

Percentage (MAPE)

Figure 6. Flow chart of the sliding window grey neural network algorithm.
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3. Results and Discussion
3.1. Problem Description

The storage life of inertial platform is several years and the drift rate of inertial
platform is obtained as the analysis object. In the storage process, the inertial platform
examination work is carried out once a month. Obtaining drift rate data during storage
from 2018 to 2020 as datasets, as shown in Table 1 and Figure 7. In practical engineering,
due to the different accuracy of different types of inertial platforms, the standard of drift
rate is also different. When the drift rate of a certain type of inertial platform in this
experiment is higher than 0.036346, it is considered that the error is too large to be repaired
or retired. It can be seen from Figure 7 that the drift rate shows an upward trend and has a
weak nonlinearity, which indicates that the performance of an inertial platform degrades
over time. The red baseline is the error baseline of the inertial platform, which indicates
that the inertial platform needs to be repaired or decommissioned.

Table 1. Calibration data of inertial platform drift rate from January 2018 to September 2020.

k Year/Month  Drift Rate (x10—4 °/h) k Year/Month  Drift Rate (x10—4 °/h)

1 2018/1 118.8557 16 2019/4 243.8600
2 2018/2 120.7557 17 2019/5 262.3600
3 2018/3 108.8557 18 2019/6 282.3600
4 2018/4 137.6660 19 2019/7 342.3600
5 2018/5 128.6550 20 2019/8 302.1600
6 2018/6 138.6660 21 2019/9 363.4600
7 2018/7 148.6660 22 2019/10 358.7600
8 2018/8 139.6660 23 2019/11 375.5600
9 2018/9 149.6660 24 2019/12 396.4600
10 2018/10 158.0960 25 2020/1 406.8000
11 2018/11 179.5640 26 2020/2 415.7600
12 2018/12 180.0600 27 2020/3 436.4700
13 2019/1 193.2600 28 2020/4 436.4700
14 2019/2 213.2600 29 2020/5 563.4700
15 2019/3 223.2600 30 2020/6 583.8300

Original data of inertial platform drift rate

*— Original data
0.06 1 Upper limit
///
0.051 /
J
) /
= 0.04 /
B
c:: v
=
a
0.03
0.02 4
e
»
PV o
0.01 {
0 5 10 15 20 2 30

Sequence number

Figure 7. Original drift rate data of inertial platform.
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In order to verify the prediction effect of the proposed model, 30 sets of drift rate
calibration data from 2018 to 2020 are applied as datasets to divide training sets and test
sets. Different prediction models are built to predict and verify the accuracy of models.
The GM(1,1) model, the PGM(1,1) model and the WPGM(1,1) model are constructed. The
top 10/15/20/25 of 30 groups of drift rate historical data is selected as the training set, and
the remaining data is selected as the test set for modeling and prediction. On the basis of
the GM(1,1) model, the PGM(1,1) model and the WPGM(1,1) model, sliding windows are
added with lengths of 5/10/15/20. Then, with inputs of GM(1,1) model, PGM(1,1) model
and WPGM(1,1) model, the neural network model is constructed for predicting. Finally,
the prediction accuracy of other regression models are compared to verify the accuracy of
proposed model.

3.2. Data Test and Preprocess

The original data of drift rate coefficient is shown in Figure 7. The conditional formula
is established according to the GM(1,1) model, and the order ratio is calculated as shown
in Table 2.

Table 2. Level ratio of drift rate data.

k A (x10~%) k A (x10~%) k A (x1079)
1 10,159.8577 11 10,027.6225 21 9870.6873
2 9014.5393 12 10,733.0890 22 10,468.2796
3 12,646.6506 13 11,034.8753 23 10,556.5023
4 9345.4448 14 10,468.9112 24 10,260.8082
5 10,778.1276 15 10,922.6910 25 10,220.2557
6 10,721.1573 16 10,758.6320 26 10,498.1239
7 9394.6161 17 10,762.3113 27 10,000.0000
8 10,715.9939 18 12,124.9469 28 12,909.7074
9 10,563.2542 19 8825.7974 29 10,361.3325
10 11,357.9091 20 12,028.7265

Compared with the coverable range X = (0.93752, 1.06449), some values are not in
the range. It means that the original data sequence is not suitable for the grey prediction
model, and the horizontal shift transformation is need. When the translation value ¢ = 0.1,
the level ratio of the new data sequence obtained by the translation transformation is all
within the coverage, which can be applied to the grey prediction model.

3.3. Results

In this paper, GM(1,1), PGM(1,1) and WPGM(1,1) are selected, and the model parameters
are obtained with comparative analysis of experiments. p is unbiased value, a is development
coefficient and u is grey action. Settings of model parameters are shown in Table 3.

Table 3. Model parameter settings.

Parameter
Model
p A (x1072) U (x10~%)
GM(1,1) 0.5 —1.39 12.25
PGM(1,1) 0.5 —0.04 401.33
WPGM(1,1) 0.4 —0.05 401.32

The neural network has three layers where the first hidden layer has 10 neurons, the
second hidden layer has 16 neurons and the third hidden layer had 10 neurons, and the
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input layer has three inputs. The input layer of the neural network is the prediction results
of GM(1,1), PGM(1,1) and WPGM(1,1). The first layer of the activation function is Sigmoid
function, the second layer is Relu function and the third layer is Sigmoid function. The
gradient descent method is used to train the network. The learning rate is 0.05, and the
training time is 10,000.

3.3.1. Prediction Results of GM(1,1) and Improved-GM(1,1)

The training set is selected with 10/15/20/25 from inertial platform drift rate. The
GM(1,1) model, PGM(1,1) model, and WPGM(1,1) model are built to predict the residual
drift rate value. The prediction result is shown as Figure 8 and Table 4.

GM(1,1) Prediction of Drift Rate

—e— Original data
0.06 1 —=— Modeling data is 10
—+— Modeling data is 15
0os4 Model%ng data |> 20 s
=— Modeling data is 25 B
2 0041
o~
&
a 0034
0.02 1
0.01 1 AN = |
= -
0 5 10 15 20 25 30
Sequence Number
(a)
PGM(1,1) Prediction of Drift Rate WPGM(1,1) Prediction of Drift Rate
—e— Original data —e— Original data
0.06 4~ —=— Modeling data is 10 0.06 1~ —=— Modeling data is 10
—+— Modeling data is 15 —+— Modeling data is 15
fodeling is2 —+— Modeling data is 20
.l o Mod;lfng data is 20 0,05 i 2 s
#— Modeling data is 25 )i =— Modeling data is 25 i
L v
= 0044 = 0.04 4
ool &
& =
2 003 2 0.03
0.02 A 0.02 1
0.01 1 0.01 4 N
0 5 10 Is 0 % 0 0 5 10 15 2 2 30
Sequence Number Sequence Number
(b) (c)

Figure 8. Apply GM(1,1) and improved GM(1,1) models for prediction. (a) GM(1,1) model prediction results; (b) PGM(1,1)

model prediction results; (¢) WPGM(1,1) model prediction results.
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Table 4. Prediction errors of GM(1,1) and improved GM(1,1) models.

GM(1,1) Model PGM(1,1) Model WPGM(1,1) Model

MAE MAPE RMSE MAE MAPE RMSE MAE MAPE RMSE
(x107%) (%) (x107%) (x107%) (%) (x1074) (x107%) (%) (x10—%)

10 86.46 23.32 125.50 85.01 22.88 123.74 86.48 23.33 125.52
15 56.32 15.12 85.86 58.32 15.63 88.50 56.39 15.14 85.95
20 23.28 9.47 33.70 32.95 10.32 50.62 30.98 9.96 47.62
25 24.25 10.88 30.01 24.41 9.51 36.06 23.36 9.48 33.88

Model
Data

According to the prediction errors of GM(1,1) and improved GM(1,1), when more data
are selected for modeling, the prediction accuracy will be improved. When selecting the
same modeling data, GM(1,1) and improved GM(1,1) have little difference in prediction
accuracy and show different advantages in different indicators.

3.3.2. Prediction Results of GM(1,1) and Improved GM(1,1) Models with Sliding Windows

In order to verify the prediction effect after adding sliding windows, the modeling
data is 20, and the residual drift rate is predicted with different sliding windows. Prediction
results of SGM(1,1) model with different sliding windows are shown in Figure 9. Prediction
errors of GM(1,1) model with different sliding windows are shown in Table 5.

Apply SGM to Predict 10 Inertial Platform

Apply SGM to Predict 5 Inertial Platform ift Ra . idine Wi }
Drift Rate under Different Sliding Windows DU stenndes DT vt HUms Windows

el & —e— Original data A
i »— Modeling data is 10 {
0.06 4 —=— Modeling data is 10 0.06 Modeling data is 15 {
M . —— Modeling data is 15
P Modg]!ng datais 15 +— Modeling data is 20
+— Modeling data is 20 ) i - E
0,05 4 e Modeling data is 25 0,05 | = Modeling data is 25 g
© ]
3 004+ & 0,04
& €
& a
0.03 1 0.03 1
0.02 0.02 4
0.01 A 0.01 A
0 5 10 15 20 25 30 0 5 10 15 20 25 30

Sequence Number Sequence Number

(a) (b)

Figure 9. Prediction results of SGM(1,1) model with different sliding windows. (a) Apply SGM(1,1) model to predict 5 drift
rate with different sliding windows. (b) Apply SGM(1,1) model to predict 10 drift rate with different sliding windows.

Table 5. Prediction errors of GM(1,1) model with different sliding windows.

Length of Predict 5 Values Predict 10 Values

Vflliﬁzgv (xNilgi) MAPE (%) <Iillfﬁf> (>1<V;IOX’E4) MAPE (%) <Iflf55>
5 15.61 4.09 16.65 32.57 6.52 51.39
10 34.38 8.84 39.16 65.31 14.73 75.63
15 31.46 8.10 35.18 61.68 13.94 72.37
20 17.11 443 20.83 35.92 8.30 46.95

According to the errors of prediction results, compared with the GM(1,1) prediction
results without a sliding window, the sliding window can significantly improve the pre-
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diction accuracy of the GM(1,1) model. When the length of sliding window is five, the
prediction accuracy is the highest, which indicates that the time series of the past time have
different effects on the time series of the future time. The accuracy of predicting 5 values is
higher than predicting 10 values.

Prediction results of PGM(1,1) model with different sliding windows are shown in
Figure 10. Prediction errors of PGM(1,1) model with different sliding windows are shown
in Table 6.

Apply SPGM to Predict 10 Inertial Platform
Drift Rate under Different Sliding Windows

=

(=]

=
L

—e— Original data —e— Original data A
»— Modeling data is 10 »— Modeling data is 10 { .
—— Modeling data is 15 0.06 1" —— Modeling data is 15 /
+— Modeling data is 20 +— Modeling data is 20
! , o
=— Modeling data is 25 0.05 4 #— Modeling data is 25 o
Y «
& 0.04
&
a
0.03 A
0.02 A
0.01 4
0 5 10 15 20 25 30 0 5 10 15 20 25 30
Sequence Number Sequence Number
(a) (b)

Figure 10. Prediction results of PGM(1,1) model with different sliding windows. (a) Apply SPGM to prediction 5 drift rate
values with different sliding windows. (b) Apply SPGM to prediction 10 drift rate values with different sliding windows.

Table 6. Prediction errors of PGM(1,1) model with different sliding windows.

Length of Predict 5 Values Predict 10 Values

Window a0y MATECD TN (o MAPECO (0%
5 15.61 4.09 16.65 32.57 6.52 51.39
10 34.38 8.84 39.16 65.31 14.73 75.63
15 31.46 8.10 35.18 61.68 13.94 72.37
20 17.11 443 20.83 35.92 8.30 46.95

According to the errors of prediction results, compared with the PGM(1,1) prediction
results without sliding windows, adding a sliding window can significantly improve the
prediction accuracy of the PGM(1,1) model. When the length of sliding window is five, the
prediction accuracy is the highest, which indicates that the time series of the past time have
different effects on the time series of the future time. The accuracy of predicting 5 values is
higher than predicting 10 values.

Prediction results of WPGM(1,1) model with different sliding windows are shown
in Figure 11. Prediction errors of WPGM(1,1) model with different sliding windows are
shown in Table 7.
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Figure 11. Prediction results of WPGM(1,1) model with different sliding windows. (a) Apply WPGM to predict five drift
rate values with different sliding windows. (b) Apply WPGM to predict 10 drift rate values with different sliding windows.

Table 7. Prediction errors of WPGM(1,1) model with different sliding windows.

Length of Predict 5 Values Predict 10 Values

Viliféga (XN;I()E) MAPE (%) <I§?fﬁf> (xNilgi) MAPE (%) <Iflf55>
5 12.32 3.24 13.59 28.48 5.63 46.56
10 34.97 9.00 39.70 67.07 15.11 77.90
15 29.17 7.51 32.78 57.69 13.05 68.31
20 14.66 3.85 18.83 28.78 6.78 40.07

According to the errors of prediction results, compared with WPGM(1,1) prediction
results without a sliding window, adding a sliding window can obviously improve the
prediction accuracy of the WPGM(1,1) model. When the length of sliding window is five,
the prediction accuracy was the highest, which indicates that the time series of the past
time have different effects on the time series of the future time. The accuracy of predicting
5 values is higher than predicting 10 values.

In general, after adding sliding window, the prediction accuracy of grey models is
improved. When the length of sliding window is five, the prediction accuracy is highest.
The prediction accuracy of PGM(1,1) is almost the same as that of GM(1,1). The prediction
accuracy of WPGM(1,1) is better than that of GM(1,1) and PGM(1,1).

3.3.3. Prediction Results of the SGMNN Model

According to the prediction results of the improved grey model, different GM(1,1),
PGM(1,1) and WPGM(1,1) models are selected as the inputs of the neural network. The
sliding window grey neural network (SGMNN) is constructed to improve the prediction
accuracy. When predicting five values, 20 drift rate values are selected as training sets,
and different sliding windows are added to the GM(1,1) model, the PGM(1,1) model and
the WPGM(1,1) model to analyze the prediction effects. The prediction results are shown
in Figure 12. The prediction errors of five values predicted by SGMNN under different
sliding windows are shown in Table 8.
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Figure 12. Prediction results of SGMNN model with different sliding windows. (a) The sliding windows are set to 20/20/20;
(b) The sliding windows are set to 5/20/20; (c) The sliding windows are set to 5/5/20; (d) The sliding windows are set to
5/5/5.

Table 8. Errors of five values predicted by SGMNN model with different sliding windows.

The Length of Sliding Windows Production Error
GM(,1) PGM(1,1) WPGM(1,1) ()1?13_134) MAPE (%) (I:%S_E)
20 20 20 4.57 1.23 5.57
5 20 20 3.67 1.01 5.16
5 5 20 3.25 0.89 4.98
5 5 5 425 1.18 5.44

The error analysis of prediction results shows that the prediction accuracy of SGMNN
model is obviously better than that of the grey model and the improved model. SGMNN
model has the highest prediction accuracy when predicting five inertial platform drift rates.

3.3.4. Prediction of Inertial Platform Drift Rate with Other Models

In order to verify the prediction effects of SGMNN furtherly, traditional regression
prediction models are applied to analyze and predict drift rate. The prediction results are
comprehensively compared as shown in Table 9.
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Table 9. Errors of prediction results with different models.

Production Model MAE (x10~4) MAPE (%) RMSE (x10—4)
Linear regression 83.43 18.16 96.67
Polynomials of order 2 43.32 10.13 53.09
Decision tree regression 131.54 28.52 151.26
SVR regression 208.10 46.63 221.09
Ridge regression 83.67 18.22 96.90
GM (1,1) 24.25 10.88 30.01
PGM (1,1) 24.41 9.51 36.06
WPGM (1,1) 23.36 9.48 33.88
SGM (1,1) 15.61 4.09 16.65
SPGM (1,1) 15.61 4.09 16.65
SWPGM (1,1) 12.32 3.24 13.59

SGMNN 3.25 0.89 4.98

Neural Network 16.22 4.17 19.28

In the comparative experiments, linear regression model, SVM regression model,
decision tree regression model and neural network model are applied to predict the drift
rate of the inertial platform. These models apply 20 drift rate data for training and predicted
five data.

According to the errors of prediction results shown in Table 9, the prediction accuracy
of the SGMNN model is better than that of the small sample prediction models and the
improved GM(1,1) models.

3.4. Discussion

According to the results of error analysis, the prediction accuracy of the GM(1,1)
model and the improved GM(1,1) model is better than that of regression models. Adding
different sliding windows can improve the prediction accuracy of the grey models. In the
prediction of inertial platform drift rate, compared with traditional prediction models and
improved GM(1,1) models, the SGMNN model has the highest prediction accuracy.

4. Conclusions

The purpose of this paper is to enhance the accuracy and robustness of prediction by
combining grey model and neural network based on small sample data. This is the first
known application of combing improved GM(1,1) models, sliding windows and neural
network. Results of the experiments indicate that the SGMNN model can improve the
small sample prediction accuracy compared with that of traditional prediction methods.
Compared with the prediction accuracy of linear regression models, the prediction ac-
curacy of SGMNN model reduces MAE by 80.18 x 10~*, MAPE by 17.27% and RMSE
by 91.69 x 10~*. Compared with the prediction accuracy of a neural network prediction
model, the prediction accuracy of SGMNN model reduces MAE by 12.97 x 10~4, MAPE
by 3.28% and RMSE by 14.3 x 10~%.

The SGMNN model proposed in this paper can improve the accuracy of drift rate
prediction of inertial platform, which can effectively solve the problem of reliability and
performance prediction of inertial platform. Furthermore, the SGMNN model can be
applied to solve other similar small sample prediction problems.
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