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Abstract: This paper addresses the problem of ground moving target relocation (GMTR) for air-

borne dual-channel wide-area radar systems. The monopulse technique can be utilized to perform 

GMTR. However, in real conditions, the GMTR performance degrades greatly due to the effect of 

channel mismatch. To tackle this problem, prior knowledge of the antenna pattern information is 

fully utilized to improve the GMTR performance, and a knowledge-aided GMTR algorithm (KA-

GMTR) for airborne dual-channel wide-area radar is proposed in this paper. First, the GMTR model 

for the two receiving channels is analyzed. The channel mismatch model is constructed, and its 

expression is derived. Then, the channel mismatch phase error is well estimated by exploiting the 

prior antenna pattern information based on the least squares (LS) method. Meanwhile, the 

knowledge-aided monopulse curve (KA-MPC) is derived to perform the direction of arrival (DOA) 

estimation for potential targets. Finally, KA-GMTR, based on the KA-MPC, is performed to estimate 

the azimuth offsets and relocate the geometry positions of the potential targets when channel mis-

match occurs. Moreover, the target relocation performance is analyzed, and the intrinsic reason that 

degrades the target relocation accuracy is figured out. The performance assessment based on air-

borne real-data, also in comparison to the conventional GMTR method, has demonstrated that our 

proposed KA-GMTR algorithm offers preferable target relocation results under channel mismatch 

scenarios. 

Keywords: ground moving target relocation (GMTR); wide-area radar; monopulse;  

channel mismatch; phase compensation 

 

1. Introduction 

Airborne wide-area radar [1–6] has the advantages of large coverage areas and a high 

revisit ratio, which has been successfully used in military surveillance [1–3] and traffic 

control [4–6] in recent years. High resolution imaging and efficient ground moving target 

indication (GMTI) play an important role in these military and civil applications. For 

GMTI, two essential problems should be considered. One of the problems is to detect the 

potential targets in strong clutter environments, and the other is to perform the ground 

moving target relocation (GMTR). 

Clutter suppression is an essential preprocessing step for target relocation, and con-

siderable research work on clutter suppression has been made. Displaced phase center 

antenna (DPCA) [7] has a long history in the area of clutter cancelation. To overcome the 

strict constraint among the transmitted pulse repetition frequency (PRF), the airborne 
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platform velocity, and the spacing of phase centers, space time adaptive processing 

(STAP) has been developed [8]. However, the optimum STAP processor suffers from 

plenty of limitations in engineering application, such as the requirement of a large number 

of training samples, the computational complexity burden in the covariance matrix inver-

sion operation, and the severe heterogeneous environments. Then, to solve the aforemen-

tioned problems, a lot of reduced dimension or reduced rank STAP algorithms such as 

the joint domain localized (JDL) [9–11], the EFA [12], the - STAP [13], the generalized 

sidelobe canceller (GSC) [14], and other suboptimum methods [15–17] have been pro-

posed. In order to solve the problem of insufficient training sample data, the property of 

covariance matrix is fully exploited to improve the STAP performance in real conditions 

[18–22]. Moreover, prior knowledge can be incorporated into radar to perform the space-

time adaptive beam former, and the KA-STAP has been developed [23–25]. In this paper, 

we focus on the second problem of GMTI to improve the target’s relocation performance. 

After clutter suppression, the problem of target relocation is essential. Therefore, the 

accuracy of GMTR is one of the research hotspots in the study of airborne radar. A moving 

target usually has an azimuth position shift in the imaging map (SAR image or DBS im-

age) due to the radial velocity (i.e., cross-track motion) [26], and the cross-track motion 

always introduces the range cell migration (RCM). Keystone transform (KT) [27,28] and 

second-order keystone transform (SOKT) [29,30] based methods can be exploited to per-

form the range cell migration correction (RCMC). After RCMC, the radial velocity can be 

estimated with radon transform, which is useful to relocate the potential targets [31]. For 

the multichannel synthetic-aperture radar (SAR) system, along-track interferometry (ATI) 

can be used [32–37] to relocate the potential targets. Along-track motion of a moving target 

will have an additional phase term, and the additional phase term can be approximated 

by time-frequency analysis methods [38], such as Wigner–Ville distribution [39] or FrFT 

[40]. In addition, the Doppler parameters estimation methods, such as the azimuth com-

pression function [41,42] or the quadratic-term ATI phase estimation method [43,44], are 

also useful tools to estimate the along-track velocity and relocate the potential targets. 

Multiple-output (MIMO) radar techniques are discussed to achieve simultaneous adap-

tive clutter cancellation and target relocation [45,46]. In the aforementioned GMTR meth-

ods, the scene of target relocation is mainly considered in the spaceborne/airborne single-

channel or multi-channel SAR radar system. The single-channel system performs not well 

in real conditions [28,29,38–40], and more antennas always mean higher hardware cost in 

multi-channel systems [36,43–46]. Moreover, most of the airborne radar systems are dual-

channel due to weight and volume constraints. Since few works are focused on GMTR for 

the airborne dual-channel wide-area radar system, it is quite essential to study the dual-

channel system further. Besides, many scholars have investigated the problem of GMTR 

under ideal conditions [37–39]. In practical applications, especially for the airborne dual-

channel wide-area radar, channel mismatch is inevitable due to the impact of electron de-

vices, which degrades the performance of target relocation. In addition, the adjacent re-

ceiving channels may differ in amplitude and phase even for the same radar system. These 

errors will further decrease the targets relocation accuracy and degenerate the direction 

of arrival (DOA) estimation result. In worse cases, channel mismatch may blur the tracks 

of the potential targets and increase the false alarms. 

The target relocation problem in airborne wide-area radar is first analyzed in [6], and 

the flowchart to process the GMTI data for each antenna look direction and each scan is 

introduced in detail. In this airborne wide-area radar, iterative 2D-calibration [47], which 

brings in a large computational cost in the real radar system, is used for preprocessing the 

channel imbalances. A channel balancing algorithm based on subsections selection is pro-

posed in [48], and the accuracy of channel interference phase largely depends on the se-

lected subsections. This method may suffer from performance degradation when the se-

lected subsections are not appropriate. To solve this problem, a knowledge-based indirect 

target relocation method that performs indirect target relocation based on the neighboring 
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clutter information and not the channel mismatch correction is proposed in [49]. This in-

direct target relocation method performs well in the scene where the detected target is far 

away from the main lobe of the clutter area. Meanwhile, a knowledge-based direct target 

relocation method, which works well under the assumption that the boresight angle is 

accurately compensated, is discussed in [50]. However, the channel mismatch is always 

inevitable. Some of the slowly moving targets may locate the main lobe of the clutter area 

in real conditions, and the boresight angle cannot be fully compensated. All the mentioned 

factors will degenerate the target relocation performance greatly. 

Considering the fact that plenty of airborne dual-channel wide-area radars are still in 

service, we focus on performing GMTR based on the monopulse technique. The 

monopulse technique [51–56], which can be used to estimate the DOA of potential targets 

after STAP processing [57, 58], is an essential technique for radar angle estimation. In this 

paper, an efficient knowledge-aided GMTR (KA-GMTR) for airborne dual-channel wide-

area radar is proposed. Precisely, the channel mismatch model for the two receiving chan-

nels is constructed and its expression for the channel mismatch phase error is derived. 

Then, the channel mismatch phase error is well estimated using the prior antenna pattern 

information, and the DOA estimation for potential targets is performed with this derived 

KA-MPC. Based on the DOA estimation results, the proposed KA-GMTR method can re-

locate the azimuth position of the potential targets in the case of channel mismatch. In 

addition, the target relocation performance is analyzed, and the intrinsic reason that de-

grades the target relocation accuracy is figured out. Finally, airborne real-data experi-

mental results demonstrate that the proposed KA-GMTR method can effectively concen-

trate the tracks of the potential targets and decrease the false alarm in the channel mis-

match scenarios. 

The remainder of this paper is organized as follows. The airborne dual-channel wide-

area target relocation model is introduced in Section 2. In Section 3, the channel mismatch 

model is constructed, and its expression is derived. Then, a novel KA-GMTR framework 

is proposed in detail. In addition, the target relocation performance is analyzed. Section 4 

presents real data results, while the conclusions of this paper are presented in Section 5. 

2. Target Relocation Model 

Consider an airborne wide-area radar system with a uniform planar array consisting 

of two channels, as depicted in Figure 1. The airborne platform flies along the Y   direc-

tion with a constant velocity v  at altitude H .   and   are the squint angle and the 

elevation angle, respectively. Assuming that C  is the equivalent phase center (EPC) [41–

44] of the transmitting channel in the airborne wide-area radar system, A  and B are the 

EPCs of the two receiving channels, respectively. D  denotes the distance between A  

and B . The scene center illustrated by antenna beam is represented by O , and P  is a 

scattering center near O . The instantaneous range from C  to the scene center O  is de-

noted by 0R
, and the instantaneous range from C  to point P  is 1R . 2R

 is the instan-

taneous range between A  and P , and 3R  represents the instantaneous range between 
B  and P . In order to acquire high range resolution, it is supposed that a linear fre-

quency modulated (LFM) signal is used, which can be given by [1,2] 

  2rect exp 2
2

c

p

e j f
T

 
   

    
            

(1)

where   denotes the LFM rate, τ is the radar fast-time, and Tp represents the transmitted 

pulse width. By the matched-filtering and range migration correction (RMC) in the range 

direction [1,2], the received signal can be given by 
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
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 (3)

where  
 2 tan

=sin c b
a

R
w t

v

 
 
 

 represents the antenna window function, and bR  is the 

nearest slant range. 
 tan

= c
c

R
t

v


 is the beam center crossing time. ( , )is t  is the matched-

filtering and range migration correction (RMC) signal for the ith receiving channel, rT  repre-

sents the pulse repetition interval, and s rT N T   denotes the coherent processing inter-

val (CPI). N  is the pulse number of one CPI. The function  sin c  is defined by 

 
 sin

sinc
x

x
x


 . 

 

Figure 1. Geometry of airborne dual-channel GMTI. 

Under ideal conditions, two receiving channels can be used to construct the sum sig-

nal
s and the difference signal 

s , which can be given by 

 

1 2

1 31 1 2

( , ) ( , )

2
sinc exp 2 exp 2a c

s s t s t

R RR R R
w t t B j j

c

 

  
 

  

         
            

          

(4)

 

1 2

1 31 1 2

( , ) ( , )

2
sinc exp 2 exp 2a c

s s t s t

R RR R R
w t t B j j

c

 

  
 

  

         
            

          

(5)

After compensated by the mean slant range (i.e., 
0exp 4

R
j 



 
 
 

), (4) and (5) can be 

rewritten as 

  0 1 31 1 22
sinc exp 4 exp 2 exp 2a c

R R RR R R
s w t t B j j j

c
   

  


          
             

         
 (6)



v
Z
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  0 1 31 1 22
sinc exp 4 exp 2 exp 2a c

R R RR R R
s w t t B j j j

c
   

  


          
             

         
 (7)

After some algebraic operations (which have been analyzed in Appendix A), (6) and 

(7) can be simplified as 

 2 3 1 2 3 01 2 42
2cos sinc expa c

R R R R R RR
s w t t B j

c
  

 


        
        

     
 (8)

 2 3 1 2 3 01 2 42
2 sin sinc expa c

R R R R R RR
s j w t t B j

c
  

 


        
         

     
 (9)

Assuming that a potential target is placed at c    , where   is the azimuth 

offset, and c  represents the boresight of the antenna beam, we can then obtain the fol-

lowing expression 

 sin = sin sin cosc c c         (10)

In Equation (10), first-order Taylor series expansion is used. 

As illustrated in Figure 1, we can obtain the following geometry relationship 

2 3 sinR R D  
 (11)

Substituting (10) and (11) into (8) and (9), which have been analyzed in Appendix B, 

the final sum channel signal and the difference channel signal can be denoted as 

 
 

1 2 3 01

sin cos
2cos

2 42
sinc exp

c c

a c

D
s w t t

R R R RR
B j

c

   



 




 
  

 

      
      

    

 (12)

 
 

1 2 3 01

sin cos
2 sin

2 42
sinc exp

c c

a c

D
s j w t t

R R R RR
B j

c

   



 




 
   

 

      
      

    

 (13)

Then, the monopulse result can be given by [51,52] 

 sin cos
tan c cDs

K j
s

   






 
    

   
(14)

After simplification, we have the azimuth offset of the potential target with respect 

to the antenna boresight, i.e., 

 imarctan tan
cos

c

c

K
D


 

 
  

 
(15)

where imK  is the imaginary part of K . A monopulse curve (MPC) can be drawn by es-

timating all the azimuth offsets with the antenna geometry configuration under different 

imK  [51], as illustrated in Figure 2. Figure 2 gives the ideal results for the airborne dual-

channel radar system. In this simulation, the radar consists of an array of 35 elements 

spaced 4mm apart. The 3 dB beamwidth is about 3.1 . In ideal cases, the sum channel 

signal and the difference channel signal are always perpendicular. From Figure 2c, we can 

see that different azimuth offsets correspond to different monopulse ratios. We can com-
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pute all the azimuth offsets theoretically based on the MPC and relocate the potential tar-

gets. However, the above analysis is under the assumption that there is no channel mis-

match. The channel mismatch is inevitable in practice. This channel mismatch may distort 

the estimated azimuth offsets and reduce the GMTR performance. As a result, poor GMTR 

performance is always inevitable in real conditions. In the following, the uncertain fea-

tures between the two receiving channels caused by channel mismatch will be effectively 

modeled and removed. 

   
(a) (b) (c) 

Figure 2. Illustration of airborne dual-channel radar system. (a) Ideal receiving antenna pattern (single way). (b) Ideal sum 

and difference signals. (c) Ideal MPC. 

3. Knowledge-Aided Target Relocation by Exploiting the Antenna Pattern Information 

3.1. Channel Mismatch Model 

As mentioned in Section 2, the target relocation performance depends largely on the 

MPC. If the MPC is not correct, the estimated azimuth offsets may be distorted. However, 

the sum channel signal and the difference channel signal are not perpendicular due to the 

existence of the channel mismatch, as shown in Figure 3. In practice, the MPC result will 

distort compared with the ideal conditions. To solve this problem, amplitude error and 

phase error are introduced to model the channel mismatch, and the expression for the 

channel mismatch scene can be modeled as follows 

 1 1 1 2
1 1

2
ˆ ( , ) sinc exp 2j

a c

R R R
s t Ae w t t B j

c
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

     
       

      
(16)

 2 1 31
2 2

2
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a c

R RR
s t A e w t t B j

c
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    
       

      
(17)

where iA  and i  denote the amplitude error and the phase error for the ith channel, 

respectively. In practice, the new sum channel signal and the difference channel signal 

(namely ŝ  and ŝ ) in the situation of channel mismatch can be expressed as 

 

1 2

1 2
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1 31 2
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 (18)
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Performing motion compensation by the mean slant range, we can obtain the MPC 

with some simplification as 
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By using the Euler Formula, which have been analyzed in Appendix C, (20) can be 

transformed as follows 

     

     

2 2

2 1 2 1 ˆ

2 2

2 1 2 1

1 cos sin
'

1 cos sin

j
A A A A

K e
A A A A


 

 

   


   
 

(21)

where 
2 1

sin
+2

D 
   


 

, 

 
 

 
 

2 1 2 1

2 1 2 1

/ sin / sin
ˆ atan atan

1 / cos 1 / cos

A A A A

A A A A

 


 

   
             . 

In ideal conditions, the equations 2 1A A  and 2 1=   hold, then we can obtain that 

2 2
sin sin sin sin

ˆ atan atan =
2 2 2

1 cos sin 1 cos sin
ideal

D D

D D

 
 

 


 
 

 

      
      
         
             
      

 (22)

It can be seen that the ideal condition is just a special case of channel mismatch. How-

ever, in practice, 2 1A A  and 2 1  , and we can conclude that the real part of the MPC 

is not equal to zero (i.e., ˆ 2 ,
2

k k Z


     ), which means that not all the energy is con-

centrated on the imaginary part of the MPC. This is the reason that the leaked energy of 

the real part in the MPC degrades the GMTR performance. In extreme cases (i.e., 
ˆ ,k k Z   ), it is hard to estimate the azimuth offsets for the potential targets because 

the energy in the imaginary part of the MPC is zero. In this case, the imaginary part of the 

MPC is a horizontal line, and the potential targets cannot be relocated. 

  

(a) (b) 

Figure 3. Illustration of channel mismatch for dual-channel radar system. (a) Ideal dual-channel 

radar system. (b) Real dual-channel radar system with channel mismatch. 
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Figure 4 gives the comparisons of MPC under different channel mismatch phase er-

rors. The channel mismatch phase errors are changed from −180 degrees to 180 degrees to 

simulate different channel mismatch scenarios (see the second column). From Figure 4, it 

is obvious that the imaginary part of the MPC strongly depends on the value of channel 

mismatch phase error. The imaginary part of the MPC has the minimum values when the 

channel mismatch phase errors are −180, 0, and 180 degrees. In order to relocate the po-

tential targets, we should estimate the channel mismatch phase error to make the imagi-

nary part of the MPC as high as possible. 

  

(a1) (b1) 

  

(a2) (b2) 

 
 

 

(a3) (b3) 
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(a7) (b7) 

Figure 4. Comparisons of MPC under different channel mismatch phase errors. (a1) Imaginary part 

of the MPC for the scene of −180-degree channel mismatch phase error. (b1) Phase of the MPC for 

the scene of −180-degree channel mismatch phase error. (a2) Imaginary part of the MPC for the scene 

of −120-degree channel mismatch phase error. (b2) Phase of the MPC for the scene of −120-degree 

channel mismatch phase error. (a3) Imaginary part of the MPC for the scene of −60-degree channel 

mismatch phase error. (b3) Phase of the MPC for the scene of −60-degree channel mismatch phase 

error. (a4) Imaginary part of the MPC for the scene of 0-degree channel mismatch phase error. (b4) 

Phase of the MPC for the scene of 0-degree channel mismatch phase error. (a5) Imaginary part of 

the MPC for the scene of 60-degree channel mismatch phase error. (b5) Phase of the MPC for the 

scene of 60-degree channel mismatch phase error. (a6) Imaginary part of the MPC for the scene of 

120-degree channel mismatch phase error. (b6) Phase of the MPC for the scene of 120-degree channel 

mismatch phase error. (a7) Imaginary part of the MPC for the scene of 180-degree channel mismatch 

phase error. (b7) Phase of the MPC for the scene of 180-degree channel mismatch phase error. 

3.2. Target Relocation by Exploiting the Antenna Pattern Information 

As mentioned above, both the amplitude errors ( 1A  and 2A ) and the phase errors (

1  and 2 ) determine the channel mismatch. Accordingly, it is quite essential to estimate 

the amplitude and phase error to mitigate the channel mismatch. However, it is difficult 

to simultaneously estimate four unknowns (i.e., 1A , 2A , 1 , and 2 ) with limited prior 

information. 

Fortunately, we mainly concern the monopulse ratio between the difference channel 

and the sum channel. The comprehensive effect of the amplitude error iA  and the phase 

error i  can be modeled as K̂  and ̂ , where K̂  and ̂  denote the initial MPC result 

and channel mismatch phase error, respectively. For the purpose of analysis, (21) is sim-

plified as 

ˆˆ' jK Ke   (23)

where
ˆ ˆK̂ A A  , 

     
2 2

2 1 2 1
ˆ 1 cos sinA A A A A    

, 

     
2 2

2 1 2 1
ˆ 1 cos sinA A A A A    

, 

 
 

 
 

2 1 2 1

2 1 2 1

/ sin / sin
ˆ atan atan

1 / cos 1 / cos

A A A A

A A A A

 


 

   
              

Based on the above simplification, we convert the problem of estimating 1A , 2A , 1

, and 2  into estimating K̂  and ̂ , and the number of unknowns is cut in half. 
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As illustrated in (21) and (23), it is the reason that the leaked energy of the real part 

degrades the performance of DOA (i.e., GMTR). Therefore, we mainly concern the effect 

of the channel mismatch phase error ̂ . Then, channel mismatch can be eliminated if the 

channel mismatch phase error ̂  is well compensated. 

In order to concentrate all the energy of MPC to the imaginary part, a channel mis-

match phase error compensation factor com  is constructed. By performing the phase 

compensation by multiplying (23) with this channel mismatch phase error compensation 

factor, we can obtain 

ˆˆ'' comjjK Ke e    (24)

The phase constraint of the channel mismatch phase error compensation factor com
 

can be given by 

2
ˆmin 2

2com
com k




     

 
(25)

Equation (25) guarantees that the main energy is not leaked to the real part and 

mainly concentrates on the imaginary part of the KA-MPC. 

The real monopulse curve for the airborne radar can be measured based on the an-

tenna pattern information in the microwave anechoic chamber (see Figure 4), and the ideal 

monopulse curve can be computed with the antenna geometry configuration (see Figure 

2). Therefore, the channel mismatch phase error compensation factor com  can be esti-

mated with the least squares (LS) method. By exploiting the antenna pattern information, 

the knowledge aided MPC (KA-MPC) can be acquired. Then, the final phase term in KA-

MPC satisfies 

ˆ ˆ 2 ,
2

f com k k Z


          (26)

where ˆ
f  is the final phase factor after phase compensation. In the ideal conditions, com  

is equal to zero (i.e., 0com  ). 

In the non-ideal conditions, Equation (26) still holds since we can estimate and adjust 

the channel phase compensation term com . 

After some simplification, the final KA-MPC can be expressed as 

ˆ
ˆ'' =

ˆ
A

K jK j
A




    (27)

It can be seen from the above analysis that the KA-MPC in (27) and the ideal MPC in 

(14) have similar forms, which means that the energy is mainly concentrated on the imag-

inary part of the KA-MPC. 

By exploiting the KA-MPC, the azimuth offset of the potential target in KA-GMTR 

can be given by 

 ''
imarctan tan

cos
c

c

K
D


 

 
  

 
(28)

where 
''
imK

 is the imaginary part of ''K . 

For a potential target, it may be illuminated by multiple beams with the antenna. In 

the process of GMTR, it may be relocated multiple times with respect to different antenna 

beam boresights. When the slope of the MPC is not correct, it is difficult to relocate the 

potential targets to the same position, and ghost targets may occur on the imaging map. 

In this case, false-alarm targets are just ghost ones of the real targets. However, with the 

accurate KA-MPC, this phenomenon may be overcome, and the potential targets will be 
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relocated on the same azimuth positions even though they are illuminated by multiple 

beams. An illustration of this phenomenon is shown in Figure 5. 

  

(a) (b) 

Figure 5. Illustration of ground moving target relocation. (a) Conventional GMTR. (b) KA-GMTR. 

Figure 5 shows a schematic diagram of ground moving target relocation with three 

adjacent beams. In Figure 5, one target is illuminated three times by the antenna beam, 

and three azimuth offsets are estimated, with respect to the three beam boresights. The 

target is relocated on the three azimuth geometry locations based on the conventional 

GMTR method in Figure 5a, while it is relocated on the same azimuth geometry locations 

based on KA-GMTR in Figure 5b. This is because the MPC is not correct in conventional 

GMTR, and the distorted MPC can hardly integrate the three relocation results from three 

beams to the same azimuth geometry position. However, the KA-MPC is accurate and 

robust to channel mismatch in real conditions, and it can easily integrate the three reloca-

tion results to the same azimuth geometry position. Finally, the detailed processing 

flowchart of the proposed KA-GMTR algorithm is summarized in Figure 6. 

 

Figure 6. Flowchart of the proposed KA-GMTR algorithm. 

v v
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3.3. Performance of Target Relocation 

In this section, the accuracy of the azimuth offset estimation (i.e., the target reloca-

tion) will be analyzed. For the same MPC ratio value  , the estimated azimuth offset 

with respect to the boresight can be estimated as 

1

1K



  (29)

2

2K



  (30)

where 1  and 2  are the estimated azimuth offsets of the conventional MPC and the 

KA-MPC, respectively. 1K  and 2K  denote the slope of the conventional MPC and the 

KA-MPC, respectively. Then, the target relocation error of these two MPCs can be com-

puted as 

1 2

1 2

1 1

K K
        (31)

Assuming that the final channel phase angles of the two MPCs are   and  , the 

slopes of these two channel phase angles correspond to 1K  and 2K , respectively. 

The absolute value of the KA-MPC can be given by 

ˆ

ˆm

A
K

A





  (32)

Then, we can obtain the relation between the imaginary part of the MPC and the 

absolute value of the KA-MPC as 

1 sinmK K 
 (33)

2 sinmK K 
 (34)

Equation (31) can be simplified as 

   
   
   

sin sin1 1

sin sin sin sinm mK K


 

   

 
   

 

(35)

According to the trigonometric formula, we can obtain the following equation 

   

2cos sin
2 2

sin sinmK


   

 

    
        

 

(36)

Since the slope angle is very small for conventional MPC in real conditions due to 

channel mismatch, the final channel phase angle   may be equal to zero (i.e., 0  ) in 

some extreme cases. In this case, the azimuth offset based on the conventional MPC is 

infinite, which is given by 

 1
0 0

lim lim
sinmK 


 


  

 
(37)

The maximum relocation error between the proposed KA-GMTR and the conven-

tional GMTR can be calculated as 
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   0 0

2cos sin
2 2

lim lim
sin sinmK


 

   

  

    
          

 

(38)

From (37) and (38), we know that the GMTR performance degrades greatly with the 

decrease of the slope in conventional MPC, and the azimuth offset may hardly be esti-

mated in some extreme cases. 

Figure 7 gives the relocation error curve with different channel mismatch phase er-

rors. The white Gaussian noise with zero mean and covariance 1 is added in this simula-

tion. The different channel mismatch phase errors can be used to simulate the different 

channel mismatch scenes. 

 

Figure 7. Relocation error with different channel mismatch phase errors. 

From Figure 7, we can see that the target relocation error based on conventional MPC 

has a minimum when the channel mismatch phase error is equal to −90 degrees. When the 

channel mismatch phase error is greater than or less than −90 degrees, the target relocation 

error increases. This is because the imaginary part of the conventional MPC curve has the 

largest slope, and this trend is consistent with Figure 4. However, the target relocation 

error based on KA-MPC is small, which means that the KA-MPC is robust when channel 

mismatch occurs. Therefore, the KA-MPC can be used to relocate the potential targets. 

4. Real Data Results 

In this section, the performance of KA-GMTR will be investigated using airborne 

real-measured datasets. All these real-measured data were collected with WAS-GMTI 

mode. 

4.1.Experimental Results I 

The first real-measured dataset is collected by airborne radar. The main parameters 

for the airborne radar are listed in Table 1. 

Table 1. Parameters used in the experiments. 

Parameters Values Parameters Values 

Band width 50 MHz Time width 62.5 us 

Platform 50 m/s Meanslant range 10 km 

Range numbers 4096 Scanning area −30~30° 
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Pitching angle 10° Beam width 3° 

Figure 8 gives a comparison result of the conventional MPC before and after channel 

mismatch phase error compensation. As shown in Figure 8a, the channel mismatch phase 

error ̂  is about 15 degrees. Plenty of energy leaks to the real part, which makes the slope 

very small in the conventional MPC in Figure 8c. It is hard to estimate the azimuth offset 

and relocate the potential target. Figure 8b shows the phase of the KA-MPC result after 

channel mismatch phase error compensation. We can observe that little energy is leaked 

into the real part, and the slope is very large in KA-MPC in Figure 8d. From Figure 8d, we 

also know that the slope of the KA-MPC is larger than that of the conventional MPC. The 

large slope is quite significant to relocate the potential targets in the process of GMTR. 

Figure 9 gives the target relocation error with different channel mismatch phase error 

compensation factors. 

  
(a) (b) 

  
(c) (d) 

Figure 8. Comparison of MPC before and after channel mismatch phase error compensation. (a) 

Phase of conventional MPC. (b) Phase of KA-MPC. (c) Normalized radio of conventional MPC. (d) 

Normalized radio of KA-MPC. 
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Figure 9. Target relocation error with different channel mismatch phase error compensation factors. 

From Figure 9, it can be seen that the target relocation error curve with conventional 

MPC is close to zero when the channel mismatch phase error compensation factor is about 

−105 degrees. This is because the final phase angle of the MPC is −90 degrees due to the 

superposition of the channel mismatch phase error compensation factor and the initial 

channel mismatch phase error (i.e., −15 degrees). The target relocation error curve has 

peaks when the channel mismatch phase error compensation factors are near −195, −15, 

and 165 degrees, respectively. This is because the slope of the imaginary part in the MPC 

is very small, and the target cannot be well relocated. However, the target relocation error 

curve with KA-MPC is always small, which means that KA-MPC performs robustly when 

the channel mismatch phase error varies. 

4.2.Experimental Results II 

In this section, the airborne results are provided to validate the effectiveness of the 

proposed KA-GMTR algorithm. 

Figure 10 lists the target relocation results for conventional GMTR, Direct KA-GMTR 

(DKA-GMTR) [50], and the proposed KA-GMTR. For the sake of clarity, the relocation 

results are transformed into the Range-Doppler domain. The detailed DBS imaging 

method and the DBS stitching method can be found in [59,60]. From Figure 10a, we can 

see that the potential targets are not relocated on the main lobe of the DBS image after 

GMTR operation, and the relocated places deviate from the center of the imaging scene. 

However, the potential targets are relocated more concentrated to the main lobe of the 

DBS image in Figure 10b,c. Three of the same patches are masked with ellipse in Figure 

10. Especially for region #3, we find that the relocated potential target in Figure 10c is 

closer to the main lobe of the DBS image than the relocated one in Figure 10a,b. 

For multiple beams, the potential targets may be relocated many times when it is 

illuminated by multiple beams in the scanning operation of the antenna. The relocated 

azimuth position will be in the same position if the relocation method is accurate. In order 

to make a clear comparison between GMTR、DKA-GMRR, and the proposed KA-GMTR, 

the target’s relocation results with multiple beams ranged from −30 degrees to 30 degrees 

are stitched together to form the target tracks. The tracks of the potential targets with dif-

ferent GMTR methods are given in Figure 11. For the sake of fairness, the EFA based STAP 

clutter suppression operation [12] and Cell Averaging CFAR (CA-CFAR) processing op-

eration [1,2,61,62] are adopted with the same parameter in our experiments. Therefore, 

the input data for both target relocation methods are the same. 
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(a) (b) (c) 

Figure 10. Comparisons of different target relocation methods. (a) Conventional GMTR method. (b) DKA-GMTR method. 

(c) Proposed KA-GMTR method. 

 
(a) (b) (c) 

Figure 11. Comparisons of different target relocation methods. (a) Conventional GMTR method. (b) DKA-GMTR method. 

(c) Proposed KA-GMTR method 

As shown in Figure 11a, it is obvious that the tracks of the relocated targets are heav-

ily spread in the azimuth direction (see the red rectangle), and lots of ghost targets blur 

the real tracks. These ghost targets may be the mirrors of the same target, which are gen-

erated by multiple beams when they are performed by GMTR operation. Obviously, these 

distributed ghost targets increase false alarms and blur the target tracks. By contrast, a 

small azimuth bias can be found in Figure 11b,c (see the red rectangle). Moreover, the 

track of the relocated targets in Figure 11c is more concentrated in the azimuth direction 

than those in Figure 11a,b. This means that the number of the ghost targets is decreased 

in the proposed KA-GMTR method. 

For detailed analysis, two patches for the same regions are marked out with ellipses 

in Figure 11; it can be seen that there are many ghost targets in Figure 11a while the ghost 

targets are eliminated in Figure 11b,c (see the orange ellipse). Since the four potential tar-

gets are illuminated by at least two beams with the antenna, the four targets will be relo-

cated by two times. The two relocated azimuth positions are not the same in the conven-

tional GMTR method due to channel mismatch. For KA-GMTR, the four potential targets 

are nearly relocated on the same azimuth positions because the channel mismatch is well 

compensated using the antenna pattern information. Moreover, the proposed KA-GMTR 

method provides better target relocation performance compared with the DKA-GMTD 

method. This can be explained that the boresight angle in KA-MPC is compensated with 
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higher accuracy than that in the DKA-MPC for the phased array radar. In the following 

experiment, its effectiveness in different cases of channel mismatch will be demonstrated. 

4.3.Experimental Results III 

As mentioned in Section 3, channel mismatch is the main factor that degrades the 

target relocation performance. To further verify the robustness of the proposed method, 

an experiment for target relocation under different cases of channel mismatch is carried 

out. The different channel mismatch phase error factors 0  are added to the receiving 

sum channel and difference channel to simulate the different cases of channel mismatch. 

It should be noted that the initial channel mismatch phase error ini  in the real-measured 

data is about 15 degrees. Table 1 gives the main radar parameters. The target relocation 

results under different channel mismatch phase error factors with conventional GMTR 

method and the proposed KA-GMTR method are given in Figure 12. 

In Figure 12, the first column is the target relocation results obtained by the conven-

tional GMTR method under the channel mismatch phase errors −180, −120, −60, 0, 60, 120, 

and 180 degrees, respectively. The second column corresponds to the DKA-GMTR 

method under these different channel mismatch phase error factors. The third column 

corresponds to the proposed KA-GMTR method under these different channel mismatch 

phase error factors. The different channel phase compensator factors can be seen as the 

different cases of channel mismatch. The closer to 180, 0, or 180 degrees the absolute phase 

difference 0ini   is, the more serious the channel mismatch is. From the first column 

of Figure 12, it is obvious that the tracks of the potential targets are heavily spread in the 

azimuth direction with the variation of the absolute phase value 0ini  , and the tracks 

under the channel phase error factors −180, 0, and 180 degrees are the most blurred among 

all the tracks. This phenomenon may be explained by the fact that the synthetic phase 

difference between the sum and difference channel is close to 0 or 180 degrees, which 

makes the slope of the imaginary part in the conventional MPC very small. Accordingly, 

the target relocation performance degrades greatly in these three cases. When the channel 

mismatch phase error is equal to −120 degrees, the channel mismatch phase error ini  is 

superposed with the added channel mismatch phase error. In this case, the synthetic 

phase angle of the MPC is −105 degrees, which is quite close to ideal conditions. Accord-

ingly, as shown in Figure 12a, the conventional GMTR method only performs well when 

the channel mismatch phase error is −120 degrees. However, it can be seen that all the 

tracks of the potential targets are concentrated in the second column and the third column 

of Figure 12 (see the red rectangle and the orange ellipse). Moreover, the track in the third 

column seems more concentrated than that in the second column. On the one hand, the 

channel mismatch is well compensated in different channel mismatch situations in the 

proposed KA-GMTR; on the other hand, the boresight angle is accurately compensated in 

the phased array radar. Therefore, the proposed KA-GMTR is more robust than the con-

ventional GMTR and DKA-GMTR under channel mismatch conditions. Based on this ex-

periment, the proposed KA-GMTR method is more robust in the case of channel mis-

match. 
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Figure 12. Comparisons of different target relocation methods. (a1) Conventional GMTR method under the channel mis-

match phase error −180 degrees. (b1) DKA-GMTR method under the channel mismatch phase error −180 degrees. (c1) 

Proposed KA-GMTR method under the channel mismatch phase error −180 degrees. (a2) Conventional GMTR method 

under the channel mismatch phase error −120 degrees. (b2) DKA-GMTR method under the channel mismatch phase error 

−120 degrees. (c2) Proposed KA-GMTR method under the channel mismatch phase error −120 degrees. (a3) Conventional 

GMTR method under the channel mismatch phase error −60 degrees. (b3) DKA-GMTR method under the channel mis-

match phase error −60 degrees (c3) Proposed KA-GMTR method under the channel mismatch phase error −60 degrees. 

(a4) Conventional GMTR method under the channel mismatch phase error 0 degree. (b4) DKA-GMTR method under the 

channel mismatch phase error 0 degree (c4) Proposed KA-GMTR method under the channel mismatch phase error 0 de-

gree. (a5) Conventional GMTR method under the channel mismatch phase error 60 degrees. (b5) DKA-GMTR method 

under the channel mismatch phase error 60 degrees (c5) Proposed KA-GMTR method under the channel mismatch phase 

error 60 degrees. (a6) Conventional GMTR method under the channel mismatch phase error 120 degrees. (b6) DKA-GMTR 

method under the channel mismatch phase error 120 degrees (c6) Proposed KA-GMTR method under the channel mis-

match phase error 120 degrees. (a7) Conventional GMTR method under the channel mismatch phase error 180 degrees. 
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(b7) DKA-GMTR method under the channel mismatch phase error 180 degrees. (c7) Proposed KA-GMTR method under 

the channel mismatch phase error 180 degrees. 

As illustrated above, after clutter suppression and CFAR processing, the number of 

potential targets is mainly determined by the relocation accuracy. An accurate relocation 

method will relocate the same target on the same azimuth positions, even if it is illumi-

nated or relocated many times with respect to many beams. To the contrary, if the reloca-

tion accuracy is not accurate, one target may be relocated on many azimuth positions, and 

false alarms will occur. Therefore, the relocated number of potential targets can be utilized 

to evaluate the performance of different target relocation methods. The number of the 

relocated targets under different channel mismatch phase error factors with these two 

methods is shown in Figure 13. 

 

Figure 13. Curve number of targets with different channel mismatch phase error. 

Figure 13 shows the curve of the number of targets under different channel mismatch 

phase errors for three GMTR methods. We found that the curve of the conventional GMTR 

method flutters heavily. It has a bottom of −120 degrees and peaks at −180, 0, and 180 

degrees. The number of potential targets of DKA-GMTR and the proposed KA-GMTR 

remains stable. Moreover, the proposed KA-GMTR has the lowest target number, which 

demonstrates that KA-GMTR is robust to channel mismatch phase errors. It is worth men-

tioning that the trend of potential target numbers after GMTR operation is in accordance 

with the trend of target relocation error in “Experimental Results I”. The effectiveness and 

robustness of the proposed KA-GMTR are adequately demonstrated by the contrast ex-

periments. 

4.4.Experimental Results IV 

In this part, to demonstrate the practicability of the proposed algorithm, the other 

airborne dual-channel real data are applied. The detailed information of the airborne ra-

dar is listed in Table 2. 

Table 2. Parameters used in the experiments. 

Parameters Values Parameters Values 

Band width 18 MHz Time width 50 us 

Platform 70 m/s Pulse Number 128 

Range numbers 8192 Scanning area 140~170° 

Pitching angle 5° Beam width 1.2° 
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The corresponding optical image from Google Earth Map of the airborne experi-

mental results is shown in Figure 14. The data acquisition time is a little later than the 

picturing time in Google Earth Map. The track of the cooperative target T1 is marked with 

green color, while the cooperative target T2 is with red color. A zoomed in result of the 

two cooperative targets is given in Figure 14b. The track of the cooperative target T1 is 

marked with three typical positions (i.e., T1_1, T1_2, and T1_3) to illustrate the movement 

of T1, and T2 is marked with three typical positions (i.e., T2_1, T2_2, and T2_3) to illustrate 

its movement. From Figure 14b, we can see that the two cooperative targets are mainly 

moving on the village road. 

 
(a) (b) 

Figure 14. Google Earth map of the airborne experiments. (a) Google Earth map for the imaging scene. (b) Track of the 

cooperative targets for this experiment. 

The two cooperative targets are shown in Figure 15, and both of them are travelling 

back and forth on the village road. The velocity of the two cooperative targets is less than 

50 km/h in this experiment. 

  
(a) (b) 

Figure 15. Cooperative vehicle targets of the experiments. (a) Truck. (b) Microbus. 

Figure 16 shows the results of the relocated targets on the DBS image using different 

GMTR methods. In Figure 16a, it can be observed that the detected targets deviate from 

the roads in the azimuth direction in the conventional GMTR method. However, the de-

tected targets are well relocated on the roads in the KA-GMTR method in Figure 16b,c. 

Moreover, the distribution of the potential targets based on the conventional GMTR 

method is wider than that of the DKA-GMTR and KA-GMTR method in the azimuth di-

rection (i.e., longitude). The tracks of the relocated targets in Figure 16c are also thinner 

and more concentrated than that of the ones in Figure 16b. This is because the channel 

mismatch is inevitable in practice, and the channel mismatch property degrades the target 
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relocation performance in the conventional GMTR method. However, the channel mis-

match and boresight angle are well compensated before performing target relocation op-

eration in KA-GMTR. Therefore, the proposed KA-GMTR algorithm can still maintain 

high target relocation accuracy under the channel mismatch scenarios. Comparisons of 

the zoomed-in views for the same region are given in Figure 17. 

 

(a) 

 

(b) 
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(c) 

Figure 16. Comparisons of different target relocation methods. (a) Conventional GMTR method. (b) 

DKA-GMTR method. (c) Proposed KA-GMTR method. 

   
(a) (b) (c) 

Figure 17. Zoomed-in results of different target relocation methods. (a) Conventional GMTR method. (b) DKA-GMTR 

method. (c) Proposed KA-GMTR method. 

From Figure 17, a phenomenon can be found that shows the distribution range of the 

cooperative target T1 is larger than that of T2. This is because T1 is moving towards the 

radar with a high radial velocity, and T2 is moving in the cross-track direction of the air-

plane with a small radial velocity. A high radial velocity is corresponding to a high Dop-

pler shift. By exploiting the antenna pattern information, the channel mismatch can be 

well estimated and compensated, and the accuracy of the azimuth offsets (i.e., the target 

relocation) is greatly improved in the DKA-GMTR method and the proposed KA-GMTR 

method. As shown in Figure 17, the cooperative targets T1 and T2 are better relocated on 

the village roads in the proposed KA-GMTR method than of that in the DKA-GMTR 

method. Based on the experimental results, the proposed KA-GMTR method can effec-

tively improve the target relocation accuracy and has good robustness compared with the 

conventional GMTR method. 
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5. Conclusions 

The advantages of large coverage and high revisit ratio make the airborne wide-area 

system an attractive tool for surveillance and monitoring. In this paper, an efficient KA-

GMTR method for airborne dual-channel wide-area radar is proposed to enhance the tar-

get relocation performance and decrease false alarms. The intrinsic reason that degrades 

the target relocation accuracy is figured out. In order to estimate the channel mismatch 

error, a KA-MPC is derived by exploiting the prior antenna pattern information. Moreo-

ver, the GMTR performance under different channel mismatch errors is analyzed. Finally, 

the effectiveness and robustness of the proposed KA-GMTR method under the channel 

mismatch scenarios is verified based on airborne real-data results. 

Although four experimental results are conducted in this paper, it will be better if 

more real experimental datasets be used to verify the proposed KA-GMTR method. There-

fore, more airborne experiments will be performed in our future work to demonstrate the 

robustness of the proposed algorithm. Moreover, we will focus on GMTR performance 

enhancement with the track information and the road network information in airborne 

wide-area GMTI applications. 
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Appendix A 

In this appendix, Equations (8) and (9) are derived. Combining Equations (6) and (7), 

they can be further expressed as 
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(A2)

According to Euler’s formula, Equations (A1) and (A2) can be expressed as 
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Appendix B 

In this appendix, Equations (12)–(14) are derived. Substituting (11) into (8) and (9), 

we can obtain 
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Then, by substituting Equation (11) into Equations (A5) and (A6), the final sum chan-

nel signal and the difference channel signal can be denoted as 
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To simplify Equations (A7) and (A8) further, Equations (12) and (13) can be acquired. 

Then, by dividing the difference channel signal by the sum channel signal, we can obtain 
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Appendix C 

In this appendix, Equations (20) and (21) are derived. By combining Equations (18) 

and (19), the MPC can be expressed as 
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(A10)

By using the Euler Formula, Equation (A10) can be transformed as follows 
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Then, Equation (A12) is transformed into 
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, we can easily obtain Equa-

tion (21). 
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