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Abstract: Shallow-water depth information is essential for ship navigation and fishery farming.
However, the accurate acquisition of shallow-water depth has been a challenge for marine mapping.
Combining Ice, Cloud, and Land Elevation Satellite-2 (ICESat-2) bathymetry data with multispectral
data, satellite-derived bathymetry is a promising solution through which to obtain bathymetric
information quickly and accurately. This study proposes a photon refraction correction method
considering sea-surface undulations to address errors in the underwater photons obtained by the
ICESat-2. First, the instantaneous sea surface and beam emission angle are integrated to determine the
sea-surface incidence angle. Next, the distance of photon propagation in water is determined using
sea-surface undulation and Snell’s law. Finally, position correction is performed through geometric
relationships. The corrected photons were combined with the multispectral data for bathymetric
inversion, and a bathymetric map of the Yongle Atoll area was obtained. A bathymetric chart was
created using the corrected photons and the multispectral data in the Yongle Atoll. Comparing the
results of different refraction correction methods with the data measured shows that the refraction
correction method proposed in this paper can effectively correct bathymetry errors: the root mean
square error is 1.48 m and the R2 is 0.86.

Keywords: ICESat-2; multispectral data; refraction correction; sea-surface undulations; satellite-
derived bathymetry

1. Introduction

Shallow waters around nearshore environments and islands are closely related to
biological survival and human economic activities. Detailed bathymetric data are the basic
geographic information necessary to utilize the resources in these areas [1,2]. Therefore, it is
necessary to acquire the data on a large scale and with high precision. However, obtaining
bathymetry in these regions for marine mapping is difficult. For instance, multibeam
and side-scan sonar systems feature poor reachability and narrow bandwidth because of
shallow-water depths [3]. Conversely, water depth does not limit the airborne LiDAR
bathymetry system [4,5], but its equipment is expensive, and its market penetration rate
is low. Moreover, because of its sensor accuracy, the depths obtained by optical remote-
sensing bathymetry inversion are limited [1,6,7].

Satellite-derived bathymetry (SDB) is an effective method through which to solve
shallow sea bathymetry acquisition. Its physical bases are visible bands that can penetrate
the water column [8–11]. There are different methods of SDB determination, which are
mainly classified into analytical and empirical models [11]. Empirical modeling, such as
the linear function model and the band ratio model, can obtain shallow sea bathymetry
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using only a small amount of accurate bathymetry data and optical remote-sensing imagery.
Lyzenga and Stumpf proposed the classical linear function model and the band ratio model,
respectively, which have been widely applied in bathymetry mapping, with promising
results [12–14]. However, the empirical model requires a large amount of high-precision
bathymetry data to ensure ideal bathymetric inversion results. In previous work, these
measured data were obtained from in-situ measurements, which greatly limited the use of
this method [15,16].

Adding to the advantages of the SDB method is Ice, Cloud, and Land Elevation
Satellite-2 (ICESat-2), which was launched in 2018. ICESat-2 carries the Advanced Topo-
graphic Laser Altimeter System (ATLAS), which emits 532-nm blue–green laser pulses
with laser beam wavelengths that can penetrate the water body to obtain underwater
signals [17–19]. Parrish found that ICESat-2 can perform shallow-water bathymetry. Its
laser point cloud penetrates water up to 0.96 Secchi in depth, and the median error of direct
measurement is 0.43–0.60 m [20,21].

However, ICESat-2 photon data must also be processed as follows before they can
be used. First, ATLAS, a photon-counting lidar carried by ICESat-2, acquires data with
high sensitivity. However, this leads to a large amount of noise in the raw data, which
seriously affects the representation of valid information [22,23]. Therefore, signal photon
extraction must be performed before these data are used. Thus, ICESat-2 features a photon
denoising algorithm built into its Level 2 product [18]. The algorithm filters signal photons
on the basis of point-cloud density and is more suitable for flat areas [24,25]. For seafloor
photons with complex topographies that are affected by scattering from water columns,
the denoising results of this method include a significant bias. Second, ICESat-2 Level 2
product data do not consider the effect of water, which results in a position shift of the
underwater photons that needs to be carefully corrected. Much work has been carried out
by researchers to eliminate the effect. Parrish found that the laser beams emitted by ATLAS
were refracted at the air–sea interface. Specifically, the relationship between the angles
and the propagation velocity could be derived from Snell’s law [20]. In this approach, the
sea surface was assumed to be smooth and flat, which ignored the effects of sea surface
undulations. Xu found that sea-surface fluctuations affected the distance of penetration of
the laser beam in the water, thus affecting the seafloor photon coordinates. Specifically, Xu
eliminated the surface undulation error caused by the wave effect by the difference between
the water surface and the mean water level [26]. In this method, the laser was assumed
to be incident vertically on the sea surface, which ignored the effect of angular variations.
Ma believed that the laser beam incidence angle was also affected by the sea-surface slope.
However, he neglected that the incident angle of the laser beam was determined by both
the slope of the sea surface and the laser transmitting angle [27,28]. Chen proposed an
algorithm for refraction correction by tilting the sea level [29]. However, all the above
refraction correction models have some limitations, and the bathymetric errors of the laser
beam are affected by different effects, such as the sea level variability caused by waves
and tides, the refraction effect, and non-nadir incidence, which must be taken into account
in a comprehensive manner. Consequently, an effective method is essential to correct the
bathymetric information from raw underwater photons.

In this study, combining corrected ICESat-2 lidar datasets and Sentinel-2 imagery,
bathymetric maps in shallow waters were produced with only remotely sensed satellite
data via the band ratio model. The bathymetric points from the ICESat-2 lidar were used
to replace the in-situ bathymetric points. First, an accurate refraction correction method
is proposed to obtain high-quality bathymetric photons. In our method, the laser beam
incidence angle is determined by both the sea-surface slope and the transmitting zenith
angle, and the photon propagation distance in water is related to the instantaneous sea
surface and the mean sea surface. In addition, the ICESat-2 bathymetric points after
refraction correction are taken as the priori measurements, which are matched with the
preprocessed Sentinel-2 multispectral imagery, and the bathymetric maps are generated
using the band ratio model in the Yongle Atoll. Finally, the inversion results are compared
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with the data measured to evaluate the accuracy of the method. The method features
low-cost data acquisition and broad coverage, which is a promising solution to balance
measurement accuracy, efficiency, and economy.

The content and structure of the paper are organized as follows: Section 2 gives
the data and methods of the article. Firstly, the experimental area and data sources are
presented in detail; secondly, the steps for the photon refraction correction are derived
in detail based on the spatial geometry; finally, the Sentinel-2 data processing and the
ratio model are introduced. Section 3 focuses on the experimental results, showing the
intermediate results of the experiments as well as the final bathymetric maps and the
corresponding error analysis. The discussion is in Section 4, which analyzes in detail the
errors affecting the underwater photon positions and the mechanism of each error.

2. Materials and Methods

This study uses ICESat-2 data, Sentinel-2 data, and airborne LiDAR data, which are
described in detail in Section 2. Photons that penetrate seawater to reach the seafloor are
affected by refraction and sea surface undulations, and do not accurately reflect seafloor
topography. Section 2.1 aims to propose an accurate refraction correction method using
the spatial geometry of laser beams, which can be used to acquire an accurate seafloor
topography. Section 2.2 presents the processing of the Sentinel-2 data, which includes
de-glinting and bathymetric inversion models.

The study area covers the Yongle Atoll in the South China Sea (shown in Figure 1),
and the water area of this region is about 4 km2. The South China Sea is the western part
of the Pacific Ocean [5,23]. The water depth of the Yongle Atoll area is about 20 m, and it
changes slowly with a specific hierarchy. The area is less affected by human activity, and
the water is highly transparent, which is typical of these water bodies.

Figure 1. Map of the study area. The background is a remote-sensing image acquired by Sentinel-2 on 24 February 2019. The
ICESat-2 passed by the area at GPS time 22 October 2018, 22 February 2019, 12 April 2019, and 19 April 2020. The green points
in the figure represent the seafloor signal photon distribution after denoising. The orange box near Ganquan Island illustrates
the in-situ measurements (used for validation) and the purple box shows the processing details near Quanfu Island.
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The bathymetry of Ganquan Island, the orange boxed area in Figure 1, was measured
using an airborne LiDAR bathometer (the Optech Aquarius) in 2012. At the time of
measurement, the flight altitude was about 300 m and the point density was 5.5 pts/m2 [5].
The combined bathymetric accuracy of the dataset is 35 cm and the horizontal positioning
accuracy is about 2.5 m. The dataset was resampled to facilitate comparison with later
experimental results.

Sentinel-2 is the second satellite operation of the Copernicus Project proposed by
the European Space Agency (ESA). It has an orbital altitude of 786 km, an observation
width of 290 km, and a 7.25-year lifetime [30]. It consists of two satellites: Sentinel-2A
and Sentinel-2B. The revisit period is 10 days for a single satellite and 5 days for an A/B
binary satellite. Sentinel-2, which features 13 spectral bands with ground resolutions of
10, 20, and 60 m, carries a multispectral imager (MSI) in push-sweep imaging mode and
includes a telescope with an optical pupil diameter of 150 mm. It can perform systematic
global land photography and coastal water photography. The spatial resolution of the
blue and green bands used for shallow sea bathymetry optical remote-sensing studies is
10 m. Sentinel-2 data are available free of charge to users worldwide from the ESA website
(https://scihub.esa.int, accessed on 21 May 2021). This paper used Level 2A products,
which were preprocessed through radiometric calibration and atmospheric correction.

ICESat-2, the successor to ICESat, is a lidar satellite launched by the National Aero-
nautics and Space Administration (NASA) in 2018. ICESat-2 carries an ATLAS sensor that
emits single-pulse laser beams at a repetitive frequency of 10 kHz, acquiring photon points
at intervals of about 0.7 m in the along-track direction. ATLAS emits a total of six laser
beams arranged in three parallel groups, with a spacing of about 3.3 km between groups.
Each group contains one strong signal and one weak signal, with an energy ratio of 4:1 [18].
The ICESat-2/ATLAS data are divided into three levels, with 21 standard data products
stored in h5 hierarchical files. The data were publicly released in 2019 at the National Snow
and Ice Data Center (NSIDC). The ATL03 dataset used in this paper is an ICESat-2 Level 2
product, which contains information on the precise location (i.e., latitude, longitude, and
altitude) of photons. Only strong laser beam data are used in this paper to ensure seafloor
signal quality.

2.1. ICESat-2 Data Processing

A new photon-counting LIDAR is used in the ICESat-2, whose photomultiplier tech-
nology improves detection sensitivity and can achieve photon-level signal detection, im-
proving the detection efficiency significantly. However, this also leads to increased noise
and a poor signal-to-noise ratio in the raw data. Therefore, point-cloud denoising is critical.
As a result of the limitation of the confidence algorithm used in the ATL03 product, we
used the density-based spatial clustering of applications with noise (DBSCAN) algorithm
for signal photon extraction, which Martin Ester proposed in 1996 [31]. Ma used a modified
DBSCAN algorithm to denoise the ICESat-2 in the South China Sea and near the Gulf of
Alaska in the United States and obtained good results. This modified algorithm was used
for point-cloud denoising in this paper [27].

The refraction of laser beams at the air–water interface and sea-surface fluctuations
can lead to changes in the seafloor photon positions. Considering these factors, we propose
a new refraction correction model (Figure 2) to solve the seafloor photon coordinates
accurately. Regardless of the error form, it will eventually cause vertical (z-direction) and
horizontal (x-direction) changes in the underwater photon positions [32]. Therefore, we
interpret the refraction correction model from the perspective of the photon position.

https://scihub.esa.int
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Figure 2. Refraction correction model. The axes in the figure are defined as follows: x is the satellite along-track direction
and z is the zenith direction. P1 and P2 represent the uncorrected and corrected photon positions, respectively, and O is
the incident point. θ1 and θ2 refer to the incident and refraction angles, and S and R represent the uncorrected and true
propagation distance in water, respectively.

First, we use the concepts of local mean sea level (LM) and sea level undulation (LU).
The LM is derived from the mean of high-confidence photons in the local area (1000 m)
and illustrates the average height of the local sea level. The LU is derived by fitting surface
photons of the same time tag and is used to reflect the current state of the sea level. As a
result of the wind, the tide, and other influences, the current surface does not precisely
match the local mean surface. The height difference between them is recorded as ∆H,
which refers to the wave height. When ∆H is positive, the undulation surface is higher
than the local mean surface.

Second, although the DBSCAN algorithm can distinguish signal points and noise
points, it cannot add other attribute information into the points [33,34]. Herein, seafloor–
surface photon separation must be undertaken before performing photon refraction correc-
tion. A proper threshold is key to discriminating between seafloor and surface photons,
and an inappropriate threshold would lead to many misclassifications. Ma indicated that
all photons with elevations below the local mean sea level minus three times the root
mean square wave height are identified as seafloor photons. However, due to the positive
wave height, many slightly lower water surface photons may be misclassified. As seafloor
photons are involved in the subsequent model training, the misclassification of lower
surface photons should receive more attention. Experimental tests found that setting the
threshold to the local mean sea level minus five times the root mean square wave height
can effectively reduce photon misclassification.

Third, in the refraction correction model proposed by Parrish, the incident angle of
the laser beam at the air–seawater interface is only related to the emitted altitude angle.
However, there are dynamic fluctuations in the sea surface, and the incident angle is affected
by both the altitude angle and sea-surface undulation. Thus, we use the tracking method
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to correct each seafloor photon position to eliminate these effects as much as possible. In
the present model, the difference between the seafloor photons and their corresponding
incident points in the along-track direction can be found strictly as ∆ = −S·sinβ, with β

and S representing the emission altitude angle and the uncorrected propagation distance
in water, respectively. This overcomes the inability of the photon-counting lidar to obtain
the coordinates of the incident points accurately [29]. Generally, β ranges from 0 to 2.0◦

and is only related to the orbit number. The photons on GT2L and GT2R are almost always
emitted vertically, whereas those on the GT1L and GT3R orbits, which are the farthest from
the reference orbit, have maximum β [35]. We can derive the sea-surface slope α and the
wave height ∆H in the along-track direction based on the current sea surface. The photon
incidence angle θ1 can be expressed as:

θ1 = α− β (1)

When the wavelength is 540 nm, the refractive index of seawater is 1.341, with a
35-PSU salinity, 20 ◦C temperature, and atmospheric pressure. These values are taken as
the default settings for n2 in seawater. Meanwhile, the refractive index of air, n1, is 1. The
refraction angle of seafloor photons can be expressed as:

n1 sin θ1 = n2 sin θ2 (2)

The refraction coefficient leads to variations in the refraction angle and the propagation
speed of the laser. For seafloor photons with a distance S not considering the change in
propagation speed, the true propagation distance R should be:

R = S
n1

n2
(3)

In the triangle OP1P2, according to the cosine theorem and simple geometric relation-
ships, the following equations are obtained:

P =
√

S2 + R2 − 2SRcos(α− β− θ2) (4)

Furthermore, using the cosine theorem and the relationship between the exterior
angles of the triangle, we can obtain

cos t =
S2 + P2 − R2

2SP
(5)

γ =
π

2
+ β− t (6)

Finally, the vector (∆x, ∆z) between the original position P1 and the corrected position
P2 of the seafloor photon can be solved critically:

∆z = P sinγ (7)

∆x = P cosγ (8)

We found that the seafloor photons feature different numbers of corrections in the x
and z directions, and the different errors have different effects on the photon positions. A
specific quantitative description is shown in Section 4.1.

Tidal correction is a necessary technical aspect of bathymetric remote-sensing inver-
sion. Performing tidal correction can eliminate inconsistent data acquisition time errors
and attribute the results to a uniform depth datum. This paper uses the TMD tidal model
for tidal correction presented in Table 1, and all the SDB results after tidal correction are
based on the mean sea level [36].
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Table 1. Detailed information on acquisition dates and tidal correction results. The ICESat-2 satellite
passed over the study area four times.

Data Acquisition Time Tide Height (cm)

Sentinel-2 24 February 2019 03:11:16 0.04
ICESat-2 22 October 2018 15:38:35 12.52
ICESat-2 22 February 2019 21:51:59 −42.79
ICESat-2 21 April 2019 06:58:16 6.52
ICESat-2 19 April 2020 13:37:23 17.9

2.2. Sentinel-2 Data Processing

The Sentinel-2 Level 2A product comprises bottom-of-atmosphere-corrected reflectance
data that are radiometrically calibrated and atmospherically corrected. De-glinting is re-
quired before these data can be used. A glint is a white streak along the edge of a wave
on the windward side of the nearshore environment and is typically seen as a very bright
spot on remote-sensing images. The method used in this paper was proposed by Hedley,
who found that the Fresnel reflections of water bodies are wavelength-independent. The
distribution of flares in the near-infrared band is linearly correlated with that in the visible
band [37].

In this study, because of its historical significance, simplicity, widespread utilization,
and good accuracy, we applied a classical empirical model, the log-ratio model (LRM), to
the Sentinel-2 MSI imagery. Using the preprocessed Sentinel-2 images with multiple bands
and the ICESat-2 bathymetric points (which were used as prior measurements to calculate
the relationship), the LRM was applied to generate the bathymetric map.

Stumpf proposed the classical SDB method in 2003, linking the above-water surface
remote-sensing reflectance ratio of blue and green bands to water depths [14]. The log-
transformed relationship between the ratio of a higher-absorption band and that of a
lower-absorption band was derived. Subsequently, a linear model can be developed using
this ratio and the retrievable bathymetry. This model can be expressed as follows:

Z = m1 ∗
ln(n ∗ R(λ1))

ln(n ∗ R(λ2))
− m0 (9)

where n, m1, and m0 are the empirical parameters; Z represents the water depth. Tradition-
ally, R(λ1) and R(λ2) correspond to the reflectance of the blue and green bands, respectively.
The empirical parameters are usually calibrated using in-situ bathymetric data.

3. Results

In this section, we present the results obtained using the methods and data described
above. Section 3.1 illustrates the results of ICESat-2 after modified DBSCAN algorithm
filtering and refraction correction [27]. Section 3.2 demonstrates the results of the Sentinel-2
de-glinting imaging, from which bathymetric data can be obtained. Section 3.3 shows the
bathymetric inversion results of the Yongle Atoll and the error comparison results with the
in-situ data near Ganquan Island.

3.1. Correction Results of ICESat-2

Figure 3 presents the results of the denoising using the DBSCAN algorithm. We
established the coordinate system to better display the detailed processing results, which
features the x-axis as the satellite along-track direction and the z-axis as the zenith direction.
The x-axis value is calculated from the aircraft velocity and photon time tag, whereas the
z-axis value corresponds to the photon WGS84 height. ICESat-2 acquired a large mass of
seafloor signals while passing through the middle area between Quanfu Island and Yinyu
Island (Figure 3a, corresponding to the purple area in Figure 1); the point-cloud denoising
results of this area are shown in Figure 3b. In Figure 3b, by comparing the high-confidence
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photon points (blue circle points) with the algorithm signal points (green points), we found
that the DBSCAN algorithm can effectively extract the seafloor signals.
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a green line. (b) explains the denoising results of the DBSCAN algorithm, in which the green and
red points represent the signal and noise, respectively; the points with blue circles represent the
high-confidence photons.

Figure 4 shows the results of the seafloor photon refraction correction. As a result
of the reset of the seafloor–surface photon separation threshold, a few surface photons
were misclassified as seafloor photons. The green dots represent the corrected underwater
photon positions and the red dots are the original photon positions. Figure 4a,b show
the results of photon correction using Parrish’s algorithm and Ma’s algorithm, respec-
tively [20,27]. Parrish treated the sea surface as a horizontal plane and considered the
seafloor photon position related to the laser beam’s refraction at the air–water interface. Ma
corrected the underwater photon propagation distance using the sea-surface undulation
and equated the incident angle to the mean sea surface slope. In this region, the maximum
depth obtained by the ICESat-2 was about 18.5 m, the mean value of sea-surface fluctuation
was 0.18 m, and the mean value of sea-surface slope was 8.2◦. Figure 4c shows the results
of the refraction correction in Section 2.1.
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Figure 4. Photon results from different refraction-corrected methods between Quanfu Island and Yinyu Island. Using the
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method, (b) Ma’s method, and (c) our method. In the figure, the surface and seafloor points are shown in blue and red,
respectively.
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3.2. Processing Results of Sentinel-2

In this study, Hedley’s method was used to remove the sunglint component of the
remotely sensed signal from visible-wavelength spectral bands. The image used for the
de-glinting was obtained after water bodies extraction (shown in Figure 5a).

Figure 5. (a) The sunglint in the Sentinel-2 L2A image around the Yongle Atoll. Panels (b,c) present the images before and
after de-glinting near Ganquan Island and Shanhu Island, respectively. Compared with (b), there are no noticeable white
stripes or bright spots in (c).

The area shown in the red box of Figure 5a includes Ganquan Island and Shanhu
Island, and the comparison before and after de-glinting is shown in Figure 5b,c.

Figure 5a features many sunglints in the image. The area shown in the red box in
Figure 5a is Ganquan Island, and many white stripes are apparent in nearshore environ-
ments before de-glinting. Compared with Figure 5b, the effect after de-glinting is displayed
in Figure 5c. The white stripes are reduced, the image is clearer, and the effect of sunglint
removal is good. After de-glinting, the image can be used in bathymetric modeling and
retrieval.

The refraction-corrected seafloor photons and flare-corrected multispectral data were
fed into the band ratios model; the linear band model and the band ratio model were
retrained. The gross errors were discarded according to the three-sigma criteria to ensure
the reliability of the model. Next, 70% of the samples were used for modeling. The
remaining samples were devoted to model testing, which was dedicated to testing model
errors and was not included in the modeling training. The maximum water depth of the
model was set to 18 m, which combined the ICESat-2 bathymetric performance and the
applicable range of the SDB method. When the depth was greater than the threshold, the
inversion error increased, and the reference significance was poor.

3.3. Results of the SDB Method

We applied the trained parameters of the band ratio model to the whole area and
obtained the bathymetric map of Yongle Atoll (Figure 6) and Ganquan Island (Figure 7). In
the vicinity of Ganquan Island, the orange box in Figure 1, the accuracy of the bathymetric
maps obtained was verified using in-situ data. Figures 7–9 elaborate on the results and
parameters of each model. In Figure 7, the spatial distributions of the in-situ points
(Figure 7a) and bathymetric maps derived (Figure 7b–e) near Ganquan Island are illustrated.
To further verify the accuracy of the estimation results, the error scatter diagram, R2, RMSE,
the regression line, and the regression equation between the retrieved water depths and
in-situ depths near Ganquan Island are illustrated in Figure 8. Similarly, the normalized
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residual results, the means, and the standard deviations of the four methods are displayed
in Figure 9. In Figure 8, for bathymetric points acquired using the four methods, the R2
are from 0.79 to 0.86 with a mean of 0.81, and the training RMSE (Root Mean Squared
Error) are from 1.48 m to 1.99 m with a mean of 1.69 m. The RMSE and R2 of Figure 8a are
worse than those of the other models, with a systematic bias (Figure 9a demonstrates that
their residuals do not conform to a normal distribution). These indicate that an accurate
water depth can be detected using our refraction correction method. Generally, our method
achieves better results compared to the other three methods in the Yongle Atoll.
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Figure 8. Error scatter diagrams of derived water depths and in-situ depths at Ganquan Island. The retrieved water depths
were obtained from different seafloor points: (a) uncorrected, (b) corrected using Parrish’s method, (c) corrected using Ma’s
method, and (d) corrected using our method. The red line is the 1:1 line, whereas the blue line corresponds to the regression
line. N is the number of in-situ points used to validate the retrieved bathymetric maps, with gross errors already discarded.
The regression equations of the different models are also included.
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(c) corrected using Ma’s method, and (d) corrected using our method.

4. Discussions
4.1. Error Analyses of Underwater Photon Position

The photon localization of ICESat-2 is a complex procedure influenced by several
factors, which can cause various errors. The causes of the positioning errors of land photons,
such as satellite clock difference, satellite orbit error, and atmospheric delay error, have
been discussed and corrected in detail. Through rigorous correction, photon coordinates
can be obtained accurately. However, to date, no exhaustive investigations have focused
on underwater photon positioning errors. Unlike surface or land photons, underwater
photons penetrate the water column and are thus affected by other factors [19,33]. We
classify the errors as follows.

The primary error is caused by the change in the propagation medium. A 532-nm
laser beam features different refraction indices in seawater and air, causing changes in
propagation speed and direction. The nonvertical incidence of the laser beam (as in the
vast majority of cases) is refracted at the air–seawater intersection, which satisfies Snell’s
law [38]. The second error refers to that arising from the current sea surface. The dynamic
fluctuations and slope of the sea surface, caused by natural effects such as wind, waves, and
tides, make it difficult to calculate the incidence angle and underwater distance accurately.
Finally, underwater photons cannot find their corresponding incident point coordinates
precisely because of the lack of signal waveform information in photon-counting lidars.
This also introduces errors.
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Overall, each error consistently makes the corrected photon water depth shallower.
For example, assume a seafloor photon with a 20 m water depth corrected by Snell’s law,
an incidence angle of 8◦, and a sea-surface fluctuation of 0.5 m. The above errors will offset
the photon by 2.07 m in the x-direction and by 0.61 m in the z-direction, with positive
values indicating the direction along the coordinate axis of Figure 2. When the vertical
accuracy requirement is not particularly high, the actual depth can be three-quarters of the
uncorrected bathymetry. As the footprint of the ICESat-2 spot is 17 m, all the corrections to
the horizontal direction can reasonably be ignored.

4.2. Potential Contributions and Limitations

The dataset in this study can benefit multiple applications across disciplines. First,
ATLAS features the ability to acquire lake bathymetry over small areas because of its
improved along-track sampling interval (0.7 m), footprint diameter (17 m), and horizontal
track spacing (narrowed to 2 km or less), which make it suitable for water estimations
over regionally dispersed areas [39]. The unique signal permeability of ICESat-2 makes
it suitable for studies in land–water interaction zones (e.g., Venice and Hawaii), which
reduces coordinate system conversion errors compared with those of traditional land–water
separation measurements [40,41]. Second, with the increasing density of the ICESat-2 data,
we can explore the global variability of lake water and deepen our understanding of the
water cycle. In addition, the SDB method, combined with multispectral and ICESat-2
data, is not only applicable to shallow seas and areas around islands; it is also essential for
hard-to-reach inland waters. The method can obtain high-precision regional bathymetry
values without in-situ measurements. This is beneficial for the conservation of ecological
diversity and is of significance for ecologically fragile areas, such as plateau lakes. In the
future, using ICESat-2 in combination with the to-be-launched Surface Water and Ocean
Topography mission satellite, global water bodies can be further probed, providing a
comprehensive global capability for bathymetric mapping.

The method proposed in the paper features a few limitations. First, the measured
depth of the method is influenced by the water clarity. Parrish analyzed the ATLAS’s depth
penetration capability using Visible Infrared Imaging Radiometer Suite (VIIRS) Kd (490)
data for four project sites, and found that the maximum depth mapping performance of
ATLAS was nearly 1 Secchi in depth [20]. In case II water areas, the maximum depth of
bathymetry derived from ICESat-2 is limited. Second, the method is not applicable to
non-shallow water areas. The satellite-derived bathymetry method is only applicable to
shallow water areas such as around islands and coastal zones. The accuracy of projected
bathymetry declines when the detected water depth exceeds 20 m, which can reduce the
availability of data.

5. Conclusions

In this study, we developed a refraction correction method taking into account sea-
surface undulation to produce accurate bathymetric photons and mapped the bathymetry
pattern of the Yongle Atoll by coupling high-precision photons from ICESat-2 and high-
resolution Sentinel satellite imagery. Various refraction correction methods were used to
compare the airborne LiDAR bathymetry data to verify the correctness and reliability of our
novel method. The experimental results illustrate that the proposed refraction correction
method could efficiently improve the accuracy of nearshore bathymetry with an RMSE of
1.48 m and R2 of 0.86. These provide important evidence of the reliability of ICESat-2’s
bathymetric performance in the case of Ganquan Island. The weaker performance of
the bathymetry results using uncorrected photons showed that subsequent corrections
of the raw seafloor data could positively contribute to the accurate prediction of water
depth. However, there is no area with both in-situ measurements and ICESat-2 trajectories
because of a lack of data. In our future research, we will devote ourselves to finding an
ideal study area in which to evaluate refraction correction directly. In the future, we will
quickly and accurately acquire underwater topographic features in shallow-water areas
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using the underwater signal points of ICESat-2 and massive multispectral data using the
SDB method.
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