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Abstract: Land cover/land use (LCLU) is currently a very important topic, especially for coastal
areas that connect the land and the coast and tend to change frequently. LCLU plays a crucial role in
land and territory planning and management tasks. This study aims to complement information on
the types and rates of LCLU multiannual changes with the distributions, rates, and consequences of
these changes in the Crozon Peninsula, a highly fragmented coastal area. To evaluate the multiannual
change detection (CD) capabilities using high-resolution (HR) satellite imagery, we implemented
three remote sensing algorithms: a support vector machine (SVM), a random forest (RF) combined
with geographic object-based image analysis techniques (GEOBIA), and a convolutional neural
network (CNN), with SPOT 5 and Sentinel 2 data from 2007 and 2018. Accurate and timely CD is
the most important aspect of this process. Although all algorithms were indicated as efficient in
our study, with accuracy indices between 70% and 90%, the CNN had significantly higher accuracy
than the SVM and RF, up to 90%. The inclusion of the CNN significantly improved the classification
performance (5-10% increase in the overall accuracy) compared with the SVM and RF classifiers
applied in our study. The CNN eliminated some of the confusion that characterizes a coastal area.
Through the study of CD results by post-classification comparison (PCC), multiple changes in LCLU
could be observed between 2007 and 2018: both the cultivated and non-vegetated areas increased,
accompanied by high deforestation, which could be explained by the high rate of urbanization in the

peninsula.

Keywords: remote sensing; machine learning; GEOBIA; CNN; land cover/land use; SPOT 5; Sentinel
2; change detection

1. Introduction

Coastal zones are the shores of seas or oceans. Today, nearly half of the world’s
population lives in coastal regions where multiple activities are developed [1]. Over the last
century, coastal zones throughout the world have undergone major changes related to a
significant influx of the population. Coveted, densely populated, and exploited by human
societies, coastal zones are therefore subject to significant pressures that generate territorial
dynamics and changes in land cover/land use (LCLU). LCLU is al-ways influenced by
human actions and environmental features and processes, and it mediates the interactions
of these two factors. This means that land use changes are primarily due to human actions,
which are associated with economic development, tech-neology, environmental change,
and especially, population growth, which usually has parallel rates to land use change [2,3].
However, traditional methods require direct observations in the field; usually, they are not

Remote Sens. 2021, 13, 3899. https:/ /doi.org/10.3390/1s13193899

https:/ /www.mdpi.com/journal/remotesensing


https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com
https://doi.org/10.3390/rs13193899
https://doi.org/10.3390/rs13193899
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3390/rs13193899
https://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/article/10.3390/rs13193899?type=check_update&version=1

Remote Sens. 2021, 13, 3899

2 0f 23

only ineffective, expensive, time-consuming, and labor intensive but are also limited on
the local scale. Hence, remote sensing with analysis techniques is highly recommended,
and there has been an in-creasing demand for LCLU studies since the first launch of Earth
observation satellites in 1972 with Landsat-1. Since that time, the monitoring and mapping
of LCLUs over large areas and in a consistent manner has been made possible with Earth
observation (EO) data, and detection of these changes by EO data is necessary for the
better management of territory and resources. Moreover, each new generation of satellite
equipment increases the resolution of sensors that collect high spatial resolution data
for LCLU mapping and monitoring [4]. Since high-resolution satellite images are now
available, land cover change mapping and monitoring at the landscape or local scale have
been developed at a high rate of speed [5-7].

Several national and international organizations have produced regional land change
maps that represent a location on a single date (e.g., CORINE Land Cover 2000 in Europe),
with Landsat observations acquired in a target year interval (e.g., 1-3 years). Some pro-
grams repeat land cover mapping periodically (e.g., NLCD 2001/2006/2011 in the United
States and CSBIO in France) to allow the observation of the changes. The local accuracy of
these global or national land cover maps generated from coarse spatial resolution data is
low, especially in regions with fragmented land covers [8].

At the same time, for studies at larger scales, satellite data have been used to mon-
itor LCLU changes worldwide in various fields of research, such as mapping cropland
conversions [9], monitoring urbanization and its impacts [10-12], monitoring deforesta-
tion [13-17], evaluating the environment [18-20] and biodiversity losses, and examining
the influence of LCLU on climate change [21]. Nonetheless, all types of land use might
lead to detrimental impacts and effects in many fields: for example, the abandonment
of agricultural land without restoration is linked to a specific set of problems, including
landscape degradation and an increased risk of erosion [4]. These irreversible impacts
of LCLU change have significantly increased in recent decades, and so the mapping and
monitoring LCLU is very important as the first step in the study and management of this
phenomenon.

In recent years, given the importance of LCLU changes and the increasing availabil-
ity of open-access archived multitemporal datasets, many methods for analyzing and
mapping LCLU changes have been developed. The diversity of algorithms for studying
LCLU changes was also determined by the diversity of remote sensing sensor types (e.g.,
multispectral, hyperspectral, and SAR). Among the most commonly used satellite images
in change detection (CD) studies are multispectral images due to the diversity of the types
of sensors used to collect the data and the high temporal resolution of datasets for this
type of study. For example, Wang et al. 2018 [22] conducted a study in a coastal area of
Dongguan City, China, using SPOT-5 images acquired in 2005 and 2010. In this study, a
scale self-adapting segmentation (SSAS) approach based on the exponential sampling of a
scale parameter and the location of the local maximum of a weighted local variance was
proposed to determine the scale selection problem when segmenting images constrained
by LCLU for detecting changes. Tran et al. 2015 [23] conducted a study in coastal areas of
the Mekong Delta on changes in LCLU between 1973 and 2011 from Landsat and SPOT
images. The supervised maximum likelihood classification algorithm was demonstrated
to provide the best results from remotely sensed data when each class had a Gaussian
distribution. Guan et al. 2020 [24] studied a CD and classification algorithm for urban
expansion processes in Tianjin (a coastal city in China) based on a Landsat time series from
1985 to 2018. They applied the c-factor approach with the Ross Thick-LiSparse-R model to
correct the bi-directional reflectance distribution function (BRDF) effect for each Landsat
image and calculated a spatial line density feature for improving the CD and the classifica-
tion. Dou and Chen 2017 [25] proposed a study in Shenzhen, a coastal city in China, from
Landsat images using C4.5-based AdaBoost, and a hierarchical classification method was
developed to extract specific classes with high accuracy by combining a specific number of
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base-classifier decisions. According to this study, the landscape of Shenzhen city has been
profoundly changed by prominent urban expansion.

In addition, in recent decades, remote sensing techniques have progressed, and many
methods, such as machine learning, have been developed for LCLU change studies, such as
support vector machines (SVMs), random forests (RFs), and convolutional neural networks
(CNNs). Nonparametric machine learning algorithms such as SVM and RF are well-known
for their optimal classification accuracies in land cover classification applications [26-28].
These algorithms have significant advantages and similar abilities in classifying multitem-
poral and multisensor data, including high-dimensional datasets and improved overall
accuracy [29,30]. The accurate and timely detection of changes is the most important aspect
of this process. Moreover, CNN, a more recently developed but well-represented deep
learning method, allows the rapid and effective analysis and classification of LCLUs and
has proven a suitable and reliable method for accurate CD in complex scenes. Although it is
more recent, many studies have made use of this method. Wang et al., 2020 [31] proposed a
new coarse-to-fine deep learning-based land-use CD method. In this study, several models
of CNN well-trained with a new scene classification dataset were able to provide ac-curate
pixel-level range CD results with a high detection accuracy and reflect the changes in LCLU
in detail. In another study of Han et al., 2020 [32], a weighted Demptster-Shafer theory
fusion method was proposed. This method achieved reliable CD results with high accuracy
using only two very high-resolution multitemporal images by generating object-based CD
through combining multiple pixel-based CDs.

At the same time, in the Pays de Brest, which the Crozon Peninsula is part of, a category
of LCLU has been studied through shallow machine learning algorithms. Niculescu et al.
2018 [33] and Niculescu et al. 2020 [34] applied the algorithms of rotation forest, canonical
correlation forests and random forest (RF) with satisfactory results for the classification of
the different categories of land cover (vegetation) of the peninsula, as well as the summer
and winter crops from the synergy of optical and radar data from the Sentinel satellite.

LCLU changes in coastal areas have been studied with machine learning algorithms
in different environments. Munoz et al 2021 [35] analyzed the coastal wetland dynamics
associated with urbanization, the sea level rise and hurricane impacts in the Mobile Bay
watershed since 1984. They developed a land cover classification model with CNNs and a
data fusion (DF) framework. The classification model achieved the highest overall accuracy
(0.93) and f1-scores in the woody (0.90) and emergent wetland classes (0.99) when those
datasets were fused into the framework.

More methodological work on the application of CNNs for CD was conducted by
Jing et al. 2020 [36]. In this study, a CD method was proposed that combines a multiscale
simple linear iterative clustering-convolutional neural network (SLIC-CNN) with stacked
convolutional auto encoder (SCAE) features to improve the CD capabilities with HR
satellite images. This method uses the self-learning SCAE architecture as the feature
extractor to integrate multiscale, spectral, geometric, textural and deep structural features
to enhance the characteristics of ground objects in images.

Machine learning methods were combined with Object-based Image Analysis (OBIA)
techniques by Jozdani et al., 2019 [37] for urban LCLU classification. The multi-layer
perceptron model led to the most accurate classification results in this study. However, it
is also important to note that GB/XGB and SVM produced highly accurate classification
results, demonstrating the versatility of these ML algorithms.

In this work, we aimed to study multiannual changes of LCLU in the Crozon Peninsula,
an area that has mainly been marked by conversion between three types of LCLU: cropland,
urban, and vegetation, in recent years, especially from 2007 to 2018. The challenge of this
research was to deal with multiannual changes of a coastal area with different shapes
and patterns by combining machine learning methods with PCC. To improve the CD
capabilities using high-resolution satellite images, we implemented three remote sensing
machine learning algorithms: SVM, RF combined with GEOBIA techniques, and CNN with
SPOT 5 and Sentinel 2 data from 2007 and 2018, all effective and valid data sources. An
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evaluation of these three advanced machine-learning algorithms for image classification
in terms of the overall accuracy (OA), producer’s accuracy (PA), user’s accuracy (UA),
and confidence interval was conducted to more precisely detect the type of multiannual
change.

2. Study Area

The study area, the Crozon Peninsula canton south of the Landerneau-Daoulas canton,
is located on the west coast of France in the Pays de Brest, Department of Finistere and the
region of Brittany (Figure 1).

Sentinel 2 data in 2018

GPS Point for ground truth filed research

Crozon Peninsula with the south of Daoulas, Le Faou Finistéere department France

Figure 1. Location of the study area, including the Crozon Peninsula and two bordering regions, located in Pays de Brest,
Finistere, Brittany, France, with the RGB band combination for Sentinel 2 (2018) and the location of the ground truth field

research.

It covers a land area of 365.4 km? that extends between latitudes 48° 10’04” N and
48° 2128" N, longitudes 4°02'44” W and 4°38'37" W. The Crozon Peninsula is a sedimen-
tary site with contrasting topography and contours that separate the Bay of Brest and the
Bay of Douarnenez. The region is a mosaic of cliffs, dunes, moors, peat bogs, and coastal
wetlands. The peninsula thus presents phytocenetic, faunistic, and landscape interests. The
population of the study area is 29,893; this makes the population density approximately
81.6 per km?. The topography of the Crozon Peninsula is mostly dominated by plains,
except for hills in the east and northeast, and the elevation of the area ranges between 0 m
and 300 m. Climatically, the study area is classified as type Cfb (temperate oceanic climate)
according to the Koppen climate classification. On average, the Crozon Peninsula reaches
1208 mm of precipitation per year, and the annual average temperature is 12.2 °C. The
land cover is characterized by forest, shrubs, and grasslands, which are mostly in the west,
urban areas, cropland (including mainly corn and wheat) and meadow.

Traditionally, the majority of local people practice agricultural or related activities
in the Finistére Department, in which 57% of the department’s surface is devoted to
agricultural use. However, the French National Defense provides more than half of the em-
ployment in the Crozon Peninsula; hence, other activity sectors (e.g., agriculture, industry,
construction and commerce) are proportionally less important.

Nevertheless, the land cover was actually in sharp transition in our study area between
2008 and 2018, with the peninsula especially marked by an increasing service and commerce
sectors. Therefore, the study area was chosen as a typical ideal case to study land cover
changes.
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3. Data

Operable high-quality cloud-free satellite images in this area are extremely rare due to
the annual high-intensity rainfall and, hence, heavy cloud cover. Despite these limitations,
three cloud-free images from two dates in 2007 and 2018 with the same scene area were
acquired from either the SPOT or Sentinel platforms to study land cover changes in the
study area during the summer, which is the growing season for crops (Table 1).

Table 1. Satellite images used in the study.

Date Satellite Spectral Bands Spatial Resolution
2 July 2007 SPOT-5 Green, Red, Near-infrared 10m rezsgl?npled to
Iy 1, 2 (Blue), 3 (Green), 4 (Red), 5, 6, 7,
24 June 2018 Sentinel-2B 8 (Near-infrared), 8A, 9, 10, 11, 12 10 m
24June2018  Sentinel-2p 172 (Blue), 3 (Green), 4 (Red), 5,6, 7, 10 m

8 (Near-infrared), 8A, 9,10, 11, 12

First, a SPOT-5 satellite image was obtained from the early summer of 2007. SPOT-
5 was the fifth satellite in the SPOT series of CNES (Space Agency of France). It was
launched in 2002 and completed its mission by the end of 2012. It provided very high
spatial resolution (2.5 m in the panchromatic band and 10 m in the multispectral band)
and wide-area coverage satellite images with a revisit frequency of 2 to 3 days [38]. The
multispectral SPOT-5 image downloaded from the ESA was obtained by merging the 2.5 m
panchromatic band and the 10 m multispectral band, resulting in the spatial information
of the image being identical to the information observed with the panchromatic sensor
(earth.eas.int).

Second, Sentinel-2 is an imaging mission that operates in the frame of the Copernicus
(ex-GMES Global Monitoring for Environment and Security) program, which is imple-
mented by the European Commission (EC) and the European Space Agency (ESA). The
twin Sentinel-2 satellites (2A and 2B) deliver continually polar-orbiting; multispectral;
high-resolution (10 m spatial resolution for B2, B3, B4, and BS; 20 m for B5, B6, B7, B8a,
B11, and B12; and 60 m for B1, B9, and B10); high revisit frequency (10 days of revisit
frequency for each satellite and a combined revisit frequency of five days); wide-swath; and
open-access satellite imagery [39]. Two level 2A atmospheric effect-corrected Sentinel-2
images of the same date in the middle of the summer in 2018 were acquired from Theia
(catalog.theia-land.fr); a mosaic was then created by combining two images to cover the
whole study area, and four spectral bands at a 10 m resolution (red, green, blue, and
near-infrared) were extracted for further use.

For the purpose of land cover identification at the sample selection step, we also
used Google Earth and RPG (Graphic parcel register) maps and a French database with
agricultural parcel identification as the reference data, complemented by observation and
survey in the field when necessary.

4. Methods

The methodology of this paper is detailed in three main parts as follows: prepro-
cessing, image processing, and postprocessing. Three satellite images of two dates were
processed in QGIS (SAGA, Grass, OrfeoToolbox7.3.0), eCognition 9.5 and 10.0. A flow
chart of the proposed global methodology and details of the CNN are displayed below
(Figures 2 and 3).
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Figure 3. Detailed CNN methodology.

4.1. Image Preprocessing
4.1.1. Study Area Extraction

After satellite image acquisition, a mosaic of the two images of the same date in 2018
was created to cover the whole study area. Then, the boundary of the Crozon Peninsula
and south of Landerneau-Daoulas were used to extract our area of interest by applying
subsets to raw images to reduce the image size, processing time and storage space.

4.1.2. Vegetation Indices Calculation

The vegetation index is a qualitative and quantitative evaluation of vegetative cover
and growth dynamics using spectral band measurements, which have been proven to have
better sensitivity than individual spectral bands in identifying vegetated areas or different
vegetation types and evaluating the vegetative cover density [40,41].

Due to the different spectral bands used and their ratios, the results are also different,
not only because the reflectance of vegetation to the electromagnetic spectrum is determined
by the chemical and morphological characteristics of the surfaces of the organs or leaves of
the plants [42,43] but also because the values are heavily influenced by the atmosphere,
sensor calibration, sensor viewing conditions, soil moisture, soil color, and brightness [41].

For this reason, different indices highlight different specific properties of vegetation
features, and thus, more than 100 vegetation indices have been developed by scientists for
various purposes and specific applications. Three of these were utilized in our study.

e The normalized difference vegetation index (NDVI), the most known and widely
used vegetation index, was proposed in 1973 by Rousse et al. [44]. This index is a
normalized ratio between the red and near-infrared spectral bands, as follows:
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NIR — RED
NDVI = NIR + RED M

Although the NDVI is widely used in research related to regional or global vegetation
monitoring, some limitations remain, such as a sensitivity to the effects of soil brightness,
soil color and a series of atmospheric effects [43].

e  The green normalized difference vegetation index (GNDVI), the index proposed in
1996 by Gitelson et al. [45], is very similar to the NDVIL; nonetheless, it considers the
green spectral band an instance of red, and the expression is as follows:

NIR — Green
GNDVI = NIR + Green @)

The GNDVI is proven to be more sensitive to chlorophyll than the original “red” band
and enabled a precise estimation of the pigment concentration [45].

e  The Enhanced Vegetation Index 2 (EVI2), the two-band index, was developed by Jiang
et al. in 2007 [46] as an adaptation of the enhanced vegetation index (EVI) that was
designed to improve on its sensitivity in high biomass regions while minimizing the
soil background signals and atmospheric influences. However, since the role of the
blue band in the EVI only reduces noise, the EVI2 was developed without the blue
band to maintain the soil-adjustment and linearization functions in the EVI but to
break through its limit to sensor systems [46]. The index is expressed as follows:

N—-R
EVI2 =250 7R 11 ®)

After calculating the three vegetation indices, we created an image stack with the
original spectral bands and all of the indices for image processing.

4.2. Image Processing
4.2.1. Shallow Machine Learning Methods (SVM and RF)

In this study, supervised object-based classification was performed on two image
stacks of two different years. Segmentation was applied first, followed by two nonpara-
metric machine learning algorithms. SVM and RF were trained and applied in this step.

Multiresolution Segmentation (MRS)

Segmentation is the first processing step of object-oriented image analysis. MRS is
one of the most successful region-based segmentation algorithms [47] and is based on
homogeneity by extracting meaningful image objects with a reasonable processing speed.
At the same time, the texture, color, form, spectra, and sizes of objects are accounted for [48].
The process starts by considering each pixel as an individual object; afterwards, pairs of
adjacent image objects are merged to form larger segments [49]. The scale, compactness,
and shape are the main parameters of the merging decision of the algorithm. Among the
three parameters, the scale parameter allows users to define the maximum standard devia-
tion of the heterogeneity used for image segmentation controlling the amount of spectral
variation within objects and the size of their results [47,50]. There are two compositions
of homogeneity criteria, which are the weight of the shape criterion and the compactness
criterion [51]. The shape parameter is a weighting between the shape and the spectral
information of the objects. When the parameter is 0, only color is considered. Then, the
higher the value, the more important the shape is. The compactness parameter defines
the weight of the compactness criterion, which represents the compactness of the objects
formed during segmentation. The higher the value, the more compact objects are [51].

In this study, the scale, compactness, and shape parameters used were assigned as
follows: 10, 0.1, and 0.3, respectively. The selection of the parameters was completed on a
trial-and-error basis.
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Sample Selection

Supervised methods were performed in our research, of which the goal was to build a
concise model of the distribution of class labels in terms of the predictor features [52]. In
contrast to the unsupervised methods, users are able to provide knowledge and experience
to the process with these methods. Sample selection is an indispensable step in training
machine-learning models using supervised methods. In this study, all of the samples
presented in Table 2 were selected manually with Google Earth, an RPG (Graphic parcel
register) map, and ground truth as the reference data, and the ground truth values were
taken during a field survey with a Global Positioning System (GPS) in August. The samples
were then used to train two classifiers in the next step.

Table 2. Training samples surface area for SVM and RF model training in 2007(2a) and 2018(2b).

Class Area surface of training samples (km?)
Cropland 13.68
Cropland with bare soils 18.18
Water 00.39
Vegetation 35.61
Non-vegetation 03.86
Total 71.72
2a
Class Area surface of training samples (km?)
Cropland 11.76
Cropland with bare soils 17.75
Water 00.14
Vegetation 41.08
Non-vegetation 07.69
Total 78.42
2b

SVM Classification

SVM, also called the Support Vector Network, is one of the most robust and frequently
used supervised nonparametric statistical machine-learning methods. It is capable of
generating good classification results with a simple training dataset in comparison to many
supervised learning methods [53]. Originally, SVM was a learning machine with the aim
of solving a binary classification problem [54]. SVM is capable of handling two different
cases: when the classes are linearly separable, the machine seeks a linear decision boundary
called a hyperplane that minimizes the generalization error and leaves the greatest margin
between the two classes [55]. In contrast, in the case of nonlinearly separable classes, a
method of projecting the input data onto a high-dimensional feature space with kernel
functions was proposed, which worked in such a way that the problem is transformed into
a linear classification problem in that space [54,55].

Some multiclass classification methods were developed for cases in which this initially
two-group classification learning machine faces a multiclass problem. The most commonly
used strategies are described as “one against one” and “one against all.” Traditionally, SVM
has always been considered to be a pixel-based classification method, and it always obtains
great classification results in this way [56—-60]. However, some studies have proven that
SVMs can also produce very satisfactory results as object-based classifiers [61-63], which
involves spectra, texture, form and shape information [64]. Therefore, the SVM is tested
and evaluated as an object-based classifier in this paper. In this method, segmentation was
previously completed [64].

The training and classification of the SVM module are applied using ECognition
software with a radial basis function (RBF) kernel. The SVM kernel is a set of mathematic
functions for taking sequence data as the input and then transforming them into the
required form of processing data. This function can transform a non-linear problem into a
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linear equation in a higher-dimensional feature space. RBF, a very effective and accurate
kernel type, is capable of performing the transformation with the radial basis method
in the case of lack of prior knowledge about the data [65,66]. Furthermore, the module
was executed with 10 as its capacity constant, also called the c-parameter, with the aim
of minimizing error function and avoiding a misclassification problems. The higher the
c-parameter value, the smaller-margin hyperplane the optimizer looks for [51].

RF Classification

Other than the SVM and most classifiers, RF is a combination of multiple tree-based
classifiers to produce a single classification, an ensemble of decision trees, where each
single tree contributes a vote for the assignment of the most popular class to the input
data [55,67-69].

This type of ensemble method has been highly developed and used for two decades
and has been proven to make significant progress in the classification accuracy for land
cover classification. In particular, RF can address thousands of input data without variable
deletion and estimates the importance of the variables in the classification [55,68,70-72].

The RF classification requires two important user-defined parameters to train the
model: Two parameters are set on a trial-and-error basis: the number of decision trees
grown in the forest; decision trees are capable of contributing a prediction then voting
for the final model’s prediction; this parameter was set to 300 and 200 for 2007 and 2018,
respectively. In addition, the maximum tree depth, which means the length of each tree in
the forest; generally, a larger tree can capture more information about the data with the
more splits it has; this parameter was defined as 20 for both years.

4.2.2. Deep Learning Method (CNN)

As a subset of machine learning, the CNN was inspired by the functioning of the
nervous system of the human brain; it utilizes artificial neural networks (ANNSs) but has
multiple layers. CNNs are mainly designed for image classification [73,74]. They are well-
suited for solving complex problems and recognizing image objects with revolutionary
accuracy levels that none of the other machine learning approaches have yet achieved [51].
The CNN implemented in eCognition is based on the Google TensorFlow library.

It has an input layer that consists of an image patch, at least one hidden layer, and
an output layer where the classified output has a unit for each class that the network
predicts. Images as input layers must go through multiple hidden layers for the output to
be obtained (Figure 4).

5 Class units
32 feature maps

— 32 feature maps ) ,’:I
B o— /B
Convolution (e | e :44 — - o

Kernel size : 3x3 Max o L 1] e f - ’:‘

:J peciing Izionvolution T Ma.x ) ":

Samile paich s Kern;’:;lle : pooling E

10x10 pixel | 1 |

Input ! Hidden layer 1 I Hidden layer 2 | Output

Figure 4. CNN model proposed and used for the classification of images from 2018 in the study.
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Generating Labeled Samples

The training of a CNN model requires a large number of samples because with a
larger training sample, a better model is trained, and a higher accuracy level can be
achieved [73,74]. All of the training data in this study were prepared manually to obtain
better accuracy. For years between 1960 and 1980, the samples in the form of points were
automatically and evenly selected in QGIS by random selection for the purpose of avoiding
bias. We then categorized all of the points manually into five distinct classes and created
sample patches by including all of the pixels that surround each point for the model
training. The algorithm then shuffled the labeled sample patches and created a random
sample order for training [51].

Model Generation

Two models were created separately for 2007 and 2018. Each model had two hidden
layers, a kernel size for the convolution, which is a matrix used to extract the features from
the image, a number of feature maps, defined as the output activations for one filter applied
to the previous layer, and a max-pooling step that can significantly reduce the number of
units by keeping only the maximum response of several units from the first stage [51]. For
the processing of the 2007 images, the batch size, the number of training examples utilized
in one iteration, was set to 32, the kernel size was assigned to be 3 x 3 with 64 feature maps
in the first hidden layer, and the second hidden layer had a kernel size and feature map
of 4 x 4 and 64, respectively. For the 2018 images, the batch size was set to 10, and both
hidden layers were assigned 3 x 3 and 32 for the kernel size and number of feature maps,
respectively. Both hidden layers of the two models contained a max-pooling stage using a
2 x 2 filter. Then the two models were trained based on the trial-and-error method, with a
learning rate of 0.001. After obtaining a satisfactory CNN accuracy, the two models were
validated and used to produce the classification of two satellite images, from 2007 and 2018
separately.

4.3. Image Postprocessing
4.3.1. Accuracy Assessment

The accuracy assessment, a principal component of land cover classification, is used
to express the classification’s degree of agreement with reality [75-77]. The accuracy assess-
ment statistics of the classifiers (SVM, RF and CNN), based on confidence intervals [78],
were calculated for each method and each class to check the model training and classi-
fication quality by comparing the classification with the reference values. The accuracy
assessment used in this study included three indices: the overall accuracy (OA), the pro-
ducer’s accuracy (PA) and the user’s accuracy (UA) —which are among the best-known
and most highly promoted quantitative accuracy assessment metrics for the evaluation of
classification quality or for comparisons among different classifications.

The OA is the probability that something will be correctly classified by a classifier. It
is computed by dividing the total number of correct pixels by the total number of pixels in
the error matrix [76-79]. The PA is a measure of errors of omission; it refers to instances in
which something is erroneously excluded from consideration when it should have been
included. On the other hand, the UA measures the error of commission, which refers
to something that is erroneously included for consideration when it should have been
excluded [80-82].

The indices of the accuracy assessment were generated with an algorithm from Olofs-
son based on the confidence interval. Therefore, all indicators presented in the tables are
followed by an uncertainty rate. A higher uncertainty signifies that a larger accuracy rate
can vary; in contrast, a small uncertainty represents a relationship with a certain accuracy.

4.3.2. Post-classification Comparison

To analyze the land cover changes between 2007 and 2018, a PCC was performed
with the semi-automatic classification plugin on QGIS. The open-source plugin allows two
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classified images to be taken as the input (a new map and a reference map), then creating
an overlap of these images to cross the data at the pixel level and differentiating the land
cover changes according to the differences between the two maps. As the output, a change
layer is created, and there is also a table that shows how the pixels move between the
classes.

5. Results
5.1. Comparison of Classifiers

The classification results of the three methods for the two years are presented in
Figure 5. The five classes detected in the classification process were cropland; cropland
with bare soil; water; vegetated area; and non-vegetation, including urban area, sand, and
rocks. Although some differences might exist, generally, the vegetation, non-vegetation,
and cropland could be well-identified from different maps, which are globally identical.
The vegetation is located in the south and east, with some vegetation near the coastlines,
similar to the most important urban areas. In contrast, all of the cropland is in the interior
of the peninsula.

2007 2018

Cropland

Cropland with bare soils
. Water

B Vegetation

B Non-Vegetation

Figure 5. Classification results with SVM, RF, and CNN.

To make better comparisons possible, each accuracy assessment in this paper is split
into two tables, which are the training accuracy and validation accuracy, allowing for
cross-validation to avoid the problem of overfitting or underfitting. The training accuracy
was computed and used to improve the model performance and classification quality
during the classification processing based on the training dataset; otherwise, the validation
accuracy was used with the validation data to evaluate each model’s final prediction.

According to Tables 3 and 4, all of the accuracy indices range from 70% to 90%, and
the two tables are very similar. Although the training accuracy is slightly higher and
more certain (approximately 2-6%), it suggests a good performance and good training
of all three models, a strong level of agreement, and a high level of reliability. Beyond
that, it is worthwhile to note that the CNN demonstrated better potential (approximately
1-12% higher in accuracy) for the classification of land cover monitoring than RF and SVM
in both years, and it is the most stable and certain method, given its low uncertainty of
approximately 1.50 for training accuracy and 3.50 for validation accuracy in comparison
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with the other methods. In general, the 2007 images have better accuracy indicators and
lower uncertainty rates than the 2018 images, and RF achieved better accuracy and lower
uncertainty in the 2007 images than in the 2018 (e.g., 80.23 £ 03.87% and 70.51 & 08.38% for
2007 and 2018, respectively, in the validation accuracy assessment), which is the opposite
of SVM (e.g., 77.03 & 04.36% and 78.14 & 06.40% for 2007 and 2018, respectively, in the
validation accuracy assessment). The most reasonable explanation is that the 2018 images
have a rougher resolution than the 2007 images, and so fewer pixels are present in each
segment, and since the SVM needs fewer samples and pixels to train the model, it achieved
a better performance with the 2018 images.

Table 3. Training overall accuracy (%).

Methods 2007 2018
RF 82.72 £ 01.79 76.78 + 03.40
SVM 77.17 £ 02.20 81.14 £ 03.18
CNN 89.15 £ 01.36 83.16 £+ 01.64
Table 4. Validation overall accuracy (%).
Methods 2007 2018
RF 80.23 + 03.87 70.51 + 08.38
SVM 77.03 £ 04.36 78.14 + 06.40
CNN 83.11 £ 03.27 79.85 + 03.58

The PA and UA of each class with the three methods in both years are listed in
Tables 5 and 6. Table 5 presents the satisfactory training accuracy of both models (approxi-
mately 70-90%, with a few acceptable exceptions, such as cropland, which has PA and UA
values of approximately 40-50%), which indicates that the three models used in the classifi-
cation: SVM, RE, and CNN, were generally well-trained. Even though the training accuracy
and the validation accuracy are constantly approximate, as shown in Tables 3 and 4, the
training accuracy is very slightly more accurate and certain than the validation accuracy
(approximately 1-10% higher). This suggests a slight overfitting problem in the models.
Overfitting, which can be revealed when the training accuracy is significantly greater than
the validation accuracy, occurs when the model for the classification is too close and too
well-adapted to the training data, in such a way that it is not capable of processing and
fitting additional data or making a proper prediction for global images. Nevertheless, the
presence of the overfitting problem is not an important obstacle in our study because the
differences between the training and validation accuracies are acceptable (between 1%
and 10%). Additionally, the validation accuracy always has a higher uncertainty, which
indicates that the real accuracy rate may vary to a large extent.



Remote Sens. 2021, 13, 3899 13 of 23

Table 5. Training producer’s accuracy and user’s accuracy by class.

Land Cover Types 2007 2018
RE PA 66.45 + 08.68 RE PA 78.89 + 04.48
UA 40.92 + 03.90 UA 4371 + 04.21
PA 46.06 + 06.58 PA 69.91 + 04.74
Cropland SVM UA 51.31 + 04.79 SVM UA 59.83 + 05.09
PA 79.88 + 04.53 PA 71.78 + 04.62
CNN UA 7525+ 0486 NN UA 71.34 % 05.06
RE PA 4634 + 04.75 RF PA 35.77 + 05.33
UA 98.79 + 01.06 UA 91.89 + 02.65
Cropland (with SUM PA 36.15 + 03.54 SUM PA 5223 + 07.21
Bare Soil) UA 96.73 + 01.75 UA 94778 + 02.08
PA 9224 + 02.15 PA 86.54 + 02.51
CNN UA 9299 £0209  CNN UA 84.72 + 02.97
PA 100 PA 100
RF UA 41.18 + 16.54 RF UA 100
PA 58.75 + 48.12 PA 100
Water area SVM UA 7222 + 20.69 SVM UA 100
PA 100 PA 100
CNN UA 100 CNN UA 71.43 + 33.47
RE PA 91.50 + 00.73 RE PA 63.40 + 06.00
UA 89.59 + 02.24 UA 88.56 + 02.22
Vegetation (except ¢+ PA 94.93 + 00.61 SUM PA 65.04 + 06.45
crop) UA 78.32 + 02.61 UA 85.26 + 02.30
NN PA 92.45 + 01.39 NN PA 87.58 + 01.87
UA 90.54 + 01.90 UA 85.81 + 02.03
RE PA 81.79 + 06.72 RE PA 98.22 + 00.52
UA 8214 + 05.36 UA 77.87 + 05.21
. PA 3873 + 08.16 PA 98.99 + 00.39
Non-vegetation SVM UA 81.71 + 05.73 SVM UA 80.38 + 04.83
PA 70.71 + 06.62 PA 68.08 + 05.64
CNN UA 92.99 + 04.06 CNN UA 84.29 + 04.92
Table 6. Validation producer’s accuracy and user’s accuracy by class.
Land Cover Types 2007 2018
RE PA 49.63 + 14.63 RE PA 88.71 + 06.54
UA 3827 + 07.48 UA 54.01 + 08.35
PA 4321+ 12.41 PA 63.20 + 09.69
Cropland SVM UA 49.58 + 08.98 SVM UA 66.67 + 09.29
PA 61.86 + 09.38 PA 61.34 + 08.55
CNN UA 65.79 + 10.67 CNN UA 72.60 + 10.23
RE PA 47.04 + 09.65 RE PA 25.69 + 07.37
UA 94.68 + 04.54 UA 93.48 + 05.05
Cropland (with PA 35.19 + 06.81 PA 4718 + 08.56
Bare Soil) SVM UA 96.39 + 04.02 SVM UA 98.06 + 02.66
CNN PA 89.96 + 04.85 CNN PA 90.09 + 04.81
UA 86.76 + 05.07 UA 82.55 + 06.09
PA 100 PA 100
RF UA 60.00 = 30.36 RF UA 50.00 + 69.30
PA 100 PA 100
Water area SVM UA 85.71 & 25.92 SVM UA 62.07 & 30.54
PA 100 PA 100
CNN UA 100 CNN UA 70 + 25.05
RE PA 90.66 + 01.48 RF PA 67.21 + 13.96
UA 87.22 + 04.88 UA 91.28 + 03.96
Vegetation (except SVM PA 94.91 £ 01.15 SVM PA 65.08 £ 05.30
crop) UA 78.42 + 05.19 UA 86.94 + 04.43
CNN PA 88.36 + 03.31 CNN PA 83.79 + 04.14
UA 85.00 + 04.52 UA 81.86 + 05.15
RE PA 84.10 = 10.16 RE PA 97.87 + 01.28
UA 77.78 + 12.15 UA 65.38 + 12.93
. PA 4559 + 19.51 PA 99.08 + 01.31
Non-vegetation SVM UA 78.05 + 12.67 SVM UA 74.07 + 11.69
PA 66.06 + 12.64 PA 6329 + 11.88
CNN UA 90.91 + 09.81 CNN UA 73.68 + 14.00

Among the three methods, the CNN remains the most stable and accurate method,
and all of the values range between 70% and 100%. Among the classes, water areas were
very well predicted but also very extensive (usually with an accuracy between 50% and 70%
with a large uncertainty and 100% ) by means of their distinctive spectral signature. Crop-
land had training accuracy indicators between 50% and 70%, with CNN having the best
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performance in this class (approximately 70-80% in training accuracy and approximately
60-70% in validation accuracy). Of the other two methods, RF was mostly more accurate
than SVM (approximately 5-20% higher). In addition, they performed better on the images
from 2018 than those from 2007, with a stable uncertainty (approximately 10-20%); the vali-
dation accuracies were still approximate and slightly lower. Crops are easily confused with
vegetation, which might explain the low accuracy of this classification. Croplands with bare
soil are more correctly classified than croplands with plants (with a 20-50% higher rate),
and all UA are significantly higher than PA, with a 50% to 70% difference, which suggests
that fewer errors of commissions were made during the classification. Except for the CNN,
both the UA and PA ranged from 82% to 92%, with less uncertainty at approximately 2.50
in the training accuracy and approximately 5 in the validation accuracy. Even though
vegetation has the potential to be confused with crops, it was still the best-predicted class
besides water, and the accuracy indicators achieved approximately 80-95%, except for the
PA of RF and SVM in 2018, which were approximately 65%. It can be assumed that some
errors of omission were made during this classification. The non-vegetation class includes
all types of urban land use, sand, and rock; hence, it is globally well-classified due to its
particular spectral signature, especially with the 2018 images. The accuracies in general
ranged from approximately 70% to 98% in the training accuracy and from approximately
63% to 97% in the validation accuracy. In this class, the fact that the PA is considerably
greater than the UA reveals the error of omission, except for the classification of SVM in
2007 and both CNN classifications, which suggests an error of commission instead. In all
cases, the CNN was always the most stable and reliable method.

5.2. LCLU Detection Changes (2007-2018)
The land use change map resulting from the PCC is shown in Figure 6.

Mo change detected
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- Vegetation to non-vegetation
- MNon-vegetation to vegetation

Cropland te Non-vegetation
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Figure 6. Cont.
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Figure 6. Land cover change maps with the classification of SVM (a), RF (b), and CNN (c).

In addition to the problems of the uncertainty and error values caused by classification
and spatial resolution differences between two satellite images, multiple changes between
the two classes and between the two years (2007 and 2018) were detected. Land cover
change maps revealed the status of each pixel, which stayed in the same class, meaning
no change, or changes to another class, or another LCLU. Some changes can be seen
among the three land cover change maps with different classifications; for example, many
croplands were transformed into vegetation, and vegetation was changed to cropland
according to the maps of RE. The SVM maps indicate numerous transformations from
vegetation to cropland and vegetation to non-vegetation. However, generally, the cropland
surface has slightly increased in the peninsula, and many vegetation areas have trun into
cropland, according to the land cover change map. At the same time, many cropland
areas have become vegetation areas. However, there may be confusion between vegetation
and crops due to the different acquired dates of the two images. Therefore, many of the
new vegetation areas are most likely growing crops. The third most important land cover
change is vegetation to non-vegetation, which mainly took place near urban areas on the
coast, especially in the south, where tourism is the most developed. Some details of the
three main land cover change types based on the classification results of the CNN, which is
the most stable of the three methods, are shown in Figure 7, with comparisons between
2007 and 2018.

Table 7 presents the evolution of the surface of each class between 2007 and 2018 with
their proportion in the total surface area of the peninsula, the surface area of each type of
land use change and the proportion of each type in the total surface area.
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Figure 7. Details of the three main land cover change types of the CNN classification with compar-
isons between 2007 and 2018.

Table 7. Land cover change area and proportion of the change type with the three methods of
classification.

Land Cover Change SVM RF CNN
Area Proportion  Area Proportion Area Proportion
(km?) (%) (km?) (%) (km?) (%)
No change 238.74 65.33% 243.40 66.77% 282.51 77.37%
Vegetation to Cropland 45.55 12.47% 31.90 8.73% 35.71 9.78%
Cropland to vegetation 43.55 12.03% 49.94 13.67% 23.96 6.55%
Vegetation to 2068 5.66% 514 141% 1243 3.40%
non-vegetation
Non-vegetation to 142 0.39% 3.13 0.86% 3.15 0.86%
vegetation
Cropland to 9.11 2.49% 15.12 4.14% 2.63 0.72%
non-vegetation
Non-vegetation to 461 1.26% 1217 3.33% 2.63 0.72%
cropland
Water related 1.34 0.37% 4.04 1.11% 2.14 0.59%
Total 365.42 100% 365.42 100% 365.42 100%

In addition to the confusion between growing crops and vegetation, our previous
results can be confirmed by Table 7. The table ranges from the most important class with the
greatest proportion of land cover change to the least changed class, with the two types of
cropland assembled into one class to facilitate the comparisons. The majority of the land in
the peninsula retained the same LCLU between 2007 and 2018, and at least 65% to 66% of the
area remained unchanged according to the SVM and RF classifications. However, the CNN
indicated that approximately 77% of the surface of the Crozon Peninsula did not change
between the two years, which is more important. Cropland is clearly increasing: 12.45%
of the vegetated area has been converted into cropland, according to SVM classification;
however, this transformation is less important according to the RF and CNN classifications,
which show approximately 8% and 9%. In contrast, much cropland was identified as
vegetation in 2018, more with the SVM and RF classifications (12-13%) than with the CNN
(6.55%), which could confuse vegetation and crops due to the different acquired dates of
the two images. Undoubtedly, non-vegetation, which includes urban areas, has certainly
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gained surface area from vegetated areas over the 11-year period by agreement of the
three classifications, even though RF presents a lower land cover change value (1.41%)
than SVM and CNN (5.66% and 3.40%, respectively). For the RF and SVM classifications,
non-vegetation was developed from cropland as well (2.49% and 4.14% in SVM and RF,
respectively). A small part of the non-vegetated area was classified as cropland in 2018
in all three models (1.26% in SVM, 3.33% in RF, and 0.72% in CNN); however, it might
have been confused with bare soil and non-vegetated areas such as concrete. Finally, the
last two classes (non-vegetation to vegetation and all water-related areas) have very low
proportions, approximately 0.30-1% in land cover change, which is likely due to the rising
tides and increasing water storage in the mid-summer and to planting of small areas, such
as in the city.

To conclude, according to the models, the cropland surface has slightly increased, and
non-vegetation areas have sharply grown in the 11-year period. The dramatically increasing
urbanization of the peninsula, requiring more cropland to address the population growth
and tourism development, has resulted in a rapid decrease in vegetation surface area.

6. Discussion
6.1. LCLU Classification

In this study, three different algorithms were applied to two high spatial resolution
satellite images from 2007 and 2018, which were both acquired in the growing season, to
map LCLU changes in the Crozon Peninsula, a highly fragmented region. Our objective
was to map different LCLUs (cropland, water, vegetation and non-vegetation, including
urban land use) and then map and monitor LCLU changes between two years. Another
important aspect in the application of the machine learning methods was to recognize the
specific type of change when collecting samples for training.

Three classification algorithms (SVM, RF, and CNN) were used, and all of them
achieved a good accuracy level, with the overall accuracy ranging from 70% to 90%, despite
the complex landscape and small field size. Two machine learning methods, RF and SVM,
are object-based approaches, and features other than spectral values play an important role
in the classification.

The RF and SVM models both performed well for the LCLU classification; nonetheless,
the CNN obviously is better suited to performing classification in our study area, as
indicated by the accuracy assessments. According to the results presented in Figure 5 and
the statistical evaluations of accuracy provided in Tables 3-6, the proposed method (CNN)
generally performs best regardless of the type of dataset and accuracy index. Therefore,
the CNN has proven to be a feasible, reliable method with remarkable performance for
precisely mapping LCLU and analyzing the changes. Our experiments have shown the
superiority of the CNN over other state-of-the-art machine learning classifiers in terms of
classification accuracy. However, some important considerations regarding its effectiveness
are worth discussing. Previous applications of CNN models have tended to emphasize
the complexity of these models compared to RF models and SVMs. In this case, parameter
tuning and optimization are often performed by cross-validation for CNN algorithms.
However, in some cases, CNN models can have millions of weights to optimize at each
iteration [83]. In such situations, training these models can be tedious. Manual tuning
or rules of thumb for cross-validation should be implemented in this case. This manual
manipulation could have repercussions on the accuracy of the model. A well-known
solution is transfer learning [84]. In this case, instead of a model being trained from scratch,
pretrained models are retrained on the user’s classes of interest. Pretrained models allow
for better accuracy [85]. In our study, the deep model was very useful for generalization.

6.2. Accuracy Assessment
In accordance with Table 4, the highest OA was obtained by applying the CNN

algorithm to 2007 (83.11 £ 03.27). The RF gives the lowest OA, 70.51 £+ 08.38. The
SVM showed intermediate values between 77.03 + 04.36 (2007) and 78.14 + 06.40 (2018).
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Regarding the PU and UA (validated results) by class, the best results were obtained with
SVM for the PA in 2018 for the non-vegetation class (99.08 £ 01.31; except for the water
class). The worst results were always obtained with the SVM for the PA of the cropland
class (with bare soil), which was 35.19 + 06.81.

However, the lower accuracy occurred for 2018, and we deduced that the spatial
resolution of the image is a crucial part of classification that can explain the differences
between the SVM and RF’s overall accuracy in the different years. The RF performed better
on the 2007 data with a 2 m spatial resolution SPOT 5 image; in contrast, SVM achieved a
better accuracy in 2018 with a 10 m spatial resolution Sentinel 2 image. Among all of the
classes, except for the water areas, which have a very different spectral signature than the
other classes, vegetation was the best-detected class, most likely because it occurred on the
greatest part of the study area; therefore, it also had the largest sample dataset, since all of
the samples were randomly and evenly selected in the images. Non-vegetation areas that
are mostly urban land, rocks, and sand were relatively simple to discriminate. Cropland
with bail soil was better-classified than planted cropland. Misclassification largely occurred
between the vegetation and crops due to their spectral signature similarities, especially
during the growing season, and they were spatially approximate; some croplands were
small and intermixed with trees or shrubs.

The choice of a good classifier is very important, but at the same time, the features
extracted from the image are also important. GEOBIA techniques allow the use of hand-
created features in the classification phase. The number and choice of features clearly
influence the final classification. At the same time, the features of an RF and SVM are
learned automatically from the input data during training. The features automatically
learned by RF and SVM based on the spectral, contextual and spatial property classes
increased the generalization capabilities of the models.

6.3. LCLU Changes Detection (2007-2018)

CD techniques can be grouped into two types of objectives: change enhancement and
change “from-to” information extraction. In this study, the detection and direction of the
changes were processed by applying PCC on a pixel-by-pixel basis through SVM, RF, and
CNN classification, with the best performances of the change classes detection between
the series of multitemporal images. The multitemporal images were stacked together and
then classified directly to detect land cover changes. This work presents a CD protocol that
allows reliable PCC to account for the classification accuracies, landscape heterogeneity,
and pixel sizes. However, the accuracy of the final change map depends on the quality
of each individual classification [86-88]. Errors in the individual maps are additive in the
combination (change mapping). In connection with this error question, Liu and Zhou,
2004 [89] proposed a set of rules for the probability of changes from one class to another
based on field knowledge. They used these rules to separate “real changes” from possible
classification errors. Thus, they determined the accuracy of trajectory changes by arguing
the rationality of the changes through a PCC.

Our classification results showed that it is possible to map land use with different
algorithms and analyze land use changes between two years. First, increasing the cropland
surface indicates that agricultural activities remained an important economic sector in the
peninsula, and there were essentially no signs of abandoned agricultural land during the
study period. Second, non-vegetation areas increased dramatically due to urbanization,
especially some coastal cities that are highly frequented by tourists, since tourism is highly
developed in the peninsula. The very dense population corresponds to a high level of
artificialization of the territory, which is growing faster than the national average, fueled
by a construction of housing and nonresidential premises. This human concentration also
implies the progression of urbanization toward the hinterlands, where the construction
of housing and the arrival of new residents increased significantly. Artificialization is
the main change that has affected the coastal zone of the peninsula, with preferential
locations around the major urban centers and on certain coastal sectors. Despite the
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regulatory protection established by the Littoral Law, the changes are also important in
the 100 m band nearest to the sea and then decrease as one moves away from it. In 1986,
the Littoral Law provided an initial regulatory response to the need to control the anarchic
development of construction on the coast. One of the most significant consequences of
development has been the drastic reduction of the vegetation surface. Vegetation has been
removed for two main reasons: increasing agricultural activities and urban land growth.
Therefore, economic development can have negative social and economic implications on
the peninsula; in addition, environmental conservation and protection are required.

7. Conclusions

CD methods involve analyzing the state of a specific geographic area to identify
variations from images taken at different times. With satellite remote sensing, high spatial
and spectral resolution images are recorded and used to analyze the scales of changes. In
this study, in order to detect multiannual change classes between the series of multitemporal
images using a pixel-by-pixel PCC technique, three different well-known and frequently
used algorithms, including two machine learning algorithms (SVM and RF) and one deep
learning algorithm (CNN), were tested on two high spatial resolution satellite images. RF
and SVM were applied with an object-based approach, which requires a segmentation
step to create subpixel-level objects to avoid the error of mixed pixels since the study area
was mainly covered by small fields. The inclusion of the CNN significantly improved the
classification performance (5-10% increase in the overall accuracy) compared to the SVM
and RF classifiers applied in our study.

Our results showed that the use of remote sensing for complex multiannual small-
scale LCLU change studies was completely reliable. The study resulted in two maps that
showed five different land uses (cropland, cropland with bare soil, water, vegetation and
non-vegetation) in 2007 and 2018 with high accuracy. In particular, the CNN had an overall
accuracy that ranged from 80 to 90%, making it the most suitable algorithm in our case,
even though RF and SVM also achieved good accuracy levels.

The results may also lead to the conclusion that economic development is rapidly
occurring in the peninsula, manifested as urban land and tourism growth, increasing the
agricultural activities and grossly decreasing the vegetative areas. Hence, environmental
protection measures are demanded for the future. In this context of change, the coastal
zones of the peninsula tend to specialize socially and economically, and the maintenance
of the agricultural areas, as well as the preservation of the natural areas, are both more
sensitive and more complex. Moreover, it appears that the change in land use must
be understood in the context of climate change, which is a factor in the aggravation of
risks (e.g., flooding and, coastal risks), especially in the sectors that are most subjected to
urbanization pressures.

Although we observed relatively high classification accuracies, several uncertainties
and limitations persisted. The first is the misclassification between vegetation and planted
croplands: the very similar spectral characteristics that they share and their geographical
localization lead to this confusion. Second, the two classifications were based on two
images with different spatial resolutions; thus, some errors of the land use change analysis
could have been induced. Third, useful cloud-free satellite images of the growing season
were not easy to obtain in our study area; therefore, a series of annual mappings with more
precision was not performed in the study. Hence, some recommendations can be made for
further studies, such as applying more vegetation indices or using hyperspectral images
to differentiate between vegetation and planted croplands or exploring the potential of
synthetic-aperture radar images as a supplement to the traditional optical images on cloudy
days.

Author Contributions: Conceptualization, S.N. and G.X.; methodology, G.X.; software, G.X.; valida-
tion, S.N.; formal analysis, S.N.; investigation, G.X.; resources, G.X.; data curation, G.X.; writing—
original draft preparation, G.X.; writing—review and editing, S.N.; visualization, S.N.; supervision,



Remote Sens. 2021, 13, 3899 20 of 23

S.N.; project administration, S.N.; funding acquisition, S.N. All authors have read and agreed to the
published version of the manuscript.

Funding: This research was funded by Fondation de France.

Conflicts of Interest: The authors declare no conflict of interest.

References

1.  Crowell, M.; Edelman, S.; Coulton, K.; McAfee, S. How Many People Live in Coastal Areas? ]. Coast. Res. 2007, 23, iii-vi.
[CrossRef]

2. Briassoulis, H. Analysis of Land Use Change: Theoretical and Modeling Approaches; Wholbk, Regional Research Institute, West Virginia
University: Morgantown, WV, USA, 2000.

3. Waldhoff, G.; Lussem, U.; Bareth, G. Multi-Data Approach for remote sensing-based regional crop rotation mapping: A case
study for the Rur catchment, Germany. Int. |. Appl. Earth Obs. Geoinf. 2017, 61, 55-69. [CrossRef]

4. Giri, C.; Pengra, B.; Long, J.; Loveland, T. Next generation of global land cover characterization, mapping, and monitoring. Int. J.
Appl. Earth Obs. Geoinf. 2013, 25, 30-37. [CrossRef]

5. Xie, Y.; Sha, Z; Yu, M. Remote sensing imagery in vegetation mapping: A review. J. Plant Ecol. 2008, 1, 9-23. [CrossRef]

6. Ma, L.; Liu, Y,; Zhang, X.; Ye, Y;; Yin, G.; Johnson, B.A. Deep learning in remote sensing applications: A meta-analysis and review.
ISPRS |. Photogramm. Remote Sens. 2019, 152, 166-177. [CrossRef]

7. Chughtai, A.H.; Abbasi, H.; Karas, LR. A review on change detection method and accuracy assessment for land use land cover.
Remote Sens. Appl. Soc. Environ. 2021, 22, 100482. [CrossRef]

8. Zeng, T.; Wang, L.; Zhang, Z.; Wen, Q.; Wang, X.; Yu, L. An Integrated Land Cover Mapping Method Suitable for Low-Accuracy
Areas in Global Land Cover Maps. Remote Sens. 2019, 11, 1777. [CrossRef]

9.  Zhu, L,; Liu, X.;; Wu, L,; Tang, Y.; Meng, Y. Long-Term Monitoring of Cropland Change near Dongting Lake, China, Using the
LandTrendr Algorithm with Landsat Imagery. Remote Sens. 2019, 11, 1234. [CrossRef]

10.  Xu, H.; Wang, X.; Xiao, G. A Remote Sensing and GIS Integrated Study on Urbanization with Its Impact on Arable Lands: Fuging
City, Fujian Province, China. Land Degrad. Dev. 2000, 11, 301-314. [CrossRef]

11. Xiong, Y.; Huang, S.; Chen, E; Ye, H.; Wang, C.; Zhu, C. The Impacts of Rapid Urbanization on the Thermal Environment: A
Remote Sensing Study of Guangzhou, South China. Remote Sens. 2012, 4, 2033-2056. [CrossRef]

12. Dewan, A.; Yamaguchi, Y. Land use and land cover change in Greater Dhaka, Bangladesh: Using remote sensing to promote
sustainable urbanization. Appl. Geogr. 2009, 29, 390-401. [CrossRef]

13.  Frohn, R.C.; McGwire, K.C.; Dale, V.H.; Estes, ].E. Using satellite remote sensing analysis to evaluate a socio-economic and
ecological model of deforestation in Rondoénia, Brazil. Int. ]. Remote Sens. 1996, 17, 3233-3255. [CrossRef]

14. De Bem, PP; de Carvalho, O.A., Jr.; Guimaraes, R.F.; Gomes, R.A.T. Change Detection of Deforestation in the Brazilian Amazon
Using Landsat Data and Convolutional Neural Networks. Remote Sens. 2020, 12, 901. [CrossRef]

15. Weng, Q.; Mao, Z.; Lin, J.; Liao, X. Land-use scene classification based on a CNN using a constrained extreme learning machine.
Int. |. Remote Sens. 2018, 39, 6281-6299. [CrossRef]

16. Gao,].; Liu, Y. Determination of land degradation causes in Tongyu County, Northeast China via land cover change detection.
Int. J. Appl. Earth Obs. Geoinf. 2010, 12, 9-16. [CrossRef]

17.  Brink, A.B.; Bodart, C.; Brodsky, L.; Defourney, P.; Ernst, C.; Donney, E,; Lupi, A.; Tuckova, K. Anthropogenic pressure in East
Africa—Monitoring 20 years of land cover changes by means of medium resolution satellite data. Int. J. Appl. Earth Obs. Geoinf.
2014, 28, 60-69. [CrossRef]

18. He, C,; Gao, B.; Huang, Q.; Ma, Q.; Dou, Y. Environmental degradation in the urban areas of China: Evidence from multi-source
remote sensing data. Remote Sens. Environ. 2017, 193, 65-75. [CrossRef]

19. Li,J.; Pei, Y.;; Zhao, S.; Xiao, R.; Sang, X.; Zhang, C. A Review of Remote Sensing for Environmental Monitoring in China. Remote
Sens. 2020, 12, 1130. [CrossRef]

20. Wilson, J.S.; Clay, M.; Martin, E.; Stuckey, D.; Vedder-Risch, K. Evaluating environmental influences of zoning in urban ecosystems
with remote sensing. Remote Sens. Environ. 2003, 86, 303-321. [CrossRef]

21. Mahmood, R.; Pielke, R.A.; Hubbard, K.; Niyogi, D.; Bonan, G.; Lawrence, P.; McNider, R.; McAlpine, C.; Etter, A.; Gameda, S.;
et al. Impacts of Land Use/Land Cover Change on Climate and Future Research Priorities. Bull. Am. Meteorol. Soc. 2010, 91,
37-46. [CrossRef]

22. Wang, Z,; Yang, X,; Lu, C; Yang, F. A scale self-adapting segmentation approach and knowledge transfer for automatically
updating land use/cover change databases using high spatial resolution images. Int. |. Appl. Earth Obs. Geoinf. 2018, 69, 88-98.
[CrossRef]

23.  Tran, H.; Tran, T.; Kervyn, M. Dynamics of Land Cover/Land Use Changes in the Mekong Delta, 1973-2011: A Remote Sensing
Analysis of the Tran Van Thoi District, Ca Mau Province, Vietham. Remote Sens. 2015, 7, 2899-2925. [CrossRef]

24. Guan, Y,; Zhou, Y,; He, B,; Liu, X.; Zhang, H.; Feng, S. Improving Land Cover Change Detection and Classification With BRDF

Correction and Spatial Feature Extraction Using Landsat Time Series: A Case of Urbanization in Tianjin, China. IEEE |. Sel. Top.
Appl. Earth Obs. Remote Sens. 2020, 13, 4166—4177. [CrossRef]


http://doi.org/10.2112/07A-0017.1
http://doi.org/10.1016/j.jag.2017.04.009
http://doi.org/10.1016/j.jag.2013.03.005
http://doi.org/10.1093/jpe/rtm005
http://doi.org/10.1016/j.isprsjprs.2019.04.015
http://doi.org/10.1016/j.rsase.2021.100482
http://doi.org/10.3390/rs11151777
http://doi.org/10.3390/rs11101234
http://doi.org/10.1002/1099-145X(200007/08)11:4&lt;301::AID-LDR392&gt;3.0.CO;2-N
http://doi.org/10.3390/rs4072033
http://doi.org/10.1016/j.apgeog.2008.12.005
http://doi.org/10.1080/01431169608949141
http://doi.org/10.3390/rs12060901
http://doi.org/10.1080/01431161.2018.1458346
http://doi.org/10.1016/j.jag.2009.08.003
http://doi.org/10.1016/j.jag.2013.11.006
http://doi.org/10.1016/j.rse.2017.02.027
http://doi.org/10.3390/rs12071130
http://doi.org/10.1016/S0034-4257(03)00084-1
http://doi.org/10.1175/2009BAMS2769.1
http://doi.org/10.1016/j.jag.2018.03.001
http://doi.org/10.3390/rs70302899
http://doi.org/10.1109/JSTARS.2020.3007562

Remote Sens. 2021, 13, 3899 21 of 23

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.
42.

43.

44.

45.

46.

47.

48.

49.

50.

Dou, P; Chen, Y. Dynamic monitoring of land-use/land-cover change and urban expansion in Shenzhen using Landsat imagery
from 1988 to 2015. Int. . Remote Sens. 2017, 38, 5388-5407. [CrossRef]

Zafari, A.; Zurita-Milla, R.; Izquierdo-Verdiguier, E. Evaluating the Performance of a Random Forest Kernel for Land Cover
Classification. Remote Sens. 2019, 11, 575. [CrossRef]

Dee, S.; Yang, X. Support Vector Machines for Land Cover Mapping from Remote Sensor Imagery. In Monitoring and Modeling of
Global Changes: A Geomatics Perspective; Li, ]., Yang, X., Eds.; Springer Remote Sensing/Photogrammetry; Springer: Dordrecht,
The Netherlands, 2015; pp. 265-279. [CrossRef]

Sheykhmousa, M.; Mahdianpari, M.; Ghanbari, H.; Mohammadimanesh, F.; Ghamisi, P., Homayouni, S. Support Vector Machine
Versus Random Forest for Remote Sensing Image Classification: A Meta-Analysis and Systematic Review. IEEE ]. Sel. Top. Appl.
Earth Obs. Remote Sens. 2020, 13, 6308-6325. [CrossRef]

Pal, M. Support vector machine-based feature selection for land cover classification: A case study with DAIS hyperspectral data.
Int. |. Remote Sens. 2006, 27, 2877-2894. [CrossRef]

Song, X.; Duan, Z.; Jiang, X. Comparison of artificial neural networks and support vector machine classifiers for land cover
classification in Northern China using a SPOT-5 HRG image. Int. ]. Remote Sens. 2012, 33, 3301-3320. [CrossRef]

Wang, M.; Zhang, H.; Sun, W,; Li, S.; Wang, F; Yang, G. A Coarse-to-Fine Deep Learning Based Land Use Change Detection
Method for High-Resolution Remote Sensing Images. Remote Sens. 2020, 12, 1933. [CrossRef]

Han, Y; Javed, A ; Jung, S.; Liu, S. Object-Based Change Detection of Very High Resolution Images by Fusing Pixel-Based Change
Detection Results Using Weighted Dempster—Shafer Theory. Remote Sens. 2020, 12, 983. [CrossRef]

Niculescu, S.; Ali, H.T.O.; Billey, A. Random forest classification using Sentinel-1 and Sentinel-2 series for vegetation monitoring
in the Pays de Brest (France). In Remote Sensing for Agriculture, Ecosystems, and Hydrology XX.; International Society for Optics and
Photonics: Bellingham, WA, USA, 2018; Volume 10783, p. 1078305. [CrossRef]

Niculescu, S.; Xia, J.; Roberts, D.; Billey, A. Rotation Forests and Random Forest classifiers for monitoring of vegetation in Pays de
Brest (France). Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 2020, 43, 727-732. [CrossRef]

Munoz, D.E; Munoz, P.; Alipour, A.; Moftakhari, H.; Moradkhani, H.; Mortazavi, B. Fusing Multisource Data to Estimate the
Effects of Urbanization, Sea Level Rise, and Hurricane Impacts on Long-Term Wetland Change Dynamics. IEEE ]. Sel. Top. Appl.
Earth Obs. Remote Sens. 2021, 14, 1768-1782. [CrossRef]

Jing, R.; Gong, Z.; Guan, H. Land Cover Change Detection With VHR Satellite Imagery Based on Multi-Scale SLIC-CNN and
SCAE Features. IEEE Access 2020, 8, 228070-228087. [CrossRef]

Jozdani, S.E.; Johnson, B.A.; Chen, D. Comparing Deep Neural Networks, Ensemble Classifiers, and Support Vector Machine
Algorithms for Object-Based Urban Land Use/Land Cover Classification. Remote Sens. 2019, 11, 1713. [CrossRef]
SPOT-5-EoPortal Directory-Satellite Missions. Available online: https:/ /earth.esa.int/web/eoportal/satellite-missions/s/spot-5
(accessed on 31 August 2021).

The European Space Agency: Sentinel-2. Available online: Esa.int/Applications/Observing_the_Earth/Copernicus/Sentinel-2
(accessed on 14 August 2021).

Asrar, G.; Fuchs, M.; Kanemasu, E.T.; Hatfield, ].L. Estimating Absorbed Photosynthetic Radiation and Leaf Area Index from
Spectral Reflectance in Wheat 1. Agron. J. 1984, 76, 300-306. [CrossRef]

Bannari, A.; Morin, D.; Bonn, F; Huete, A. A review of vegetation indices. Remote Sens. Rev. 1995, 13, 95-120. [CrossRef]
Zhang, C.; Kovacs, ].M. The application of small unmanned aerial systems for precision agriculture: A review. Precis. Agric. 2012,
13, 693-712. [CrossRef]

Xue, J.; Su, B. Significant Remote Sensing Vegetation Indices: A Review of Developments and Applications. J. Sens. 2017, 2017,
1-17. [CrossRef]

Rouse, ].W.; Haas, R.H.; Scheel, ].A.; Deering, D.W. Monitoring Vegetation Systems in the Great Plains with ERTS. In Proceedings
of the 3rd Earth Resource Technology Satellite (ERTS) Symposium, Washington, DC, USA, 10-14 December 1974; Volume 1, pp.
48-62.

Gitelson, A.A.; Kaufman, Y.J.; Merzlyak, M.N. Use of a green channel in remote sensing of global vegetation from EOS-MODIS.
Remote Sens. Environ. 1996, 58, 289-298. [CrossRef]

Jiang, Z.; Huete, A.; Didan, K.; Miura, T. Development of a two-band enhanced vegetation index without a blue band. Remote
Sens. Environ. 2008, 112, 3833-3845. [CrossRef]

Witharana, C.; Civco, D.L. Optimizing multi-resolution segmentation scale using empirical methods: Exploring the sensitivity of
the supervised discrepancy measure Euclidean distance 2 (ED2). ISPRS ]. Photogramm. Remote Sens. 2014, 87, 108-121. [CrossRef]
Baatz, M.; Schape, A. Multiresolution Segmentation: An Optimization Approach for High Quality Multi-Scale Image Segmenta-
tion. In Angewandte Geographische Informations-Verarbeitung, XII; Strobl, J., Blaschke, T., Griesbner, G., Eds.; Wichmann Verlag;:
Karlsruhe, Germany, 2000; pp. 12-23.

Darwish, A.; Leukert, K.; Reinhardt, W. Image segmentation for the purpose of object-based classification. In IGARSS 2003. 2003
IEEE International Geoscience and Remote Sensing Symposium. Proceedings (IEEE Cat. No.03CH37477); IEEE: Piscataway, NJ, USA,
2004; Volume 3, pp. 2039-2041. [CrossRef]

Benz, U.C.; Hofmann, P.; Willhauck, G.; Lingenfelder, I.; Heynen, M. Multi-resolution, object-oriented fuzzy analysis of remote
sensing data for GIS-ready information. ISPRS ]. Photogramm. Remote Sens. 2004, 58, 239-258. [CrossRef]


http://doi.org/10.1080/01431161.2017.1339926
http://doi.org/10.3390/rs11050575
http://doi.org/10.1007/978-94-017-9813-6_13
http://doi.org/10.1109/JSTARS.2020.3026724
http://doi.org/10.1080/01431160500242515
http://doi.org/10.1080/01431161.2011.568531
http://doi.org/10.3390/rs12121933
http://doi.org/10.3390/rs12060983
http://doi.org/10.1117/12.2325546
http://doi.org/10.5194/isprs-archives-XLIII-B3-2020-727-2020
http://doi.org/10.1109/JSTARS.2020.3048724
http://doi.org/10.1109/ACCESS.2020.3045740
http://doi.org/10.3390/rs11141713
https://earth.esa.int/web/eoportal/satellite-missions/s/spot-5
Esa.int/Applications/Observing_the_Earth/Copernicus/Sentinel-2
http://doi.org/10.2134/agronj1984.00021962007600020029x
http://doi.org/10.1080/02757259509532298
http://doi.org/10.1007/s11119-012-9274-5
http://doi.org/10.1155/2017/1353691
http://doi.org/10.1016/S0034-4257(96)00072-7
http://doi.org/10.1016/j.rse.2008.06.006
http://doi.org/10.1016/j.isprsjprs.2013.11.006
http://doi.org/10.1109/igarss.2003.1294332
http://doi.org/10.1016/j.isprsjprs.2003.10.002

Remote Sens. 2021, 13, 3899 22 of 23

51.

52.

53.

54.
55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

77.
78.

79.

ECognition Suite Documentation. Available online: https://docs.ecognition.com/v9.5.0/Page%?20collection/eCognition%?20
Suite%20Documentation.htm?tocpath=Documentation%20eCognition%20Suite%7C 0 (accessed on 14 April 2021).
Kotsiantis, S.B. Supervised Machine Learning: A Review of Classification Techniques. Emerg. Artif. Intell. Appl. Comput. Eng.
2007, 160, 3-24.

Mountrakis, G.; Im, J.; Ogole, C. Support vector machines in remote sensing: A review. ISPRS |. Photogramm. Remote Sens. 2011,
66, 247-259. [CrossRef]

Cortes, C.; Vapnik, V. Support-vector networks. Mach. Learn. 1995, 20, 273-297. [CrossRef]

Pal, M.; Mather, PM. Support vector machines for classification in remote sensing. Int. J. Remote Sens. 2005, 26, 1007-1011.
[CrossRef]

Huang, C.; Davis, L.S.; Townshend, ].R.G. An assessment of support vector machines for land cover classification. Int. J. Remote
Sens. 2002, 23, 725-749. [CrossRef]

Noi, P.T.; Kappas, M. Comparison of Random Forest, k-Nearest Neighbor, and Support Vector Machine Classifiers for Land Cover
Classification Using Sentinel-2 Imagery. Sensors 2017, 18, 18. [CrossRef]

Otukei, J.; Blaschke, T. Land cover change assessment using decision trees, support vector machines and maximum likelihood
classification algorithms. Int. J. Appl. Earth Obs. Geoinf. 2010, 12, S27-S31. [CrossRef]

Srivastava, PK.; Han, D.; Rico-Ramirez, M.A.; Bray, M.; Islam, T. Selection of classification techniques for land use/land cover
change investigation. Adv. Space Res. 2012, 50, 1250-1265. [CrossRef]

Varma, M.K.S.; Rao, N.K.K; Raju, K.K.; Varma, G.P.S. Pixel-Based Classification Using Support Vector Machine Classifier. In
Proceedings of the 2016 IEEE 6th International Conference on Advanced Computing (IACC), Andhra Pradesh, India, 27-28
February 2016; pp. 51-55. [CrossRef]

Li, H.,; Gu, H.; Han, Y.; Yang, J. Object-oriented classification of high-resolution remote sensing imagery based on an improved
colour structure code and a support vector machine. Int. J. Remote Sens. 2010, 31, 1453-1470. [CrossRef]

Devadas, R.; Denham, R.J.; Pringle, M. Support vector machine classification of object-based data for crop mapping, using
multi-temporal Landsat imagery. ISPRS—Int. Arch. Photogramm. Remote Sens. Spat. Inf. Sci. 2012, 39, 185-190. [CrossRef]

Niu, X.; Ban, Y. Multi-temporal RADARSAT-2 polarimetric SAR data for urban land-cover classification using an object-based
support vector machine and a rule-based approach. Int. |. Remote Sens. 2012, 34, 1-26. [CrossRef]

Tzotsos, A.; Argialas, D. Support Vector Machine Classification for Object-Based Image Analysis. In Object-Based Image Analysis;
Blaschke, T., Lang, S., Hay, G.J., Eds.; Lecture Notes in Geoinformation and Cartography; Springer: Berlin/Heidelberg, Germany,
2008; pp. 663-677. [CrossRef]

Hsu, C.-W,; Lin, C.-J. A comparison of methods for multiclass support vector machines. IEEE Trans. Neural Netw. 2002, 13,
415-425. [CrossRef]

Angelos, T. A support vector machine approach for object based image analysis. In Proceedings of the OBIA, Salzburg, Austria,
4-5 July 2006.

Briem, G.; Benediktsson, J.A.; Sveinsson, ].R. Multiple classifiers applied to multisource remote sensing data. IEEE Trans. Geosci.
Remote Sens. 2002, 40, 2291-2299. [CrossRef]

Gislason, P.O.; Benediktsson, J.A.; Sveinsson, ].R. Random Forests for land cover classification. Pattern Recognit. Lett. 2006, 27,
294-300. [CrossRef]

Rodriguez-Galiano, V.E; Ghimire, B.; Rogan, ].; Olmo, M.C.; Rigol-Sanchez, ].P. An assessment of the effectiveness of a random
forest classifier for land-cover classification. ISPRS |. Photogramm. Remote Sens. 2012, 67, 93-104. [CrossRef]

Dietterich, T.G. An Experimental Comparison of Three Methods for Constructing Ensembles of Decision Trees: Bagging, Boosting,
and Randomization. Mach. Learn. 2000, 40, 139-157. [CrossRef]

Chan, J.C.-W.,; Paelinckx, D. Evaluation of Random Forest and Adaboost tree-based ensemble classification and spectral band
selection for ecotope mapping using airborne hyperspectral imagery. Remote Sens. Environ. 2008, 112, 2999-3011. [CrossRef]
Rodriguez-Galiano, V.F,; Olmo, M.C.; Abarca-Hernandez, F.; Atkinson, P.; Jeganathan, C. Random Forest classification of
Mediterranean land cover using multi-seasonal imagery and multi-seasonal texture. Remote Sens. Environ. 2012, 121, 93-107.
[CrossRef]

Fu, T.; Ma, L.; Li, M,; Johnson, B.A. Using convolutional neural network to identify irregular segmentation objects from very
high-resolution remote sensing imagery. J. Appl. Remote Sens. 2018, 12, 025010. [CrossRef]

Timilsina, S.; Sharma, S.K.; Aryal, J. Mapping urban trees within cadastral parcels using an object-based convolutional neural
network. ISPRS Ann. Photogramm. Remote Sens. Spat. Inf. Sci. 2019, 4, 111-117. [CrossRef]

Cihlar, J. Land cover mapping of large areas from satellites: Status and research priorities. Int. ]. Remote Sens. 2000, 21, 1093-1114.
[CrossRef]

Congalton, R.G. A review of assessing the accuracy of classifications of remotely sensed data. Remote Sens. Environ. 1991, 37,
35-46. [CrossRef]

Foody, G.M. Status of land cover classification accuracy assessment. Remote Sens. Environ. 2001, 80, 185-201. [CrossRef]
Olofsson, P.; Foody, G.M.; Herold, M.; Stehman, S.V.; Woodcock, C.E.; Wulder, M.A. Good practices for estimating area and
assessing accuracy of land change. Remote Sens. Environ. 2014, 148, 42-57. [CrossRef]

Alberg, A..; Park, ] W.; Hager, B.W.; Brock, M.V.; Diener-West, M. The use of “overall accuracy” to evaluate the validity of
screening or diagnostic tests. |. Gen. Intern. Med. 2004, 19, 460—465. [CrossRef] [PubMed]



https://docs.ecognition.com/v9.5.0/Page%20collection/eCognition%20Suite%20Documentation.htm?tocpath=Documentation%20eCognition%20Suite%7C_____0
https://docs.ecognition.com/v9.5.0/Page%20collection/eCognition%20Suite%20Documentation.htm?tocpath=Documentation%20eCognition%20Suite%7C_____0
http://doi.org/10.1016/j.isprsjprs.2010.11.001
http://doi.org/10.1007/BF00994018
http://doi.org/10.1080/01431160512331314083
http://doi.org/10.1080/01431160110040323
http://doi.org/10.3390/s18010018
http://doi.org/10.1016/j.jag.2009.11.002
http://doi.org/10.1016/j.asr.2012.06.032
http://doi.org/10.1109/IACC.2016.20
http://doi.org/10.1080/01431160903475266
http://doi.org/10.5194/isprsarchives-XXXIX-B7-185-2012
http://doi.org/10.1080/01431161.2012.700133
http://doi.org/10.1007/978-3-540-77058-9_36
http://doi.org/10.1109/72.991427
http://doi.org/10.1109/TGRS.2002.802476
http://doi.org/10.1016/j.patrec.2005.08.011
http://doi.org/10.1016/j.isprsjprs.2011.11.002
http://doi.org/10.1023/A:1007607513941
http://doi.org/10.1016/j.rse.2008.02.011
http://doi.org/10.1016/j.rse.2011.12.003
http://doi.org/10.1117/1.JRS.12.025010
http://doi.org/10.5194/isprs-annals-IV-5-W2-111-2019
http://doi.org/10.1080/014311600210092
http://doi.org/10.1016/0034-4257(91)90048-B
http://doi.org/10.1016/S0034-4257(01)00295-4
http://doi.org/10.1016/j.rse.2014.02.015
http://doi.org/10.1111/j.1525-1497.2004.30091.x
http://www.ncbi.nlm.nih.gov/pubmed/15109345

Remote Sens. 2021, 13, 3899 23 of 23

80.
81.

82.

83.
84.

85.

86.

87.

88.

89.

Story, M.; Congalton, R.G. Accuracy Assessment: A User’s Perspective. Photogramm. Eng. Remote Sens. 1986, 52, 397-399.

Tung, F.; LeDrew, E. The Determination of Optimal Threshold Levels for Change Detection Using Various Accuracy Indices.
Photogramm. Eng. Remote Sens. 1988, 54, 1449-1454.

Lavrakas, P.J. Encyclopedia of Survey Research Methods; SAGE Publications: Thousand Oaks, CA, USA, 2008; Available online:
http:/ /www.credoreference.com/book/sagesurveyr (accessed on 20 April 2021).

LeCun, Y.; Bengio, Y.; Hinton, G. Deep learning. Nature 2015, 521, 436—444. [CrossRef] [PubMed]

Ma, J.; Cheng, J.C.; Lin, C,; Tan, Y.; Zhang, J. Improving air quality prediction accuracy at larger temporal resolutions using deep
learning and transfer learning techniques. Atmos. Environ. 2019, 214, 116885. [CrossRef]

Hendrycks, D.; Lee, K.; Mazeika, M. Using Pre-Training Can Improve Model Robustness and Uncertainty. arXiv 2019,
arXiv:1901.09960.

Fuller, R.; Smith, G.; Devereux, B. The characterisation and measurement of land cover change through remote sensing: Problems
in operational applications? Int. J. Appl. Earth Obs. Geoinf. 2003, 4, 243-253. [CrossRef]

Tewkesbury, A.P.; Comber, A.].; Tate, N.J.; Lamb, A ; Fisher, PF. A Critical Synthesis of Remotely SensedOptical Image Change
Detection Techniques. Remote Sens. Environ. 2015, 160, 1-14. [CrossRef]

Lu, D; Li, G.; Moran, E. Current situation and needs of change detection techniques. Int. J. Image Data Fusion 2014, 5, 13-38.
[CrossRef]

Liu, H.; Zhou, Q. Accuracy analysis of remote sensing change detection by rule-based rationality evaluation with post-
classification comparison. Int. . Remote Sens. 2004, 25, 1037-1050. [CrossRef]


http://www.credoreference.com/book/sagesurveyr
http://doi.org/10.1038/nature14539
http://www.ncbi.nlm.nih.gov/pubmed/26017442
http://doi.org/10.1016/j.atmosenv.2019.116885
http://doi.org/10.1016/S0303-2434(03)00004-7
http://doi.org/10.1016/j.rse.2015.01.006
http://doi.org/10.1080/19479832.2013.868372
http://doi.org/10.1080/0143116031000150004

	Introduction 
	Study Area 
	Data 
	Methods 
	Image Preprocessing 
	Study Area Extraction 
	Vegetation Indices Calculation 

	Image Processing 
	Shallow Machine Learning Methods (SVM and RF) 
	Deep Learning Method (CNN) 

	Image Postprocessing 
	Accuracy Assessment 
	Post-classification Comparison 


	Results 
	Comparison of Classifiers 
	LCLU Detection Changes (2007–2018) 

	Discussion 
	LCLU Classification 
	Accuracy Assessment 
	LCLU Changes Detection (2007–2018) 

	Conclusions 
	References

