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Abstract: Urban forests are an important part of any city, given that they provide several environ-
mental benefits, such as improving urban drainage, climate regulation, public health, biodiversity,
and others. However, tree detection in cities is challenging, given the irregular shape, size, occlusion,
and complexity of urban areas. With the advance of environmental technologies, deep learning
segmentation mapping methods can map urban forests accurately. We applied a region-based CNN
object instance segmentation algorithm for the semantic segmentation of tree canopies in urban
environments based on aerial RGB imagery. To the best of our knowledge, no study investigated the
performance of deep learning-based methods for segmentation tasks inside the Cerrado biome, specif-
ically for urban tree segmentation. Five state-of-the-art architectures were evaluated, namely: Fully
Convolutional Network; U-Net; SegNet; Dynamic Dilated Convolution Network and DeepLabV3+.
The experimental analysis showed the effectiveness of these methods reporting results such as pixel
accuracy of 96,35%, an average accuracy of 91.25%, F1-score of 91.40%, Kappa of 82.80% and IoU
of 73.89%. We also determined the inference time needed per area, and the deep learning methods
investigated after the training proved to be suitable to solve this task, providing fast and effective
solutions with inference time varying from 0.042 to 0.153 minutes per hectare. We conclude that the
semantic segmentation of trees inside urban environments is highly achievable with deep neural
networks. This information could be of high importance to decision-making and may contribute to
the management of urban systems. It should be also important to mention that the dataset used in
this work is available on our website.

Keywords: remote sensing; image segmentation; sustainability; convolutional neural network;
urban environment
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1. Introduction

Urbanization displays a massively increasing global trend. According to data of the
UN [1], more than half of the world’s population habit urban areas, and by 2050, it is
projected to 68% of the world’s population to be urban. The cities can be interpreted as
a complex system that incorporates people and diffusion and exchange of work, assets,
capital, and information. One of the essential aspects of a city is the vegetation; they
provide the residents of the city with several environmental and social services, in this way
supporting the development and improving inhabitants quality of life [2-6]. The types of
services that the urban forests provide can be cited as regulating and maintaining local
climatic conditions by reducing the formation of urban heat islands, provide habitat for
local biodiversity, provisioning resources (e.g., wood, food, and biomass), cultural and
historical values and also scenic landscapes [7-11]. According to [12], urban forests can
be categorized in three primary forms, such as (i) forest remnants occurring either in the
urban perimeter or in the urban-rural interface and contains a large number of trees, (ii)
green areas over a given landscape that presented different tree species devoted to meet
social, aesthetic and architectural benefits, ecological needs and even economic benefits
and (iii) street trees that are any trees along public roads, whether on sidewalks or in
flowerbeds. Urban growth is usually associated with forest remnants suppression leading
to ecosystem stress and biodiversity losses [13]. In the urban environment, vegetation
suppression is mainly correlated to the urban process of growth and often results in
impervious areas and brings other negative impacts for the environment, such as urban
biodiversity loss and changes in the hydrodynamics of the cities [14]. Therefore, mapping
urban forests are essential in order to propose strategies that optimize citizen’s quality
of life, city hydrodynamics, and biodiversity by preserving and improving this valuable
ecosystem [2,15].

The capability of detecting individuals and groups of trees is essential for many ap-
plications in forest monitoring according to [16], such as resource inventories, wildlife
habitat mapping; biodiversity assessment; and threat and stress management. Never-
theless, the task of mapping trees, especially for an urban context, is a crucial procedure
for environmental planning [10,17]. The urban tree segmentation task refers to the auto-
mated classification of each pixel of a given image into a tree or background, and that is a
challenging problem. As highlighted before, urban forests are a particular form of forest
with unusual characteristics as they can be isolated, densely, or sparsely distributed and
mixed with other urban features [18]. All these characteristics make automated urban
forest mapping a complex computational task. Therefore, it requires high spatial resolution
images and a robust machine learning process to differentiate them as objects. The consoli-
dated approach for mapping trees using remote sensing refers to the use of data acquired
from sensors embedded in satellite, airplane, or Unmanned Aerial Vehicles (UAV) [19-24].
Remote sensing can provide valuable data at different acquisition levels to support policies
related to urban forest mappings such as forest health, regulation, climate change mitiga-
tion, and long-term sustainability. As a result, continuous remote sensing tracking of forest
patterns allows for cost-effective periodical assessment of vegetated areas [25], supporting
decision making.

Artificial intelligence and the remote sensing field are allies of an extended period. As a
subgroup of the machine learning area, deep neural networks improved performance for ex-
tracting information from images. Deep learning-based methods are evolving continuously,
and their high performances being confirmed in several fields of applications [26-33]. As
an example of advances in this field of study, we will briefly describe some works. Ref. [34]
proposed a methodological approach for detecting individual fruits using a pixel-wise seg-
mentation method based on Mask R-CNN and multi-modal deep learning models. It used
RGB and HSV images, and the results revealed a more precision score when deep learning
models are trained with RGB and HSV datasets altogether. Ref. [35] opens opportunities
for a better understanding of the on-ground feature mapping by using simplified deep
learning methods. By adopting high spatial resolution remote sensing data and models of
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dynamic multi-context segmentation approach, based on convolutional networks, Ref. [35]
research showed improvements in pixel-wise classification accuracy when compared to
state-of-the-art deep learning methods. One research [30] evaluated five methods based
on deep fully convolutional networks using high-spatial-resolution RGB images to map a
specific threatened tree species finding out an overall accuracy ranging from 88.9% to 96.7%.
The research of Zamboni et al. [36] propose the evaluation of novel methods for single tree
crown detection. A total of 21 methods were investigated, including anchor-based (one
and two-stage) and anchor-free state-of-the-art deep-learning methods. Here, the authors
focused on generating bounding boxes in each tree, not in the tree segmentation.

The accurate segmentation of urban forests is a relevant matter, as it aims to support
management decisions related to urban environmental planning. So this work intends to
provide a low-cost and effective method of mapping trees inside the urban areas. Our study
area is a metropolitan region from Brazil, inserted in Cerrado Biome called Campo Grande.
The trees of the metropolitan region are very diverse, having as many as 61 cataloged tree
species that are common encountered in the city center and avenues [37]. Cerrado is a
nature hotspot that is rich in biodiversity, has endemic species (species of plants or animals
that only occur in that Biome), and whose maintenance is threatened. Therefore, they are
places that need more attention from conservation programs. The Cerrado, together with
the Atlantic Forest, are the two areas considered as hotspots in Brazil. The expansion of
agriculture, especially in the Brazilian Cerrado, which has an ideal climate for cultivating
various crops, generated pressure to suppress natural areas of this Biome, increasingly
threatening its existence. The monitoring through technology allows for more effective
planning of actions and acts quickly to curb vegetation removal without permission.

Therefore, our originality comes from the dataset and the exertion of deep learning
algorithms to improve the nature conservation efforts in this region, and our primary con-
tribution is related to the investigation of state-of-the-art semantic segmentation methods
to detect trees in urban areas. For this task, we used data with a high spatial resolution
(Ground Sample Distance (GSD) of 10 cm) inside an urban area inside the Cerrado biome
and used five state-of-the-art deep learning architectures to process the data. Deep learning-
based approaches designed to tackle this task receive, as input, an image and return as
output, another image, generally with the exact size of the input data with each pixel
associated with one class. We choose to use deep learning because they present a better
performance in semantic segmentation and scene interpretation tasks over traditional
machine learning and trained professionals in many fields of science as demonstrated
by [38-42].

The rest of this paper is organized as follows: Section 2 provides detailed info of
the urban area and methods applied; Section 3 explored the results; Section 4 argues the
implications of the results of the methods applied in this research and in Section 5 we
conclude the paper and provides some futures directions for this and other studies.

2. Materials and Methods

Our workflow was divided into five main stages (Figure 1). In (a) we have the RGB-
imagery acquisition by an Airplane flight performed in the metropolitan region of Campo
Grande, State of Mato Grosso do Sul, Brazil, in the heart of the Cerrado Biome. (b) presents
a geometric correction of the images and orthophotos generation. In (c), annotation of the
trees in the orthophotos, and preparation of the data by splitting it into test and training
subsets. In (d), evaluation of five state-of-the-art deep neural networks selected for the
proposed task. Finally, in (e), comparison of the performance of the methods.

2.1. Data Acquisition and Image Processing

The imagery-dataset was acquired with an airplane flight performed in Campo
Grande, Mato Grosso do Sul. This flight took place in 2013 and created a total of 1394
RGB orthoimages with 5619 x 5946 pixels each, with dimensions of 561.9 x 594.6 m and
a ground sampling distance of 10 cm. It is important to note that the images are not
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overlapped. Inside our study area, the urban forests are randomly distributed and mixed
between the constructions (Figure 2). Inside the study area, there are a substantial diversity
of tree species, many of them are not natives trees, as the region is a neighborhood area
where citizens tend to plant the trees following some local set of rules as of the size of the
tree, but besides that, they tend to plant trees that pleases then the most.
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Figure 1. Workflow summarizing the fundamental steps of the conducted approach. Adapted
from [43].
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Figure 2. Overall visualization of the study area, the location is inside the metropolitan region of Campo Grande, Mato
Grosso do Sul, Brazil. And also in color a visualization of the two base images used to make the labels of the tree canopies.
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Figure 4. Fully Convolutional Network (FCN) architecture. Adapted from [43,44].

For the classification quality assessment of the deep learning algorithms, we select two
images from this dataset and manually labeled all the trees presented in them, mapping
all the tree cover in these two images. The images have 33.4 hectares (ha) each and a tree
cover of 4.8 ha in one image and 3.8 ha in the other. All tress are randomly distributed
in the area, making a ratio of 12.8% of the dataset composed of our target object and the
rest being background, that is composed of roads, buildings, cars, houses, and many other
elements that compose a typical urban environment, e.g., paths, districts, edges, nodes,
and landmarks).

2.2. Semantic Segmentation Methods and Experimental Setup

This section presents five state-of-the-art deep learning architectures evaluated in our
study case. These architecture were the same applied in the work of [43], our previous work
with precision agriculture, but now we want to attend the urban forest context. To better
visualize and analyze CNN's architectures, we organize the CNN structure illustrations
with colored blocks. Each block represents a processing layer with the data as described in
Figure 3.

L L)
Convolution  Deconvolution  Atrous Pooling Dilated Dilated
Spatial Convolution Block
Pyramid
Pooling

Figure 3. Building blocks used to illustrate the different CNNs layers.

Fully Convolutional Network (FCN): FCN architecture is presented in Figure 4. It was
proposed by [44]. This deep network creates a classification map with a set of convolutional
layers returning a spatially reduced result. After that, it applies deconvolution layers to
upsample the initial classification and produce a dense prediction, restoring the image’s
original resolution.

U-Net and SegNet: According to [43], the U-Net architecture was the first network to
propose an encoder-decoder architecture to perform semantic segmentation tasks. This
deep network was created by [45] to segment biomedical images. To generate an initial
prediction map, are used the encoder and max-pooling layers with feature extraction. The
encoder consists of a stack of convolution, and the decoder comprises convolutions, decon-
volutions, and unpooling layers in a symmetrical expanding path, using deconvolution
filters to up-sample the feature maps. An illustration of this architecture is presented
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in (Figure 5). SegNet is also an encoder-decoder network path like U-Net, but with the
replacement of the deconvolution layers by unpooling operations to increase the spatial
resolution of the initial prediction map generated by the encoder. Ref. [46] proposed this
architecture based on the VVG 16 network developed by [47]. A scheme of deep network

SegNet is shown in (Figure 6).

CONCAT.

.T

Figure 5. U-Net architecture. Adapted from [43,45].

smEEmEE

Figure 6. SegNet architecture. Adapted from [43,46].

DeepLabV3+: The DeepLabV3+ [48] starts with three blocks composed of two convo-
lutions and one polling layer that performs the feature extraction and an initial prediction
map. These features are then processed by a particular layer, called Atrous Spatial Pyramid
Pooling (ASPP) introduced in [49]. This technique involves employing atrous convolution
in parallel to extract features at multiple scales and alleviate the loss of spatial information
due to prior pooling or convolutions with striding operations. The data is then processed
with features extracted from the first pooling layer and refined by one extra convolutional
layer. Then three convolutional layers process the concatenated segments upsampled
by a bilinear interpolation producing the final prediction map. For more details, see
Figure 7 [48].

Figure 7. DeepLabV3+ architecture. Adapted from [43,48].
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Dynamic Dilated Convolutional Network (DDCN): Proposed by [35], the DDCN is
designed to preserve the input image resolution. Ref. [43] describe this network in more
detail. However, in summary, the Dynamic Dilated Convolutional Network uses a multi-
scale training strategy that implements dynamically-generated input images to converge a
dilated model that does not downsample the input data due to a specific configuration of
stride and padding. The model has eight dilated blocks; each block comprises a dilated
convolution and a pooling layer; the blocks are followed by a standard convolutional layer
responsible for the final prediction map. In each iteration of the training procedure, a
dimension is randomly selected from this distribution and used to create a new batch. The
model captures multi-scale information by processing these batches with a pre-determined
size, advancing in the processing phase. The network selects, based on scores obtained
during the training phase for each evaluated input size, the best image resolution. Then
the DDCN processes the testing images using batches composed of the images with the

Dilated Block
-

Neurons:64
Kernel: 4x4
Stride: 1

best-evaluated size (Figure 8).

Neurons:2
Kernel: 1x1
Stride: 1

Figure 8. Dynamic Dilated Convolutional Network (DDCN) architecture. Adapted from [35,43].

2.2.1. Experimental details

We adopted the same training/trial protocol for all CNNs. All networks used in
this research have been trained from scratch (i.e., without pre-trained weights from other
datasets, like ImageNet, for example). We used 1938 input patch sizes of 256 x 256 pixels,
with 388 patches for the test, 1162 for train, and 388 for validation, a distribution of approx-
imately 20%, 60%, and 20% respectively. It is important to note that additional input patch
sizes were tested in an experimental phase, but the results did not change considerably
and only increased the training time. All approaches used the same set of hyperparam-
eters during training, which was defined based on previous analyses. Specifically, the
learning rate, weight decay, momentum, and iterations were 0.01, 0.005, 0.9, and 200,000,
respectively. The model is optimized using stochastic gradient descent (SGD). To assist
the convergence process and prevent overfitting (Overfitting is a concept used to refer to a
model that adjusts too well to the training data, but it does not generalize to the unseen
before dataset, i.e., a test dataset), after 50,000 iterations, the learning rate was reduced
following an exponential decay parameter of 0.5 by an SGD scheduler. Aside from this,
we used rotation, noise, and flip (as in [50]) for data augmentation, and we were capable
of augmenting the dataset by six times. With the data augmentation technique, we can
make the CNN classification more robust and generalize better. In Figure 9, we can see the
schematic diagram for the evaluation process.
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Figure 9. Schematic diagram of the evaluation process.

All deep learning-based models exploited in this work were implemented using the
TensorFlow [51], a Python framework conceived to allow efficient analysis and implemen-
tation of deep learning with Graphics Processing Units (GPUs). All experiments conducted
here were performed on a 64-bit Intel i7-8700K@3.70GHz CPU workstation, 64 GB memory,
and NVIDIA® GTX 1080 GPU with 12Gb of memory, under a 10.0 CUDA version. Debian
4.195.98-1 version was used as the operating system.

2.2.2. Evaluation Metrics

The networks were evaluated using five different classification metrics: pixel accuracy,
average Accuracy, Fl-score, Kappa, IoU/Jaccard. The variables TP, TN, FP, FN stand for the
number of true positives, true negatives, false positives and false negatives, respectively. In
our analysis, positives and negatives refer to the pixels assigned by the underlying classifier
to the trees and background classes, respectively. Such positives and negatives are true or
false, depends on whether or not they agree with the ground truth, respectively.

The Pixel accuracy is given by:

TP+ TN

Pix.Act. = 45 T TNy FP+ EN )

The average accuracy (Av. Acc.) is the mean accuracy result given by class, in this case
we have 2 classes tree and background.

The F1-score is given by:
P xR

P+R’
where P and R stand for Precision and Recall, respectively, and are given by the ratios
present in Equations (3) and (4):

F1=2x )

TP

P= TP+ FP ©)
TP

R= TP+ FN )

The Cohen’s Kappa statistic (K) proposed by [52], tells you how much better your clas-
sifier is performing over the performance of a classifier that guesses at random according
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to the frequency of each class. The mathematical formulation of this metric is given by a
balance between a positive and negative response, as follows:

Ppositive = TP+ FN * TP+EDP 5)
P T TPLTN+FP+FN TP+ TN +FP+FN
Pnegative = IN + FN * TN+ FP (6)
80 = TP TN FP+EN ' TP+ TN 1 FP + EN
Pe = Ppositive + Pnegative )
Pix.Acc. — Pe
K=———— 8
1— Pe ®)

The Union Intersect (IoU), also known as the Jaccard Index, is frequently used as a
precision metric for semantic segmentation tasks [53,54]. In the Reference and the Prediction
mask, IoU is indicated by a ratio of the number of pixels in both masks to the total number
of pixels in:

|Reference N Prediction|

Iol = —
0 |Reference U Prediction|

)

3. Results

In this section, we present the results of the experimental evaluation of the selected
semantic segmentation approaches. In (Section 3.1) we made a quantitative analysis with
the metrics described in (Section 2.2.2), the (Section 3.3) presents a visual analysis of the
segmentation outcomes, and in (Section 3.2), we assess the computational efficiency of
each method.

3.1. Performance Evaluation

The evaluated deep learning methods returned similar results for the proposed ap-
proach. Ranging from 96.18% to 95.56% for pixel accuracy, 91.25% to 88.80% for Av. Acc.,
91.40% to 89.91% for Fl-score, 82.20% to 79.83% for Kappa and 73.89% to 70.01% for IoU.
Results of the classification for the test set are presented in Table 1.

Table 1. Classifiers’ results for each evaluation metrics using the test set of patches, while classifying
tree canopies.

Set Network Pix. Acc. Av. Acc. F1-Score Kappa IoU
FCN 0.9614 0.9008 0.9123 0.8247 0.7342
SegNet 0.9607 0.9125 0.9130 0.8260 0.7370
Test. U-Net 0.9597 0.9082 0.9104 0.8208 0.7301
DDCN 0.9556 0.8880 0.8991 0.7983 0.7001
DeepLabV3+ 0.9618 0.9059 0.9140 0.8280 0.7389

A slight difference indicates that DeepLabV3+ was the best classifier method from
a quantitative perspective, returning the best available results for the chosen metrics. In
the recent few years, the architecture DeepLabv3+ has been regarded as state-of-the-art in
semantic segmentation. So it is no surprise that it achieved the best performance among all
tested architectures in our experiments, both in terms of absolute average accuracies as
in terms of variability for the test set. Nevertheless, it also is accurate to say by analyzing
the results presented in Table 1 that all of the five state-of-the-art networks are capable
of segmenting trees inside a Cerrado urban environment in a satisfactory way with the
proposed imagery dataset. These deep neural networks can separate tree covered-area
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from other objects inside an urban environment while maintaining the original resolution
of the image input is an important characteristic, making it possible to extract valuable
information that could be used to support urban planning strategies.

Figure 10 presents the confusion matrix of all the CNN methods used in this research,
which was used to derive the metrics presented in Table 1.

15.27
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Figure 10. Confusion Matrix for all the analysed ConvNets.

Finally, we present in Figure 11 the accuracy and loss curves. We can see that the
FCN, UNet, and SegNet performed similarly with stable slight variation and close to
the minimum loss value after 100,000 iterations or half the way of the learning process
established. The DCNN presented some increase in loss after 100,000 iterations. After the
learning rate was reduced in the lasts 50,000 iterations by the SGD scheduler, it reached
its minimum value, and the loss fluctuations were reduced. Moreover, the DeepLabV3+
became stable after 100,000 iterations with the minimum loss observed.

3.2. Computational Complexity

This section compares the methods in terms of computational efficiency and computa-
tional load for training and inference. Table 2 presents the average training and inference
times measured on the hardware infrastructure described in Section 2.2. Considering that
the methods were trained with the same optimizer and learning rates, these results are
highly correlated with the network depth and the selected batch size. For instance, the
DDCN network is deeper than the others, and the consequence is that it took longer than
the other networks for training and inference.

The most significant variation of performance is concerning the number of parameters
and with training and inference time. Despite being the best architecture in performance,
According to Table 2, DeepLabv3+ needed more parameters than the other architectures,
about 2.75 times more parameters than the U-Net, the least requiring one. The need for a
more significant number of parameters often implies a higher demand for training samples
that our dataset or another dataset may not have met that the methods present in this
research paper may be applied, possibly causing the DeepLabV3+ architecture to perform
below its potential.
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Figure 11. Convergence of the evaluated networks.

Table 2. Number of Parameters and Processing Time of the proposed approaches. The training time
represents the results for the test set of each method. The inference time stands for the time taken by
each model to make predictions for each image.

Method FCN U-Net  SegNet  DeepLabV3+ DDCN
Number of Parameters ;o 1.86 2.32 5.16 2.08

(in millions)
Training Time

(GPU hours) 485 450 472 486 500
Inference Time

(GPU min.) 1.4 1 1.1 1.4 5.1
Inference Time

(CPU min.) 1.9 1.3 1.5 1.9 6.2
Inference Time
(GPU min.,/ha) 0.042 0.030 0.033 0.042 0.153
Inference Time 0.057  0.039 0.045 0.057 0.186

(CPU min./ha)

3.3. Visual Analysis

Some features maps, learned by the convolutional layers, are presented in Figure 12.
Specifically, this image presents low-, mid- and high-level feature maps learned by the
first, a middle, and the last layers of the networks, respectively. We can see the each CNN
performs very differently from one another.

Figures 13 and 14 show an example of the results for the chosen methods with cropped
images from our dataset that came to represent common occurrences of vegetation inside an
urban environment. References are presented on the left row of the cropped images in the
first line of both Figures, the annotated label is in the second line, and each subsequent line
presents the segmentation produced by the CNN. We chose these images to represent the
visual segmentation of the dataset because they are different in their content and represent
common situations that CNNs may encounter while segmenting a tree in urban areas.
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Input

Low- Mid- High- Input Low- Mid-  High-
level

level

Image  level

Figure 12. Input images and some produced (upsampled) feature maps extracted from initial, mid, and end layers of the
networks. From top to bottom: FCN [44], UNet [45], Segnet [46], DeepLabV3+ [48], and DCNN [35]. The high level column
presents an approximation of the final result of CNN classification.

In row (a) of Figure 13, there is a parking lot background. Inside this parking lot, we
have one large group of trees with sparse distribution, one singular tree in the parking
lot, one tree truncated in half by the picture frame, and a shadowed area at the top of
the image. The white spots, or false negatives, compose a large area of the photograph,
meaning that the CNNs missed a lot of our intended objective, classifying as background
much of the trees in this area. However, it is essential to note that shadows were not a
problem for any CNNSs in this particular case. Another issue was related to the shape of
the object. The SegNet, for example, returned a worse response related to it. All the CNNs
localized the truncated tree. The errors mainly occurred at the canopies’ edges, meaning
that the CNNs missed information regarding vegetation borders. In row (b) of Figure 13,
the image possesses a greater variety of backgrounds; a patch of grass, a patch of sidewalk,
a patch of road, a car, and a patch of house, and more shadows. Furthermore, there are
two large groups of trees with tension lines crossing them in this image, and even a single
tree near one of the groups and a small one crop at the top of the image. This region, in
particular, highlighted some of the flaws in the segmentation results. The DeepLabV3+
and the DDCN returned higher FN, especially in the shadowed areas. Still, most of the
FN cases of this patch are inside the tree group at the bottom, meaning that the CNNs
had a hard time separating singular trees in this context. In row (c) of Figure 13, there is a
variety of backgrounds as diverse as in row (b), but a uniform distribution of trees inside
the image, with four medium size and contiguous groups of canopies. Here, the CNN’s
presented fewer mistakes than on the other examples, as most of the errors were FP in the
edges of large groups of trees; with this example, we see that the CNNs perform better in
patches with groups of trees no isolated trees nearby.

In row (a) of Figure 14, we have large tree canopies and a road with a rooftop back-
ground, and all the CNNs performed reasonably well with large canopies segmentation
except for U-Net and the FCN that faced a difficult time segmenting the shadowed areas in
this case. In row (b) of Figure 14, we have a large patch of trees that are beneath a residential
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area, and the networks performed similarly in this case of one large group of trees even
for the false positives case of the shadows, but we can see that in this case, DeepLabV3+
was the most assertive CNN. In row (c) of Figure 14, we have a small patch of trees located
beneath houses and cars. As discussed previously, we have the most significant part of the
errors with the isolated and small trees, shadowed areas, and grassed and bush areas.

(a) (b) (©)

Cropped image

Label

FCN

SegNet

U-Net

DDCN

DeepLabV3+

Figure 13. Cropped images, labeled canopies and the resulting map for the cropped image with
the evaluated CNNSs. The light red areas are the true positives (TP), the soft grey areas are the true
negatives (TN), the white spots are the false negatives (FN), and the dark red areas are the false

positives (FP).
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Cropped image

Label

FCN

SegNet

U-Net

DDCN

DeepLabV3+

Figure 14. Cropped images, labeled canopies and the resulting map for the cropped image with
the evaluated CNNSs. The light red areas are the true positives (TP), the soft grey areas are the true
negatives (TN), the white spots are the false negatives (FN), and the dark red areas are the false

positives (FP).
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4. Discussion

A set of state-of-the-art deep learning semantic segmentation approaches was ap-
plied to map urban forests in high-resolution RGB imagery in the urban context. Our
results indicated that the investigated methods performed fairly similarly in this task,
returning a pixel accuracy between 96.18% (DeepLabV3+) and 95.56% (DDCN), an av-
erage accuracy between 96.07% (DeepLabV3+) and 95.56% (DDCN), a F1-score between
91.40% (DeepLabV3+) and 89.91% (DDCN), a Kappa 82.80% (DeepLabV3+) and 79.83%
(DDCN) and IoU between 73.89% (DeepLabV3+) and 70.01% (DDCN). Visually evaluating
the classification map obtained with each network, it is difficult to emphasize an overall
better method. Nonetheless, we have a quantitative advantage for the DeepLabV3+. This
CNN also presented a satisfactory visual result with little noise and false-positives rates
regardless of tree detection. Despite the quantitative results, the DDCN also presented a
smooth visual result.

Most of the evaluated methods returned proximal inference time for both GPU and
CPU tests, except for the DDCN method [35], which took around four times the amount of
time needed to perform the same task. U-Net consistently presented lower inference times,
being the fastest method among all for training and prediction. However, an estimation of
this inference time per area demonstrates how rapidly these neural networks can segment
trees in the given data set once they are trained. This information is vital for precision
image segmentation tasks since this response could be incorporated into decision-making
strategies regarding area size and priority. It should also be noted that the times informed
here are considering the system used to train these methods, see Section 2.2.1.

For a practical approach, the final use of this method is the application in a city to detect
vegetated areas. For our example images, we have a range of pixel accuracy of 96.18% to
95.56%. These remaining percentage not correctly classified in our test dataset is explained
in Section 3.3 as the CNNs are known for producing errors in image-boundaries [55,56].
Moreover, most of the problems faced by the investigated deep networks are related to
shadowy areas, isolated and small trees, and the grass and bush areas inside the images.
Things for the CNN and even for the human operator can be a little ambiguous. Some
solutions for these kinds of problems are the labeled dataset be manually segmented by
more than one operator, creating a more detailed and overlapped map of the trees inside
an area, we also can augment the dataset using techniques, such as the presented in the
Section 2.2.1. The analysis of the classification results shown in Table 1 demonstrates that
the deep neural networks are lacking accuracy if compared to our annotations; the result
of the IoU metric demonstrates this. Regardless, the visual output of the segmentation
methods is rather noisy in some of the patches. Shadows were a problem, even more, when
mixed inside large groups of trees; when they are further away from our object of interest,
CNNs have fewer issues in segmenting them. However, small isolated trees were a higher
challenge for all the networks to deal with, especially when they are inside the same patch
as large groups of trees; all the CNNss tend to miss-classify and even ignore them. The
grass and bush areas were more of a problem when they were near large groups of trees,
and the CNNs might interpret them as a continuation of the tree patches and classify them
as trees, creating false positives.

Possible solutions to contour this problem are to use a higher resolution RGB imagery
dataset and use different kinds of datasets in conjunction. For example, we can use
RGB and LiDAR fusion to create an exact 3D point cloud; these approaches are a hot
topic in autonomous driving vehicles [57,58], for the reason that they have an excellent
capacity for accurate and fast scenery reconstruction. Another approach is the use of
image segmentation methods with multi-spectral, and high spatial resolution sensors, the
exploration of the spectral index for the detection and analysis of vegetation is a mature
topic in remote sensing [17,22,59] and it can also be implemented with Deep learning
approaches inside urban areas for semantic segmentation tasks.
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5. Conclusions

We evaluated five state-of-the-art Convolutional Neural Networks for the semantic
segmentation of urban forests using airborne high spatial-resolution RGB images. The
architectures tested were: Fully Convolutional Network, U-Net, SegNet, Dynamic Dilated
Convolution Network, and DeepLabV3+. The experimental analysis showed the effective-
ness of the methods reporting a very proximal value for all the classifiers, with a mean for
Pixel accuracy of 96.11% average pixel accuracy of 90.70%, F1-score of 91.27%, Kappa of
82.54% and IoU of 73.56%. With the best results being from the DeepLabV+3 architecture.
Our research confirmed that CNNs could segment urban trees from high spatial resolution
remote sensing imagery in the urban context. However, the networks still possess some
limitations in the urban environment.

For future directions and development, we intend to improve the develop methods to
improve the IoU mainly because it was our worst-performing metric. For this, we suggest
creating a supplementary labeling phase created by a different human operator of the same
area and merging the labels. As we have more correct labels, human error cases will be
minimized in the labeling phase, proving a better feature map for the CNNs to work. The
labeling phase of a large and complex image is a classical case of estimation error, and to
overpass it, another stage of the labeling process is then suggested as an alternative.

We further intend to test the generalization and the transferability of the CNN architec-
tures on datasets from different regions, as the urban landscape are diverse in composition
applying the concept of domain adaptation. Future studies should also involve differentiate
tree species, and to perform data fusion with multiple sensors data, such as Li-DAR or
multi-spectral data in addition to the optical RGB data.We also suggest exploring instance
segmentation (detection and segmentation) architectures such as Mask RCNN, Detectron2,
FCIS, BlendMask, and YOLACT. These approaches are also of interest to urban planning
applications, because they can differentiate the urban landscape by object, contributing to
the tree classification by species.
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