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Abstract: Deep learning approaches have been widely used in building automatic extraction tasks
and have made great progress in recent years. However, the missing detection and wrong detection
causing by spectrum confusion is still a great challenge. The existing fully convolutional networks
(FCNs) cannot effectively distinguish whether the feature differences are from one building or the
building and its adjacent non-building objects. In order to overcome the limitations, a building multi-
feature fusion refined network (BMFR-Net) was presented in this paper to extract buildings accurately
and completely. BMFR-Net is based on an encoding and decoding structure, mainly consisting of two
parts: the continuous atrous convolution pyramid (CACP) module and the multiscale output fusion
constraint (MOFC) structure. The CACP module is positioned at the end of the contracting path and
it effectively minimizes the loss of effective information in multiscale feature extraction and fusion
by using parallel continuous small-scale atrous convolution. To improve the ability to aggregate
semantic information from the context, the MOFC structure performs predictive output at each stage
of the expanding path and integrates the results into the network. Furthermore, the multilevel joint
weighted loss function effectively updates parameters well away from the output layer, enhancing the
learning capacity of the network for low-level abstract features. The experimental results demonstrate
that the proposed BMFR-Net outperforms the other five state-of-the-art approaches in both visual
interpretation and quantitative evaluation.

Keywords: high-resolution remote sensing images; building extraction; multiscale features; aggregate
semantic information; feature pyramid

1. Introduction

The building is one of the most important artificial objects. Accurately and auto-
matically extracting buildings from high-resolution remote sensing images is of great
significance in many aspects, such as urban planning, map data updating, emergency
response, etc. [1–3]. In recent years, with the rapid development of sensor technology and
unmanned aerial vehicle (UAV) technology, many high-resolution remote sensing images
have been produced widely. The high-resolution remote sensing images can provide more
fine detail features, increasing the challenge of building extraction. On the one hand, the
diverse roof materials of buildings are represented in detail, leading to undetected building
results. On the other hand, the similar difference between a building and its adjacent
non-building objects results in some wrong detection. These difficulties are the primary
factor influencing the building results that can be used in realistic applications. As a result,
accurately and automatically extracting buildings from high-resolution remote sensing
images is a challenging but crucial task [4].
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Currently, the conventional method of feature extraction based on artificial design has
gradually given way to the neural network method based on deep learning technology
for extracting buildings from VHR images. The traditional extraction methods mainly
use the subjective experience to design and extract typical building features in remote
sensing images [5,6] and then combine with some ways of image processing and analysis
to improve the accuracy of building extraction [7,8]. However, their performance is still
severely limited by the capability of feature representation. Therefore, using the neural
network to automatically extract high and low dimension image features and identify them
at the pixel level is one of the most famous building extraction approaches.

With the development of computer vision technology based on deep learning, the
convolutional neural networks (CNNs) are gradually applied to remote sensing image
classification [9–11] or ground object detection [12,13]. Long et al. [14] first designed the
fully convolutional network (FCN) in 2015, using the convolution layer to replace the fully
connected layer of the CNNs. It has an end-to-end pixel-level recognition capability and
makes the semantic segmentation process easier to complete. Since then, the emphasis of
research on building extraction from remote sensing images using deep learning technolo-
gies has shifted from CNNs to FCN [15–18]. In the optimization research of the building
extraction method based on FCN, in order to improve the accuracy and integrity of build-
ing detection, the work mainly focuses on three aspects. The first is model improvement,
which mainly focuses on optimizing the internal structure of an existing classic network
to increase the performance of the model [19,20]. The second is data improvement, which
consists of establishing a high-quality and high-precision sample set, increasing sample
data in the study field, and realizing sample data improvement by fusing multisource
data like DSM [21,22]. The third is classifier synthesis, which introduces the conditional
random field and attention mechanism to improve classification accuracy [23,24]. While
the encoding and decoding structure in FCN can realize an end-to-end network structure,
the original image information lost during the encoding phase is difficult to recover during
the decoding phase, resulting in the fuzzy edges of building extraction results, a loss
of building details, and building details a reduction in extraction accuracy. As a result,
the improvement of FCN models (Supplementary Materials) primarily focuses on two
types: improving the internal structure of FCN to make full use of multiscale features and
optimizing the upsampling stage of FCN.

In the category of improving the internal structure of FCN, many researchers enhance
the network performance by enhancing the multiscale feature extraction fusion ability
of the model. Researchers realized the detection of objects of various scales in the early
days by constructing the inception structure [25]. However, since it uses the common
convolution operation, multiple branch convolution can result in a lot of extra calculations.
Zhao et al. [26] introduced a pyramid pooling module (PPM) to achieve multiscale feature
fusion. They first used the multiscale pooling operation to get the pooling results of
various sizes, then channel reduction and upsampling were made, and the feature maps
were finally concatenated. Yu [27] et al. proposed atrous convolution by padding zero
in the adjacent weights of the ordinary convolution kernel and expanding the size of the
equivalent convolution kernel. The dilation rate is defined as the gap between two adjacent
effective weights. Chen et al. [28] first proposed the atrous spatial pyramid pooling (ASPP)
module in DeepLabv2 based on the idea of atrous convolution. The ASPP module captures
the features of different scale objects by parallel multiple atrous convolutions with different
dilation rates and realizes the fusion by connecting them. Subsequently, the PPM and ASPP
module are widely used in building extraction tasks [29–31]. However, the aforementioned
multiscale feature extraction fusion methods generally use large-scale dilation rates and
pooling windows to acquire a large range of image information, which typically results in
the loss of effective information and decreases the completeness of buildings with variable
spectral characteristics. The buildings extracted by MAP-Net [31] and BRRNet [32] cannot
obtain a complete detection result under the condition of building with complex spectral
characteristics, as shown in the first image in Figure 1.
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Figure 1. Typical building extraction results by some existing methods in the spectrum confusion area.

In terms of the category of optimizing the upsampling stage of FCN, they provide more
semantic information of a multiscale context for the upsampling stage, allowing it to recover
part of the semantic information and improve the segmentation accuracy. SegNet [33]
records the location information of max values in the MaxPooling operation by using the
pooling indices structure and recovers it in the upsampling stage, which improves the
segmentation accuracy. By fusing low-level detail information in the encoding stage with
high-level semantic information in the decoding stage, Ronneberger et al. [34] proposed a U-
Net network model based on the FCN structure, which enhanced the accuracy of building
extraction. Since then, multiple building extraction networks based on U-Net have been
created, such as ResUNet-a [35], MA-FCN [36], and U-Net-Modified [37]. Nonetheless,
these networks that improve the upsampling stage usually only predict via the last layer
of the network. It fails to use feature information from other levels fully. For example,
multiscale semantic information from the context, including color and edge from high-level
and low-level output results, cannot be aggregated. Thus, buildings with similar spectral
characteristics to nearby ground objects cannot be detected accurately. Although the MA-
FCN outputs at each level of the expanding path and fuses multiple output results at the
end of network, the large-scale upsampling operation is not precise enough, which will
integrate too much invalid information and reduce the network performance. Moreover,
the existing FCNs always have a large number of parameters and a deep structure. Suppose
the network is constrained only by the results of the last layer. In that case, the update
range of the parameters faring away from the output layer will be significantly attenuated
due to the distance, thereby weakening the semantic information of the abstract features
and reducing the performance of the network. As the second image in Figure 1 shows,
the spectral characteristics of a building and its adjacent ground objects are similar. The
existing methods cannot effectively distinguish them and get a false detection.

Given the issues mentioned above, this paper proposes a building multi-feature fusion
refined network (BMFR-Net). It takes U-Net as the main backbone, mainly including the
continuous atrous convolution pyramid (CACP) module and multiscale output fusion
constraint (MOFC) structure. The CACP module takes the end feature maps of the con-
tracting path as input and realizes multiscale feature extraction and fusion by parallel
continuous small scale atrous convolution, then feeds the fusion results into the subsequent
expanding path. In the expansion path, the MOFC structure enhances the ability of the
network to aggregate multiscale semantic information from the context by integrating the
multilevel output results into the network. It constructs the multilevel joint loss constraint
to update the network parameters effectively. Finally, the accurate and complete extraction
of buildings is realized at the end of the network.
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The main contributions of this paper include the following aspects:

(1) The BMFR-Net is proposed to extract buildings from high-resolution remote sens-
ing images accurately and completely. Experimental results on the Massachusetts
Building Dataset [12] and WHU Building Dataset [38] shows that the BMFR-Net out-
performs the other five state-of-the-art (SOTA) methods in both visual interpretation
and quantitative evaluations

(2) This paper designed a new multiscale feature extraction and fusion module named
CACP. By paralleling the continuous small-scale atrous convolution in line with HDC
constraints for multiscale feature extraction at the end of the contracting path, which
can reduce the loss of effective information and enhance the continuity between local
information.

(3) The MOFC structure is explored in this paper, which can enhance the ability of the
network to aggregate multiscale semantic information from the context by integrating
each layer output results into the expanding path. In addition, we use the multilevel
output results to construct the multilevel joint weighted loss function and determine
the best combination of weights to effectively update network parameters.

The rest of this paper is arranged as follows. In Section 2, the BMFR-Net is introduced
in detail. The experimental conditions, results, and analysis are given in Section 3. The
influence of each module or structure on the network performance is discussed in Section 4.
Finally, Section 5 concludes the whole paper.

2. Methodology

This section mainly describes the method proposed in this paper. Firstly, we overview
the overall framework of BMFR-Net in Section 2.1. Then, the CACP module and the MOFC
structure in BMFR-Net are described in detail in Sections 2.2 and 2.3. Finally, in Section 2.4,
the multilevel joint weighted loss function is introduced.

2.1. Overall Framework

To better address the problem of missing detection and incorrect detection of build-
ings extracted from high-resolution remote sensing images due to spectrum uncertainty,
we proposed an end-to-end deep learning neural network named BMFR-Net, as shown
in Figure 2.
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The BMFR-Net mainly comprises the CACP module and the MOFC structure and
uses the U-Net as the main backbone after the last stage is removed. At the end of the
contracting path, the CACP module is fused. It can effectively reduce the loss of effective
information in multiscale feature extraction and fusion by parallel continuous small-scale
atrous convolution. Then the MOFC structure outputs at each level of the expanding
path. It reversely integrates the output results into the network to enhance the ability to
aggregate multiscale semantic information from the context. Besides, the MOFC structure
realizes the joint constraints on the network by combining the multilevel loss functions.
It can effectively update the network parameters in the contracting path in BMFR-Net,
which are located far away from the output layer and enhance the learning capacity of the
network for shallow features.

2.2. Continuous Atrous Convolution Pyramid Module

To alleviate the information loss in the multiscale feature extraction process, we pro-
posed the CACP module in this section. Buildings are often densely spaced in high-
resolution remote sensing images of urban scenes, as is well recognized, and the size
difference is obvious. Therefore, it is necessary to obtain multiscale features to extract
different scale buildings completely. We propose CACP, a new multiscale feature extrac-
tion and fusion module inspired by hybrid dilated convolution (HDC) [39], as shown
in Figure 3.
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Figure 3. Illustration of the HDC. All the atrous convolution layers with a kernel size of 3 × 3: (a) from left to right,
continuous atrous convolution with the dilation rate of 2, the red pixel can only get information from the input feature map
in a checkerboard fashion, and most of the information is lost; (b) from left to right, continuous atrous convolution with the
dilation rates of 1, 2, and 3, respectively, the receptive field of the red pixel covers the whole input feature map without any
holes or edge loss.

As shown in Figure 4, the CACP module is made up of three small blocks: feature
map channel reduction, multiscale feature extraction, and multiscale feature fusion. To
begin, in the block of feature map channel reduction, the input channel number of the
feature map is reduced by half to reduce the calculation amount. Following that, the
reduced feature maps are fed into the multiscale feature extraction block, which extracts
multiscale features through five parallel branches. The first three branches are continuous
small-scale atrous convolution branches. In this paper, the dilation rates of the three
branches are (1,2,3), (1,3,5), and (1,3,9). The gridding phenomenon is alleviated and local
information such as texture and geometry loss is effectively minimized by placing HDC
constraints on the dilation rate of continuous atrous convolution. The fourth is the global
average pooling branch, which is used to obtain image-level features. The fifth branch
is designed as a residual [40] branch to integrate the original information and facilitate
the error backpropagation to the shallow network. Besides, the batch normalization and
ReLu activation functions are performed after the atrous convolution process. Finally, the
extracted features are fused by pixel addition in the multiscale features fusion block and
the channel number of the feature map is restored to its target number.
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In comparison to the ASPP module, the CACP module replaces the single-layer
large-scale atrous convolution in the ASPP module with continuous small-scale atrous
convolution. The CACP module can enhance the relevance of local information such as
texture and geometry and slow down the loss of high-level semantic information that
helps target extraction in the atrous convolution process to improve the completeness
of buildings with variable spectral characteristics. The CACP module can also be easily
incorporated into other networks to enhance multiscale feature extraction and fusion.

2.3. Multiscale Output Fusion Constraint Structure

This section designs a multiscale output fusion constraint structure in order to increase
the ability to aggregate multiscale semantic information from the context and reduce the
difficulty of updating parameters in the contracting path in BMFR-Net, which are located
far away from the output layer. At present, the U-Net and other networks for building
extraction from remote sensing images usually only generate results at the last layer. The
network is insufficient to aggregate multiscale semantic information from the context
since these frameworks fail to make full use of feature information from other levels.
Additionally, most of the existing networks usually have more deep layers. Due to single-
level network constraints, it is difficult to efficiently change parameters far away from
the output layer. As a consequence, the precision of the building extraction results is
insufficient for practical applications.

Inspired by FPN [41], the MOFC structure is designed to solve the above problems,
and its structure is shown in Figure 5. In this paper, we took U-Net as the main backbone.
Firstly, the MOFC structure uses a convolution layer with kernel size 1 × 1 and the sigmoid
activation function for prediction production at the end of each level of the expanding path,
as shown by the purple arrow in Figure 5. Next, the predicted results except the last level
are upsampled twice. Then, as shown by the red arrow in Figure 5, the upsampling feature
map is connected with the feature map of the adjacent level that has the skip connection.
Moreover, except for the last level, the output results are upsampled to the size of the input
image and evaluated with the ground truth to construct the multilevel joint weighted loss
function, as shown in the orange arrow in Figure 5. In the end, the building extraction
result is generated at the end of the network.
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Since the MOFC integrates the predicted results of different levels in the expanding
path into the network and constructs a multilevel loss function to constrain the network
jointly, the proposed network with the MOFC structure can obtain the unique high-level
semantic information about buildings and low-level semantic information such as color and
edge from high-level and low-level output results, respectively, to provide more multiscale
semantic information from the context for the upsampling process. Furthermore, it can
more efficiently update parameters in the contracting path that is far away from the output
layer than the current network, extracting buildings with identical spectral features to
be accurate.

2.4. Multilevel Joint Weighted Loss Function

The loss function was used to calculate the difference between expected and actual
outcomes and it is extremely significant in neural network training. Building extraction is a
two-class semantic segmentation task in which loss functions such as binary cross entropy
loss (BCE loss) [42] and dice loss [43] are widely used. The basic expressions of BCE loss
and dice loss are shown in Equations (1) and (2):

lBCE = − 1
N

N

∑
i=1

(gi × log pi + (1 − gi)× log(1 − pi)) (1)

lDice = 1 − 2 × ∑N
i=1(gi × pi)

∑N
i=1 gi + ∑N

i=1 pi
(2)

where lBCE is BCE loss, lDice is dice loss, N denotes the total number of pixels in the image,
and gi denotes whether the ith pixel in the ground truth belongs to a building. If it belongs
to a building, gi = 1, otherwise gi = 0. pi denotes the probability that the ith pixel in the
predicted result is a building.

Since BMFR-Net adopts a multiscale output fusion constraint structure, it has pre-
dicted results at every level of the expanding path, so it is necessary to weight all loss
functions of predicted results to obtain the final loss function. The lossBMFR−Net is expressed
in Equation (3):

lossBMFR−Net =
4

∑
n=1

ωnCn (3)
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where Cn denotes the nth output restriction (loss function) in BMFR-Net from the end of
the network to the beginning of extending path. For example, C1 represents the output
constraint at the end of the network, C4 represents the output constraint at the beginning
of the expanding path. ωn denotes the weight value of the nth output constraint.

3. Experiments and Results

In this section, the experimental evaluation of the effectiveness of the proposed BMFR-
Net is presented and compared with the other five SOTA methods. Section 3.1 illustrates
the open-source data set used in the experiment. Section 3.2 describes the parameter setting
details and environment conditions of the experiment. Section 3.3 presents the evaluation
metrics. Section 3.4.1 shows the comparative experiment results with analysis.

3.1. Dataset

1. WHU Building Dataset

The aerial imagery dataset of the WHU Building Dataset was published by Ji et al. [38]
in 2018. The entire aerial image data set covers an area of about 450 km2 in Christchurch,
New Zealand. The dataset contains 8189 images with 0.3 m spatial resolution, all of which
are 512 pixels × 512 pixels. The dataset was divided into the training set, validation set,
and test set. Due to the limited GPU memory, it is difficult to achieve direct training of such
a large range of images, so we resized all the images to 256 pixels × 256 pixels. Finally, the
training set contained 18,944 images, the validation set contained 4144 images, and the test
set contained 9664 images. The partially cropped images and the corresponding building
labels are shown in Figure 6a.
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Figure 6. Two aerial datasets image and corresponding building label images: (a) the white area in
the label map of WHU Building Dataset represents the building; (b) the red area in the label map of
Massachusetts Building Dataset represents buildings.

2. Massachusetts Building Dataset

The Massachusetts Building Dataset was open-sourced by Mnih [12] in 2013, which
contains a total of 155 aerial images and building label images of the Boston area. The spatial
resolution of the images is 1 m and the size of each image is 1500 pixels × 1500 pixels. The
dataset was divided into three parts: the training set contained 137 images, the validation
set contained four images, and the test set contained ten images. Due to the limitation
of GPU memory, we also trimmed all images to 256 pixels × 256 pixels. We cropped
the original image in the form of a sliding window, starting from the top left corner,
from left to right, and then from top to bottom. The remaining part less than 256 was
expanded to 256 × 256. Some incomplete images were eliminated and the final training
set included 4392 images, the validation set included 144 images, and the test set included
360 images. The partially cropped images and the corresponding building labels are shown
in Figure 6b.
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3.2. Experiment Settings

All of the experiments in this paper were performed on the workstation running
a 64-bit version of Windows 10. The workstation is equipped with Intel(R) Core (TM)
i7-9700 K CPU @ 3.60 GHz, 32 GB memory, and a GPU of NVIDIA GeForce RTX 2080 Ti
with an 11 GB RAM. All the networks were implemented on TensorFlow1.14 [44] and Keras
2.2.4 [45].

The image with a size of 256 pixels × 256 pixels was the input for all networks. The
‘the_normal’ distribution initialization method was chosen to initialize the parameters of
the convolution kernel during the network training stage. In addition, Adam [46] was
used as the model optimizer, with a learning rate of 0.0001 and a mini-batch size of 6.
All networks used dice loss as the loss function. Due to the difference in image data
quantity, resolution, and label accuracy, the network was trained with 200 epochs for the
Massachusetts Building Dataset and 50 epochs for the WHU Building Dataset.

3.3. Evaluation Metrics

In order to evaluate the performance of the network proposed in this paper accurately,
we selected five evaluation metrics commonly used in semantic segmentation tasks to
evaluate the experimental results, including ‘overall accuracy (OA)‘, ‘Precision‘, ‘Recall, ’F1-
Score’, and ‘intersection over union (IoU)‘. The OA refers to the ratio of all pixels correctly
classified to all pixels participating in the evaluation calculation and its calculation formula
shows in Equation (4). The precision refers to the proportion of pixels classified as positive
categories in all pixels classified as positive categories, as shown in Equation (5). The recall
refers to the proportion of pixels correctly classified as positive categories in all pixels
of positive categories, as shown in Equation (6). The F1-Score is the harmonic mean of
precision and recall, which is a comprehensive evaluation index, as shown in Equation (7).
The IoU is the intersection ratio of all predicted positive class pixels and real positive class
pixels over their union, as shown in Equation (8):

OA =
TP + TN

TP + TN + FP + FN
(4)

P =
TP

TP + FP
(5)

R =
TP

TP + FN
(6)

F1 − Score =
2 × P × R

P + R
(7)

IoU =
TP

TP + FP + FN
(8)

where TP (true-positive) is the number of correctly identified building pixels; FP (false
positive) is the number of wrongly classified background pixels; FN (false negative) is
the number of improperly classified building pixels; TN (true-negative) is the number of
correctly classified background pixels.

We employed the object-based evaluation approach [47] in addition to the pixel-based
evaluation method to evaluate network performance. Object-based evaluation is based
on a single building area: if the ratio of a single extracted result and the ground-truth
intersection region to the ground-truth is 0, (0, 0.6), and [0.6, 1.0], it will be recorded as FP,
FN, and TP, respectively.

3.4. Comparisons and Analysis

Several comparative experiments were carried out on the selected dataset to evaluate
the effectiveness of the BMFR-Net proposed in this paper. First, we tested the performance
of BMFR-Net under different loss functions. Then, BMFR-Net is compared with the other
five SOTA methods in accuracy and training efficiency.
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3.4.1. Comparative Experiments of Different Loss Functions

We used the BCE loss and dice loss to train BMFR-Net, respectively, to verify the
influence of different loss functions on the performance of BMFR-Net and the effectiveness
of dice loss. The experimental details were given in Section 3.2. The experimental results
and some building extraction results are shown in Table 1 and Figure 7.

Table 1. Quantitative evaluation (%) of BMFR-Net with different loss functions. The best metric value is highlighted in bold
and underline.

Datasets BCE
Loss

Dice
Loss

Pixel-Based Performance Parameter Object-Based Performance Parameter

OA Precision Recall IoU F1-Score Precision Recall IoU F1-Score

WHU
Building Dataset

√
98.68 93.93 94.27 88.85 94.10 91.38 89.64 86.56 90.01√
98.74 94.31 94.42 89.32 94.36 91.67 89.61 86.68 90.12

Massachusetts
Building Dataset

√
94.38 86.92 82.29 73.22 84.54 88.12 72.13 67.65 78.28√
94.46 85.39 84.89 74.12 85.14 90.49 79.78 75.56 84.14
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According to the above results, the BMFR-Net improves the pixel-based IoU and F1-
Score by 0.47% and 0.26% and 0.9% and 0.6% on the two separate datasets when using dice
loss, respectively. Additionally the integrity of building results was improved. Additionally,
from the perspective of object-based, the recall of building results on the Massachusetts
Building Dataset was significantly enhanced by 7.65% after using the dice loss function.
That is because dice loss can solve the problem caused by the data imbalance between the
number of background pixels and the number of building pixels and avoid falling into the
local optimum. Unlike BCE loss, which treats all pixels equally, dice loss prioritizes the
foreground detail. The ground truth usually has only two kinds of values in the binary
classification task: 0 and 1. Only the foreground (building) pixels can be activated during
the dice coefficient calculation using dice loss, while the background pixels are cleared.
Thus, dice loss is adopted as the loss function of BMFR-Net.
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3.4.2. Comparative Experiments with SOTA Methods

We compared BMFR-Net to the other five SOTA approaches, including U-Net [34],
SegNet [33], DeepLabV3+ [48], MAP-Net [31], and BRRNet [32], to further assess the
efficacy of the introduced network in this paper. We chose U-Net as one of the comparison
methods since BMFR-Net uses U-Net as its main backbone. The SegNet was selected
as the comparison method since it has the same encoding and decoding structure as U-
Net and has a unique MaxPooling indices structure. Besides, the DeepLabV3+ is the
latest structure of the DeepLab series network, which has a codec structure and includes
an improved Xception structure and an ASPP module. Considering that the residual
structure and atrous convolution have a profound impact on the development of neural
networks, we selected BRRNet, a building extraction network based on U-Net and the
integrating residual structure and atrous convolution. Moreover, we also used MAP-Net
as a comparison method, which is an advanced network for building extraction.

To ensure the fairness of the comparative experiment, we reduced the number of
parameters of SegNet and DeeplabV3+, which are used for multiclass segmentation of
natural images. The last encoding and first decoding stage of SegNet was removed and the
number of repetitions with the middle flow in the DeepLabV3+ was changed to the same
eight times as the original Xception.

1. The comparative experiments on the WHU Building Dataset

The quantitative evaluation results of building extraction on the WHU Building
Dataset are shown in Table 2. Our proposed BMFR-Net got higher scores in all evaluation
metrics than other methods. As compared to BRRNet, the second-best performance, BMFR-
Net, was 3.13% and 1.14% higher in pixel-based and object-based IoU, respectively, and
1.78% and 1.03% higher in the pixel-based and object-based F1-score, respectively.

Table 2. Quantitative evaluation (%) of several SOTA methods on the WHU Building Dataset. The best metric value is
highlighted in bold and underline.

Methods
Pixel-Based Performance Parameter Object-Based Performance Parameter

OA Precision Recall IoU F1-Score Precision Recall IoU F1-Score

U-Net [34] 98.20 90.25 94.00 85.34 92.09 90.01 88.60 85.46 88.85
SegNet [33] 98.03 89.43 93.36 84.08 91.35 88.98 88.34 84.38 88.13

DeepLabV3+ [48] 98.28 91.80 92.84 85.73 92.32 89.22 87.44 83.84 87.74
MAP-Net [31] 98.10 91.30 91.61 84.26 91.46 88.83 88.68 84.04 88.10
BRRNet [32] 98.33 91.52 93.68 86.19 92.58 90.31 88.86 85.54 89.09

BMFR-Net (ours) 98.74 94.31 94.42 89.32 94.36 91.67 89.61 86.68 90.12

Extensive area building extraction examples by different methods are shown in
Figures 8 and 9. According to the typical building extraction results are shown in Figure 10,
we can see that the BMFR-Net results are the most accurate and complete with the fewest
FP and FN. When the spectral characteristics of a building and its adjacent ground objects
are similar, as shown in images 1, 2, and 3 in Figure 10, other approaches cannot distinguish
effectively. In contrast, BMFR-Net obtains accurate building extraction results by fusing the
MOFC structure in the expanding path. On the one hand, the MOFC structure in BMFR-Net
enhances the network of the ability to aggregate multiscale semantic information from the
context and provides more effective information for the discrimination of pixels at each
level. On the other hand, the MOFC structure realizes effective updating of parameters
in the contracting path in BMFR-Net, which are located far away from the output layer,
making the semantic information contained in the low-level abstract features richer and
more accurate.
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Furthermore, as shown in Figure 10, images 4 and 5, other methods cannot recognize a
building roof with complex structures and inconsistent textures and materials as one entity,
resulting in several undetected holes and deficiencies in the results, whereas BMFR-Net
extracted the building entirely. That is because the U-Net and SegNet are not equipped
with multiscale feature aggregation modules at the end of the contracting path. Therefore,
they can only extract some scattered texture and geometry information, resulting in the
lack of continuity between the information. In addition, the DeepLabV3+, MAP-Net, and
BRRNet all adopt a large-scale dilation rate or pooling window, which discards too much
building feature information and breaks texture and geometry information continuity. In
contrast, the CACP module in BMFR-Net can integrate multiscale features and enhance the
continuity of local information such as texture and geometry in the feature map, making it
easier to extract a complete building.

2. The comparative experiments on the Massachusetts Building Dataset

The quantitative evaluation results on the Massachusetts Building Dataset are shown
in Table 3. Since the image resolution is lower and the building scenes are more complex in
the Massachusetts Building Dataset than in the WHU Building Dataset, the quantitative
assessment results were lower overall. Nevertheless, BMFR-Net still had the best perfor-
mance in all evaluation metrics. Compared with MAP-Net, BMFR-Net was 1.17% and
0.78% higher in the pixel-based IoU and F1-score, respectively. In terms of the object-based
evaluation, U-Net and SegNet performed better among the five SOTA methods. This is due
to the fact that while U-Net can efficiently detect buildings, the integrity of the building is
insufficient. In contrast, SegNet can entirely extract buildings but has a high rate of false
alarms. Compared with U-Net, BMFR-Net was 0.17% and 0.34% higher in the object-based
IoU and F1-score, respectively.
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Table 3. Quantitative evaluation (%) of several SOTA methods on the Massachusetts Building Dataset. The best metric
value is highlighted in bold and underline.

Methods
Pixel-Based Performance Parameter Object-Based Performance Parameter

OA Precision Recall IoU F1-Score Precision Recall IoU F1-Score

U-Net [34] 94.01 85.33 82.06 71.91 83.66 89.44 80.10 75.39 83.80
SegNet [33] 93.66 81.42 85.60 71.61 83.46 88.68 80.29 75.21 83.70

DeepLabV3+ [48] 93.39 81.62 83.39 70.21 82.50 88.30 77.64 72.42 81.93
MAP-Net [31] 94.18 84.72 84.00 72.95 84.36 88.28 78.57 73.36 82.35
BRRNet [32] 94.12 85.03 83.17 72.55 84.09 86.86 77.28 71.45 80.95

BMFR-Net (ours) 94.46 85.39 84.89 74.12 85.14 90.49 79.78 75.56 84.14

Extensive area building extraction examples by different methods are shown in
Figures 11 and 12. Some typical detailed building extraction results are shown in Figure 13.
Visually, compared with other methods, BMFR-Net had the best global extraction results.
For those buildings with simple structures and single spectral characteristics, all methods
can effectively extract them. However, for non-building objects with similar spectrums
with buildings, such as images 2, 3, and 4 in Figure 13, these background objects are easily
wrongly divided into buildings or a part of buildings is missing in the five comparison
methods. BMFR-Net aggregated more semantic information from the context in the ex-
panding path through the MOFC structure and obtained accurate building extraction
results. In addition, as shown in images 1 and 5 in Figure 13, in the results of buildings
with complex structures or variable spectral characteristics, the other five methods had
more errors or omissions. However„ BMFR-Net uses the CACP module to fuse multiscale
features and obtains rich information, effectively reducing the interference caused by shad-
ows and inconsistent textures. As a result, its extracted building results were closer to the
true results.
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The results of the above experiments show that BMFR-Net outperformed the com-
petition on two separate datasets, demonstrating that BMFR-Net is capable of extracting
buildings from high-resolution remote sensing images of complex scenes. Following that,
we will analyze the causes of the above results in detail. U-Net with the skip connection
structure can integrate partial low-level features into the expanding path and improve its
extraction accuracy. However, due to the poor ability of multiscale feature extraction and
fusion, the building extraction result is not complete enough. SegNet can avoid the loss
of partial effective information by using the MaxPooling indices structure. At the same
time, it does not take into account multiscale feature extraction and fusion. It eliminates the
skip connection structure, resulting in difficulty synthesizing the rich detail information in
the low-level feature and the abstract semantic information in the high-level feature. As a
consequence, the extraction results have the problems of a false alarm and missing alarm.
DeepLabV3+ and MAP-Net enhance the ability of multiscale feature extraction and fusion
by fusing the ASPP module and PSP module, respectively. However, they use large-scale
dilation rates or pooling windows to obtain more global information, making the detection
of large buildings with variable spectral characteristics incomplete. BRRNet uses atrous
convolution and a residual structure to achieve multiscale feature extraction and fusion.
Then the residual refinement module is used to optimize the extraction results at the end
of the network. However, its ability to aggregate multiscale semantic information from
the context is insufficient, making it difficult to distinguish buildings with similar spectral
features from nearby objects. In addition, all these approaches only produce one output at
the end of the network. The BMFR-Net realizes multiscale feature extraction and fusion by
combining the CACP module at the end of the contracting path, minimizing high-level
semantic information such as texture and geometry loss. Then, the MOFC structure is
constructed in the expanding path of BMFR-Net. By integrating the output result of each
level into the network and combining the multilevel loss functions, the MOFC structure
provides more multiscale semantic information from the context for the upsampling stage
and makes the parameters in the contracting path layers to be efficiently modified. There-
fore, BMFR-Net can effectively distinguish feature differences between buildings with
variable texture materials or non-building with similar spectrums, and it can obtain more
accurate and complete building extraction results.

3.4.3. Comparison of Parameters and the Training Time of Different Methods

In general, as network parameters are increased, more memory is consumed during
the training and prediction process. Besides, the training time is also one of the primary
metrics in the assessment model. So, we compared the total parameters and training time of
BMFR-Net and the five SOTA methods. The comparison results are as shown in Figure 14.
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As shown in Figure 14a, the SegNet with the last encoding and first decoding stages
removed had the least parameters. Although BMFR-Net had around 5 million more pa-
rameters than SegNet and the total amount of parameters reached 20 million, it still ranked
in the middle of the five SOTA methods. As shown in Figure 14b, U-Net had the shortest
training time for its simple network structure. Since BMFR-Net has a more powerful CACP
module and a new MOFC structure, it took slightly longer to train than U-Net. Compared
to SegNet with the fewest parameters, the training time on the WHU Building Dataset and
the Massachusetts Building Dataset for BMFR-Net was about 6 h less on average under the
same conditions, due to the sophisticated MaxPooling indices structure. Compared with
DeepLabV3+, which had the second least training time, BMFR-Net had fewer parameters
and better building extraction results. According to the above analysis, we could find that
the BMFR-Net proposed in this paper had a more balanced efficiency performance. Even
though the BMFR-Net had more parameters, it took less time to complete training under
the same conditions and produced better building extraction performance.

4. Discussion

In this section, we used ablation studies to discuss the effect of the CACP module,
the MOFC structure, and the multilevel weighted combination on the performance of the
network. The ablation studies in this section were divided into three parts: (a) investigating
the impact of the CACP module on the performance of the network; (b) verifying the
correctness and effectiveness of MOFC structure; (c) exploring the influence of weight
combination changes of multilevel joint weight loss function on the performance of the
network. The experimental data was the WHU Building Dataset described in Section 3.1.
Unless otherwise stated, all experimental conditions were consistent with Section 3.2.

4.1. Ablation Experiments of Multiscale Feature Extraction and the Fusion Module

We took U-Net as the main backbone and conducted four groups of comparative
experiments to verify the effectiveness of the CACP module (as shown in Figure 4). The
first group is the original U-Net. In the second group of experiments, we integrated the
ASPP module into the end of the contracting path and the dilation rate of the convolution
branch was set as 1, 12, and 18. In the third group of experiments, we used two groups
of small-scale continuous atrous convolution with dilation rates of (1,2,3) and (1,3,5) to
substitute the atrous convolution with the large-scale dilation rate in the ASPP module.
The convolution layer with a kernel size of 1×1 branch in the ASPP module was replaced
with the residual branch. In the last group of experiments, we first eliminated the last level
of U-Net, then integrated the CACP module into the end of the U-Net contracting path.
The dilation rate of the three groups of continuous atrous convolution in the CACP module
was set as (1,2,3), (1,3,5), and (1,3,9) in turn. The multiscale features fusion was finally
realized by adding each pixel. The experimental results and some building extraction
results are shown in Table 4 and Figure 15.

Table 4. Quantitative evaluation (%) of U-Net with different multiscale feature extractions and fusion modules. The best
metric value is highlighted in bold and underline.

Methods
Pixel-Based Performance Parameter Object-Based Performance Parameter

OA Precision Recall IoU F1-Score Precision Recall IoU F1-Score

U-Net 98.20 90.25 94.00 85.34 92.09 90.01 88.60 85.46 88.85
U-Net-ASPP 98.54 93.40 93.70 87.62 93.40 90.78 89.46 85.85 89.59
U-Net-CACP 98.60 93.54 93.87 88.15 93.70 90.80 89.33 86.14 89.56
FCN-CACP 98.62 93.05 94.65 88.39 93.84 91.29 89.55 86.56 89.93
BMFR-Net 98.74 94.31 94.42 89.32 94.36 91.67 89.61 86.68 90.12
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According to the results listed in Table 4 and Figure 15:

• Compared with the other four networks, the evaluation metrics of the original U-
Net were improved by adding the multiscale feature extraction and fusion module,
demonstrating the efficacy of the multiscale feature extraction and fusion module.

• By comparing the experimental results of U-Net-CACP and U-Net-ASPP, the pixel-
based IoU and F1-Score of the network were improved by 0.53% and 0.3%, respectively,
after replacing the ASPP module with the CACP module. Since the CACP module
utilized the continuous small-scale atrous convolution in line with HDC constraints,
it effectively slowed down the loss of high-level semantic information unique to
buildings and enhanced the consistency of local information such as texture and
geometry. Thus, the accuracy and recall of building extraction were improved.

• In contrast with the first three networks, the FCN-CACP had the best performance
in the quantitative evaluation results, with the pixel-based and object-based F1-score
reaching the highest of 93.84% and 89.93%, respectively. As shown in Figure 15,
FCN-CACP had the highest accuracy and contained the fewest holes and defects. By
removing the last stage of U-Net, FCN-CACP retained the scale of the input CACP
module function feature at 32 × 32. Consequently, it will reduce the calculation, mini-
mize information loss of small-scale buildings and make multiscale feature extraction
easier. Except for pixel-based recall, FCN-CACP had lower evaluation metrics than
BMFR-Net because the addition of the MOFC structure to the BMFR-Net enhanced
network performance.

4.2. Ablation Experiments of Multiscale Output Fusion Constraint

In order to validate the efficacy of the MOFC structure (as shown in Figure 5), two
other kinds of multiscale output fusion constraint structures, MA-FCN [36] (as shown in
Figure 16a) and MOFC_Add (as shown in Figure 16b), were introduced for comparison
and analysis. MA-FCN and MOFC_Add are constructed differently in terms of how the
output results are combined. In the processes of MA-FCN, we showed the production at
each level of the expanding path to get the predicted results and upsampled the results to
the resolution of the original image except for the last level. Then the four predicted results
were fused by connecting at the end of the expanding path to obtain the final building
extraction results. In the processes of MOFC_Add, we got the predicted results in the
same way as MA-FCN. Then, starting from the first level of the expanding path, the first
predicted result was upsampled twice and fused pixel by pixel with the second predicted
outcome. The other results were upsampled in the same way until the last level. In the
end, the building extraction results were generated at the end of the network. Based on
U-Net, MOFC, MA-FCN, and MOFC_Add structures were constructed, respectively. In
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the ablation experiment, they were compared with the original U-Net. The experimental
results and some building extraction results are shown in Table 5 and Figure 17.
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Figure 16. Two other kinds of multiscale output fusion constraint structures: (a) structure diagram of MA-FCN; (b) structure
diagram of MOFC_Add.

Table 5. Quantitative evaluation (%) of U-Net with different multiscale output fusion constraint structures. The best metric
value is highlighted in bold and underline.

Methods
Pixel-Based Performance Parameter Object-Based Performance Parameter

OA Precision Recall IoU F1-Score Precision Recall IoU F1-Score

U-Net 98.20 90.25 94.00 85.34 92.09 90.01 88.60 85.46 88.85
MA-FCN 98.34 91.24 94.14 86.33 92.66 90.84 89.30 86.25 89.60

MOFC_Add 98.08 88.39 95.31 84.70 91.72 89.22 88.74 85.31 88.52
U-Net-MOFC 98.61 93.41 94.14 88.28 93.77 91.00 90.05 86.74 90.09

BMFR-Net 98.74 94.31 94.42 89.32 94.36 91.67 89.61 86.68 90.12
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According to the results listed in Table 5 and Figure 17:

• Compared with the original U-Net, the evaluation metrics of U-Net-MOFC and MA-
FCN were significantly improved, especially the pixel-based IoU and F1-score of
U-Net-MOFC that increased by 2.94% and 1.68%, respectively. In contrast, most of the
evaluation metrics of MOFC_Add were reduced. It indicates that the MOFC structure
was better at aggregating multiscale meaning semantic information than the others.

• The MA-FCN performed better in pixel-based and object-based evaluation indexes
than the original U-Net, but the network performance was still not as good as U-
Net-MOFC. At each step of the expanding path, MA-FCN will improve the use of
feature information. However, the upsampling scale was too large, resulting in a
loss of effective information and a decrease in network performance. MOFC_Add
had a higher recall but a lower precision, which was a significant difference. Aside
from that, global performance was the worst. This is because MOFC_Add did not
actively add results, making it challenging to synthesize the semantic information
from different levels.

• The second-best overall performer was U-Net-MOFC. The MOFC structure enhanced
the ability to aggregate multiscale semantic information frsom the context of the
network by fusing the output results of each level into the network. Furthermore,
multilevel joint constraints will effectively update parameters in the contracting path
layer, improving the object-based IoU and F1-score from the original U-Net by 1.28%
and 1.24%, respectively. In terms of buildings with complex architectures or variable
spectral characteristics in Figure 17, U-Net-MOFC can achieve more complete extrac-
tion outcomes. The highest score of F1-score belonged to BMFR-Net. After removing
the last level of U-Net-MOFC and adding the CACP module, F1 increased by 0.59%.

4.3. Ablation Experiments of the Weighted Combination of the Multilevel Joint Constraint

To check the efficacy of the multilevel joint constraint and investigate the impact
of the weight combination change of loss function on the performance of BMFR-Net,
we used a principal component analysis to determine five different weight combinations
for comparative experiments. The weight of loss function from the end level of BMFR-
Net to the beginning level of the expanding path was marked as ω1, ω2, ω3, ω4 and we
ensured the sum of them was 1. The ablation experiment results of the five groups with
different weight combinations are shown in Table 6 and Figure 18.

Table 6. Quantitative evaluation (%) of BMFR-Net with different weight combinations of the multilevel joint constraint. The
best metric value is highlighted in bold and underline.

(ω1, ω2, ω3, ω4)
Pixel-Based Performance Parameter Object-Based Performance Parameter

OA Precision Recall IoU F1-Score Precision Recall IoU F1-Score

(1,0,0,0) 98.70 94.56 93.71 88.92 94.13 90.52 88.38 85.34 88.92
(0.25,0.25,0.25,0.25) 98.73 94.62 93.91 89.15 94.26 90.99 89.74 86.24 89.84

(0.4,0.3,0.2,0.1) 98.74 94.31 94.42 89.32 94.36 91.67 89.61 86.68 90.12
(0.1,0.2,0.3,0.4) 98.71 93.99 94.42 89.04 94.20 91.27 89.56 86.57 89.92
(0.7,0.1,0.1,0.1) 98.72 94.22 94.25 89.10 94.23 90.45 89.14 85.93 89.30
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According to the results listed in Table 6 and Figure 18: 
• The global extraction effect of (1,0,0,0) was the worst. It had a poor pixel-based recall 

of 93.71% but a high pixel-based precision of 94.56%. The explanation for this is that 
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According to the results listed in Table 6 and Figure 18:

• The global extraction effect of (1,0,0,0) was the worst. It had a poor pixel-based
recall of 93.71% but a high pixel-based precision of 94.56%. The explanation for
this is that BMFR-Net has deep layers and it is difficult to effectively update the
parameters in the contracting path in BMFR-Net, which are located far away from
the output layer due to the single level loss constraint. As a result, the ability of
the network to learn local information such as the color and edge from low-level
features is harmed and the recall of building extraction results is reduced. As shown in
image 1 in Figure 18, the BMFR-Net buildings with the weight combination of (1,0,0,0)
were missing, while the buildings extracted by the BMFR-Net with multilevel joint
constraints were more complete.

• By contrast, the pixel-based and object-based F1-score of (0.4,0.3,0.2,0.1) was the
highest, reaching 94.23% and 89.30%, respectively. From the bottom to the top of the
BMFR-Net expanding path, the resolution and global meaning semantic information
of the feature maps gradually increased and were enriched. The loss function became
increasingly influential in updating the parameters as it progressed from the low-
level to high-level. Therefore, the weight combination of (0.4,0.3,0.2,0.1) was best for
balancing the requirement of primary and secondary constraints in the network, and
the building extraction effect was better. As shown in images 2 and 3 in Figure 18, the
accuracy and integrity of building extraction results in (0.4,0.3,0.2,0.1) were higher
than others.

• Comparing the results of (0.4,0.3,0.2,0.1) with (0.7,0.1,0.1,0.1), it is clear that when ω1
is enlarged, the overall performance of the network will decrease. Although the last
level loss function is the primary constraint of the network, an unrestricted increase
in its weight and a decrease in the weight of other levels would cause the network
parameters to overfit the key constraints. Therefore, the parameters in the contracting
path layers can not be effectively updated, limiting the accuracy of building extraction.

5. Conclusions

In this paper, we designed an improved full convolutional network named BMFR-
Net to address the issue of incomplete and incorrect identification in extraction results
caused by buildings with variable texture materials and foreign objects with the same spec-
trum. The main backbone of BMFR-Net is U-Net, where the last level has been removed.
BMFR-Net mainly includes the CACP module and the MOFC structure. By performing
parallel small-scale atrous convolution operations in accordance with HDC constraints, the
CACP module effectively slowed down the loss of adequate information in the process
of multiscale function extraction. The MOFC structure integrated the multiscale output
results into the network to strengthen the ability to aggregate the semantic information
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from the context and it employed the multilevel joint weighted loss function to update the
parameters in the contracting path in BMFR-Net, which were located far away from the
output layer effectively. Both of them collaborated to increase building extraction precision.
The pixel-based and object-based F1-score of BMFR-Net on the WHU Building Dataset
and Massachusetts Building Dataset reached 94.36% and 90.12% and 85.14% and 84.14%,
respectively. Compared with the other five SOTA approaches, BMFR-Net outperformed
them all in both visual interpretation and quantitative evaluation. The extracted buildings
were more accurate and complete. In addition, we experimentally validated the effective-
ness of the multilevel joint weighted dice loss function, which could on average improve
the pixel-based F1-score and IoU by about 0.4% and 0.67% of the model, respectively. Ad-
ditionally, the precision and recall were better balanced. Furthermore, the ablation studies
confirmed the effectiveness of the CACP module and the MOFC structure efficacy and
clarified the relationship between different weight coefficients and network performance.

Although the proposed network performed well on two public datasets, there were
still some shortcomings. First of all, the number of network parameters was still rather
high, at 20.0 million, which necessitates additional memory and training time, reducing
deployment efficiency. Furthermore, the BMFR-Net and other existing models rely too
much on the training and learning of a massive amount of manual label data, resulting
in a significant rise in network training costs. In the future, we will improve BMFR-Net
and create a lightweight semi-supervised building extraction neural network to improve
computational efficiency and reduce the dependence on manual label data.

Supplementary Materials: Codes and models that support this study are available at the GitHub
link: https://github.com/RanKoala/BMFR-Net.
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