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Abstract: Obtaining high-quality precipitation datasets with a fine spatial resolution is of great
importance for a variety of hydrological, meteorological and environmental applications. Satellite-
based remote sensing can measure precipitation in large areas but suffers from inherent bias and
relatively coarse resolutions. Based on the high accuracy surface modeling method (HASM), this
study proposed a new downscaling method, the high accuracy surface modeling-based downscaling
method (HASMD), to derive high-quality monthly precipitation estimates at a spatial resolution of
0.01° by downscaling the Integrated Multi-satellitE Retrievals for Global Precipitation Measurement
(IMERG) precipitation estimates in China. A scale transformation equation was introduced in
HASMD, and the initial value was set by including the explanatory variables related to precipitation.
The performance of HASMD was evaluated by comparing the results yielded by HASM and the
combined method of HASM, Kriging, IDW and the geographical weighted regression (GWR) method
(GWR-HASM, GWR-Kriging, GWR-IDW). Analysis results indicated that HASMD performed better
than the other four methods. High agreement was achieved for HASMD, with bias values ranging
from 0.07 to 0.29, root mean square error (RMSE) values ranging from 9.53 mm to 47.03 mm, and
R? values ranging from 0.75 to 0.96. Compared with the original IMERG precipitation products, the
downscaling accuracy with HASMD improved up to 47%, 47%, and 14% according to bias, RMSE
and R?, respectively. HASMD was able to capture the spatial variation in monthly precipitation in a
vast region, and it might be potentially applicable for enhancing the spatial resolution and accuracy
of remotely sensed precipitation data and facilitating their application at large scales.

Keywords: satellite precipitation estimates; downscaling; IMERG

1. Introduction

Precipitation plays a key role in multidisciplinary scientific and application fields, such
as hydrology, meteorology, and climate change. Accurate precipitation estimates with fine
spatial resolution are essential to improve our understanding of most hydrometeorological
and eco-environmental processes [1-3]. Satellite remote sensing has been proved as a
significant method for obtaining spatially continuous and large-scale precipitation informa-
tion. However, the low spatial resolution of satellite-based precipitation products may not
be conducive to managing water resources and quantifying ecological and hydrological
processes. For example, the most advanced satellite-based precipitation estimates of the
Global Precipitation Mission (GPM) are available at a half-hourly scale with a relatively
coarse resolution of 0.1° [4-6]. The performance of the Integrated Multi-satellitE Retrievals
for GPM (IMERG) varies with region, exhibiting good quality in most regions of China and
degraded quality in cold climates [7-9]. Previous studies showed that snowfall estimates
of IMERG have poor accuracy, partly resulting in their degraded performance in winter.
The poor performance in cold climates may be due to the few gauge observations and the
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snowfall retrieval algorithm [7]. Satellite-based precipitation estimates still need further
improvement regarding the uncertainties and the coarse spatial resolutions. Obtaining reli-
able precipitation information at high spatial resolution remains a challenge, particularly
in large regions with large precipitation variability.

Downscaling can be an important and effective way to retrieve fine-scale precipitation
information from other coarse-resolution precipitation datasets [10-13]. Dynamic and
statistical downscaling are the two main approaches to yield precipitation information
with sufficient spatial details. Dynamic downscaling requires running complex climate
models by integrating ocean—atmosphere—land coupled processes, which are computa-
tionally intensive and inefficient in many physical processes [14,15]. As an alternative,
statistical downscaling is highly efficient and widely used to develop a relationship be-
tween precipitation and explanatory variables [10,11,16,17]. Although many statistical
downscaling methods have been developed in recent years, the most popular approach is
the transfer function, which is a regression-based framework. The results of these statistical
downscaling approaches are typically affected by the selected explanatory variables and
the established statistical relationships [13,18]. More recently, the use of machine learning
methods has been increased in precipitation downscaling because of their superior perfor-
mance and robust implementations [19-22]. However, as indicated by other studies [23,24],
machine learning methods are usually employed to establish global numeric relationships
between variables without considering the geographical laws, which means that the envi-
ronmental variables are spatially correlated with themselves and the relationship between
environmental parameters varies in space. An appropriate downscaling approach is still
required for obtaining improved precipitation estimates.

Previous studies have indicated that a partial differential equation (PDE)-based ap-
proach could be an effective way to reduce the uncertainty in environmental variable
simulations [25,26]. In the early 1970s, researchers proposed the concept of representing
surfaces as solutions for PDEs and developed related algorithms [27,28]. Recently, Yue
presented a high accuracy surface modeling method (HASM) in terms of the fundamental
theorem of surfaces in differential geometry [26]. This theorem shows that a surface can
be determined by the first and second fundamental coefficients that satisfy the Gaussian
equation set [26]. By integrating the spatial autocorrelation of the variable of interest, the
characteristics of spatial variation of the variable using the Gaussian equation set and a
constrained equation, HASM has been successfully used in spatial interpolating of envi-
ronmental variables, such as elevation, climate variables, and soil properties. Researchers
have found that, in most cases, HASM performed better than other classic interpolation
methods, such as the Inverse Distance Weighting method (IDW), ordinary Kriging, and
spline method [11,26,29-36]. HASM, with its superior performance, is expected to have
broad application prospects in estimating climatic quantities.

In recent years, Zhao performed statistical downscaling by combining the geographical
weighted regression method and residual correction using a HASM-based interpolator [35].
The result of this method, abbreviated as GWR-HASM, is mainly determined by the
regression method, and the residual correction by using HASM plays a supplementary role
in the improvement of the final downscaling result [34-36]. As an interpolation method,
HASM does not take into account the scale effects and auxiliary variables when it is used
to downscale the remotely sensed precipitation datasets. To take advantage of the high
accuracy of HASM and to promote its application, a new downscaling method, the high
accuracy surface modeling-based downscaling method (HASMD), was proposed in this
study. Considering the influence of the scale effect in downscaling, a scale transformation
equation was introduced in HASMD. In addition, the auxiliary information of the variables
was taken into account in HASMD to yield better downscaling results.

The goal of this study was to provide a new downscaling method, HASMD, to obtain
high accuracy and high resolution precipitation estimates. The IMERG precipitation dataset
was downscaled through an introduction of an equation for scale transformation and a
modification of the initial value by considering the explanatory variables of precipitation in
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HASMD. The auxiliary variables include the difference vegetation index (NDVI), elevation,
slope, longitude and latitude. A high-density meteorological station network with more
than 2000 stations across China was used to construct the constrained equation of HASMD.
The performance of HASMD was validated by using the cross validation method. The
proposed downscaling method, HASMD, considers the geographical laws and is expected
to provide an alternative way for enhancing the spatial resolution and accuracy of satellite-
based precipitation products and facilitate their applications over a large area.

2. Study Area and Data
2.1. Study Area

The study area, China, is located in the western Pacific and eastern Asia. Nearly two-
thirds of its land area is covered by mountains, plateaus and hills, with altitudes ranging
from —152 m in the northwest to higher than 8000 m in the Tibetan Plateau (Figure 1). Due
to the vast area and the high variations in topography in China, the climate is complex
and exhibits strong spatial heterogeneity (Figure 2). Precipitation varies greatly in space,
with annual precipitation amounts of more than 2000 mm in the southeast and less than
50 mm in the northwest, which is typically influenced by the East Asian monsoon and
topography (Figure 2a). More than 50% of the precipitation occurs during summer (from
June to August), and precipitation in winter (January, February, and December) accounts
for less than 10% of the total annual precipitation amount (Figure 2b).
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Figure 1. Meteorological stations and elevation in China (most stations located in the south part
of China).
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Figure 2. Spatial-temporal variations in precipitation in China: (a) spatial distribution of annual
precipitation; (b) monthly precipitation (annual precipitation amounts of more than 2000 mm were
observed in the southeast and less than 50 mm in the northwest; more than 50% of the precipitation
occurs during summer).

2.2. Station Observations and Satellite Precipitation Products

The in situ ground-based precipitation observations in the year 2018 were derived
from the China Meteorological Data Service Center, which passed through a strict quality
control by applying the software RHtests (https://github.com/ECCC-CDAS/RHtests;
1 July 2019). Combined with the station metadata, the RHtest software was used to
detect and adjust artificial shifts of the monthly total precipitation of China. The center
measures daily precipitation at 2419 meteorological sites, containing 839 national stations
available for public use and 1580 other provincial and municipal sites. The stations are
distributed unevenly across China, with most of them located in the central and eastern
parts and few stations located in high mountainous areas in western China (Figure 1).
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These observations have undergone strict quality control and have been used to calculate
monthly total precipitation in this study.

The IMERG algorithm was released in early 2015 and the IMERG version (V3) precipi-
tation products have been provided by NASA since March 2014. The IMERG algorithm
is designed to intercalibrate, merge, and interpolate all satellite microwave precipitation
estimates at relatively fine temporal and spatial scales for the Tropical Rainfall Measuring
Mission (TRMM) and GPM eras over the entire globe [37,38]. The recently updated ret-
rospective IMERG in the TRMM era was released as version 06, initially started in June
2000, and continued until now. The accuracy of IMERG precipitation products has been
improved from 2001 to 2018 due to the increasing number of passive microwave samples.
These products have quasi-global coverage from 65°S to 65°N, with a spatial resolution of
0.1° x 0.1° and a temporal resolution of 1 day. The IMERG V06 precipitation datasets can
be obtained from https:/ /disc.gsfc.nasa.gov/datasets/ GPM_3IMERGDF_06/summary?
keywords=GPM; 1 October 2020).

3. Methods
3.1. The HASM-Based Downscaling Method

According to the theory of the differential geometry of surfaces, a surface can be
determined by the first and second fundamental coefficients [39-41]. The first fundamental
coefficients of a surface, z = f(x,y), can be expressed as:

E=1+fLF=fefyG=1+f

where E, F and G denote the information about the geodesic curvature, the length of
the curves, and other intrinsic geometric properties. fy and f, represent the first partial
derivatives of the graph z = f(x,y) with respect to x and y directions, respectively. The
second fundamental coefficients L, M and N characterize the local structures of the surface
and can be given as [42,43]:

I — fxx M= fxy N = fyy

where fyy and f,, denote the second partial derivatives of the graph z = f(x,y) with
respect to x and y directions, respectively; fxy is the mixed partial derivatives of the graph
z=f(xy).

Based on the theorem of surfaces, the first and second fundamental coefficients should
satisfy the Gaussian equations, so that a surface can be determined [39]. The assumption of
HASM is that the spatial distribution of the predictor is deemed as a surface that can be
obtained by solving the Gaussian equations. Therefore, the main equations of HASM are
the following Gaussian equations:

fre =Thife + T fy + \/ﬁ
1 2 N
Sy =Tonfe +Infy + e ey
fry = Thofa + Thafy + \/%
If ?i,j is the value of z = f(x,y) at the | th sampled point (x; y;) in the computational
domain, the interpolated value should be equal or approximate to the sampling value at

this lattice. In order to make the interpolated value at the sampled point approximate to
the real observation, a constrained equation is added to Gaussian equations (Equation (2)),
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and by applying Taylor expansions, the mathematical formula of HASM is lastly given
by [26]:
A dl"
min| | B |21 —| g
. 0, @
5.5zt =k

where z is a vector and each element denotes the interpolated value of the grid point; the
constrained equation Sz = k means that the predictor estimation is equal to the observation
at each station location. Suppose there are m stations in the computing region, the matrix S
can be given as:

0 00 1 0 o --- 0

0 1 00 o -+ 0
S:

o --- 00 0 --- 0 1 --- 0

mx(MxN)

where M = I +2 and N = ] + 2 represent the number of computing grids in x and
y directions, respectively. That is, based on the matrix-vector multiplication, if the /th
meteorological station, with a precipitation value of 71‘,]" located in the ith row and jth
column in the computing grid, then S(I, (i — 1) - N+j) =1, k(I) = 71’,/" The row number
of the matrix S is equal to the station number .
By applying the method of Lagrange multiplier, the HASM equations (Equation (2))
can be written as:
A =" ©)

where A = ATA + BB + CTC + A2S7S is a symmetric and positive definite matrix, and
b = ATd + BTq + CTp + A2STk. The Lagrange parameter A determines the weight of
the sampling points to the final results. A small value of A is given in areas of complex
terrain with large precipitation variations. The conjugate gradient (CG) method is an
iterative method that can be used to solve matrix equations when the coefficient matrix is
symmetric and positive definite [27,44,45]. However, the CG method converges fast only
on matrices that are either well-conditioned or have just a few distinct eigenvalues [44,46].
The matrix A in HASM is ill-conditioned, which means that the minimum eigenvalue of
A is approximate to zero. To improve the rate of the convergence of the CG method, a
preconditioning scheme that modifies the condition of A can be applied [47]. A diagonal
preconditioned conjugated gradient (DPCG) method was used in this study in the inner
iteration to solve Equation (3), with the stopping rule of || Az" — b||, < ¢ and the stopping
tolerance e being equal to 10~ rather than 1078 in this study. It will be of future interest
to evaluate this effect for further optimization. The calculation time of DPCG has been
demonstrated to have a linear relationship with the number of the computing grids [26]. In
addition, the outer iteration is used to update the right-hand vector b, with the stopping
criterion of the root mean square error (RMSE) reaching the minimum value for the test

. . 2 . .
dataset, that is L 18’1111’21 ( \/ % ) (zf —0;)" |, where o; is the observation value at the
=012, i=1,--,N

ith point (x;,y;), z; is the solution of Equation (3) obtained from the inner iteration, N
is the number of test points and k is the outer iteration number. By setting the initial
value z(0) using a simple interpolator and constructing the constrained equation Sz = k
using meteorological station observations, the surface modeling of climate variables can be
implemented by HASM [26,32,35].

Based on HASM, a downscaling method was developed in this study by introducing
an equation of scale transformation and setting the initial value using the geographical
weighted regression method (GWR) and related auxiliary variables.



Remote Sens. 2021, 13, 2693

7 of 20

Let H denote the coarse resolution and / be the downscaled fine resolution (Figure 3).
The equation of the scale transformation is as follows:

gz = zy @)

where g denotes a transformation function and refers to the fact that the value of the coarse
grid cell is the average of the values in fine grid cells, which are located in the coarse cell,

that is:
q

) zg =gxzH ®)
p=1

2
where g = ( {%} +1) ; g is the number of fine grid cells located within the same coarse

grid; Z is the precipitation value in the coarse cell and z is the downscaled precipitation
value in the fine grid cell. This can be calculated by the following pseudo-codes:

set z(o)(i,j) = fowr(X1, X2, -+, xp); sum = 0;k = 0;

if the fine simulated grid cell (i,j) is located in the coarse grid (L]), then
sum = sum +z(i, j);

k=k+1;

end

sum =k« Z(L])

r1+1)  fip+l) (+1G+L)  [+2.+1)
(i-1.j) i+2)
(i-1.j-1} it2-1)
1.42)  fi4-2) i+14-2)  [i+2j-2)
l— | —

H

Y

A

Figure 3. Stencil for scale transformation between coarse and fine grids.

A disadvantage of HASM is that it does not consider geographical and topographical
information and only considers station observations. Although HASM takes into account
the spatial autocorrelation of the variable of interest by using finite difference schemes,
it ignores the correlation between the variable of interest and the related explanatory
variables. Explanatory variables that correlate with the predictor, passing through the
Spearman’s rank correlation test with a significance level of 1%, can be applied to improve
the accuracy of HASMD. This process can be implemented by setting the initial fields
using a regression method, which establishes the relationship between the explanatory
variables and precipitation. In this study, we employed the local form of the regression
method, GWR, to obtain the initial value of HASMD due to the large spatial variations of
precipitation within mainland China.
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The above can be implemented by the following problem:

A 1"
min| | B [z~ | g
C [4 5
st Sz(ntl) — (6)
gh(z") = zu
21(10) = fowr(x1, X2, , Xp)

where the constrained equation Sz = k means that the predictor estimation is equal to the
observation at each station location in the fine computing grid. Like S in HASM, if the /th
meteorological station, with a precipitation value of 71-,]-, located in the ith row and jth col-
umn in the fine computing grid, S(I, (i — 1) - N +j) = land k(I) = fi,j.fgw,(xl,xz, ce, Xp)
is the relationship established using the GWR method and denotes how the precipitation
varies with x1,x2, - - -, x,;, which represent the suitable explanatory variables. The con-
strained least squares problem (Equation (6)) can be changed into the following linear
equation by using the method of Lagrange multipliers:

Wzn+l — " (7)

where W =ATA + BTB + CTC + A2(3'S + gTg) and v = ATd + BTq+ CTp+ A2(S k +
g'7). z,(10> = fowr(x1,X2,- -+, x) is the initial value of Equation (7) with a spatial resolution
of 1 km x 1 km in this study; z is a vector where each element denotes the precipitation
value of the corresponding grid point. The solution of Equation (7) is the final precipitation
estimate, which can be obtained by using the DPCG method [26]. In addition, Equation (7)
means that the precipitation is firstly modified by using the GWR method with respect to
explanatory variables. Then, this result was further improved by multiplying the matrix
W at each iteration, which, according to its calculation process, integrates the spatial
autocorrelation, the variation, and the direction and slope of the variation in precipitation
with respect to x and y directions. The downscaling scheme is presented in Figure 4.

C IMERG products H Spearman rank test |<—CPOtential predictors)

Scale transformation

equation Initial value

I I
I I
I I
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
I ‘ Constrained equation —»{ H_ASMD HG&HSSIM equation set) I
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |

Meteorologlcal DPCG ‘ Finite difference method ‘
oh servations

lgh accuracy and high resolution precipitation ﬁela

Figure 4. Illustration of the downscaling scheme of HASMD.

Based on the modified version of HASM, abbreviated as HASMD, we downscaled the
monthly IMERG precipitation products. Suitable environmental variables are important in
building the downscaling model. Elevation and slope have been shown to have a direct
relationship with precipitation, mainly due to orographic effects [22,48]. NDVI is widely
used in satellite precipitation dataset downscaling [49-52]. Studies have indicated that
there were time-lag effects between NDVI and precipitation, and these time lags varied
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with regions and time scales [53]. HASMD was implemented by using a suite of auxiliary
variables, including NDVI, elevation, slope, longitude and latitude.

3.2. Calibration and Validation

To assess the performance of the downscaling methods, the ten-fold cross validation
scheme was used in this study according to the spatial locations and temporal period,
which has been widely applied in the precipitation estimation studies [54,55]. The meteoro-
logical observations were divided into two datasets by using the tool “Subset Features”
in ArcGIS software: 90% of the data were used for downscaling calculations, and 10% of
the data were used to validate the results. This process was repeated 10 times to ensure
the representativeness of the training samples and validation samples as far as possible.
The performance of HASMD was evaluated by three indicators, including bias, root mean
square error (RMSE) and the coefficients of determination (R?).

2
R Z ( )(01 - 0) )
@ ) (pi =PI, (0 —0)
N
bias = W x 100%
i=19i

1
RMSE = \/N Y (pi—o)
i=1,- N

where o; is the observation value at the ith point (x;, y;); p; is the estimation; p = %Zf\i 1 Pir
0= %Zfil o0;; and N is the number of test points.

We evaluated the performance of HASMD, HASM, the method proposed in Zhao [34]
(GWR-HASM), GWR-Kriging, GWR-IDW, and the original IMERG precipitation estimates
according to the values of the three comparison indices. GWR-HASM, GWR-Kriging,
and GWR-IDW are combined methods for downscaling precipitation that use GWR to
establish the relationship between precipitation and the explanatory variables, and then
use HASM, Kriging and IDW to interpolate the residuals between the results of GWR and
the ground observations, respectively. The main differences between HASM and HASMD
lie in the initial value and the matrix W in Equation (7) due to the scale transformation
equation (Equation (4)), gﬁ(zén+1)) = Zy, which integrates the spatial correlation of the
precipitation and finally has an impact on the estimated value of precipitation based on
Equation (7).

4. Results

The characteristics of IMERG precipitation products were investigated at a monthly
scale using the latest available data in January, April, July and October 2018, for the
four examples, which represent the winter, spring, summer and autumn, respectively
(Figure 5). The errors of the IMERG precipitation vary with months across mainland
China. In January, the proportion of meteorological stations where the amount of IMERG
product was lower than the observation values was 51%, mainly occurring in western and
northern China, as denoted in Figure 5a. The maximum values of underestimation and
overestimation were both observed in the southeast coastal area, with values of more than
130 mm and 109 mm, respectively. The precipitation in July was overestimated for 65% of
the meteorological stations in the IMERG products, with a maximum value of 262 mm. The
maximum value of underestimation in July was 352 mm, which occurred in the Sichuan
Basin. Precipitation in April and October was overestimated at 67.9% and 67.6% of the total
stations, with maximum bias values of 165 mm and 138 mm, respectively (Figure 5b,d).
The results indicated that, compared with other months, IMERG products exhibited more
underestimations in the winter months, which may be due to the poor performance of the
snowfall retrieval algorithm.
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Figure 5. The locations of the meteorological stations whose values were under- and over-estimated compared with IMERG
products: (a) January; (b) April; (c) July; (d) October (the biases are represented by different colors).

Table 1 lists the precipitation errors obtained by the validation datasets for different
downscaling methods in the four months. Compared with the original IMERG product,
the accuracy of HASM was not clearly improved. In July and October, the RMSE values
for HASM were slightly larger than those obtained using the IMERG products. The
performance of HASM was better in January than in other months. For the four months,
the GWR-HASM had a mean RMSE value of 26 mm, an 18% improvement compared
with IMERG precipitation products. The accuracy of HASMD in January, April, July, and
October was improved by 47%, 17%, 17%, and 25%, respectively, according to the RMSE
values. In addition, compared with GWR-IDW, GWR-Kriging, and GWR-HASM, the mean
RMSE values of HASMD were decreased by 9%, 17%, and 11%, respectively. Errors in
HASMD were the smallest for the four months, indicating that HASMD yielded an obvious
improvement when compared to the original IMERG precipitation estimates.
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Table 1. Errors for the downscaling results by using different methods.

Months January April July October

Bias RMSE 2 Bias RMSE 2 Bias RMSE 2 Bias RMSE 2
R %)  mm " %)  mm " %)  (mm "
IMERG 49 18.01 0.87 26 30.17 0.78 10 56.81 0.66 41 18.64 0.82
HASM 52 11.71 0.94 24 29.86 0.78 9 56.89 0.62 40 18.72 0.83
GWR-
HASM 31 11.53 0.94 21 27.59 0.82 9 48.84 0.73 35 16.45 0.83
GW.R_ 31 11.65 0.94 21 27.54 0.82 12 57.22 0.63 37 18.02 0.82
Kriging
?]‘DNV{;_ 29 11.04 0.95 19 26.01 0.83 10 49.94 0.72 34 16.46 0.85
HASMD 26 9.53 0.96 19 25.01 0.88 7 47.03 0.75 29 14.04 0.89

The downscaled results at 0.01° resolution using different methods in January 2018
are presented in Figure 6. The size of the point with different colors represents the absolute
difference between the results of each method and the ground observations. The original
IMERG product (Figure 6a) and the downscaling results showed a decreasing trend from
southeast to northwest. The results of GWR-based methods (Figure 6c—e) exhibited a similar
spatial pattern compared with the original IMERG product. However, large differences
were observed in some local regions, especially for the HASM result (Figure 6b). Some
detailed differences were also found for HASMD, such as in the northern and western
parts of China, where underestimation was observed compared to the values obtained
from the stations. This indicated that the HASM and HASMD methods may perform better
than GWR-based methods. Validation with a random sample of 10% of the meteorological
stations showed that HASMD performed better than other methods. Figure 7 displays the
relationship between the 10% of the ground observations and the downscaled precipitation
datasets at the corresponding stations that were extracted by using ArcGIS software in
January 2018. Although the bias was modified by HASM and GWR-based methods, large
underestimations and overestimations still existed compared with the original IMERG
precipitation products. It is clear that HASMD performed better than the other downscaling

methods, with R? of 0.98 (p < 0.05).

Figure 8 shows the downscaling results of the IMERG precipitation product in July.
Large precipitation amounts were observed in the Sichuan Basin, south coastal region,
Beijing, and parts of Heilongjiang Province. The original IMERG product and the down-
scaling results from HASM, GWR-based methods and HASMD displayed similar spatial
patterns across China but showed different local details. The results from GWR-based
methods show similar patterns and seem to agree well with the original IMERG product
(Figure 8c—e). The HASM and HASMD results showed larger spatial variations than the
original IMERG precipitation estimates (Figure 8b,f), and strong spatial heterogeneity was
observed for HASM. Combined with the meteorological observations, it can be concluded
that there might be some outliers produced by HASM. The absolute bias between the
results of each method and the in-suit measurements, indicated by points with different
sizes and colors, showed that HASMD performed the best. The large bias observed in the
south of China was mainly due to the large precipitation amount in this area. Ten percent
of the total meteorological observations were used to evaluate the downscaling results of
different methods (Figure 9). The differences between the station values and the original
IMERG products in July 2018 are clearly shown in Figure 9a at a significance level of 0.05.
The bias of the downscaled results compared to the ground observations was still large
based on the HASM and GWR-based methods. Compared to other methods, the result
from HASMD agrees relatively well with the meteorological observations, followed by

GWR-IDW, with R? of 0.84 and 0.72, respectively.
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Figure 6. Downscaling results of precipitation in January: (a) IMERG product; (b) the HASM results; (c) the GWR-HASM
results; (d) the GWR-Kriging results; (e) the GWR-IDW results; (f) the HASMD results (the size of the point with different
colors represents the absolute difference between the results of each method and the ground observations).
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Figure 7. Heatscatter plots of the validation between ground observations and the downscaling results in January: (a) the
original IMERG product; (b) the HASM results; (c) the GWR-HASM results; (d) the GWR-Kriging results; (e) the GWR-IDW
results; (f) the HASMD results.
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Figure 8. Downscaling results of precipitation in July: (a) IMERG product; (b) the HASM results; (c) the GWR-HASM
results; (d) the GWR-Kriging results; (e) the GWR-IDW results; (f) the HASMD results (the size of the point with different
colors represents the absolute difference between the results of each method and the ground observations).



Remote Sens. 2021, 13, 2693

15 of 20

800 800
(az) (bg
R“=0.662 R“=0.615
600+ 6001
—_— —_ L]
15 . .
£ & £
& 400 s . = 400 .
w e . ]
= ¢ . ° - y [
- L]
b o .‘ . ° . e °
i
2004 ®, R Indl. | 200 i ..
- L e g
‘. ‘.' - [/ ..: .:.i
., L4 - .
Lx ;) . .
0 . , v 0 . r v
0 200 400 600 800 0 200 400 600 800
Observation(mm) Observation(mm)
800 800
() (d)
R*=0.628 R?=0.595
600 600
E 3
E . E : .
= . 5
2 400 :E’ 400+ o
T . <
g . L] . % L ] L] ..
V) . o® ¢ 10} . (4
Y [ ; ™ s 80/ P .
2001  ou of a0 * 2001 ey ol e,
) ace -
Q oo H . d
L]
.- 'Y o ° ) s .
0 T T T 0 T T T
0 200 400 600 800 0 200 400 600 800
Observation(mm) Observation(mm)
800 800
(e) (f)
R*=0.723 R*=0.835
600 6004
—_ . _
E E
=3 E
J a
g 400 ’_ S 400 . .
i . @ o
; ® L ] L]
o) e °* =y J . ". I8
. > . /e .
. l‘ ‘. . ,-‘
2001 . @ %° 2, 200+ .
o L3 [ 4 [
T W,
. ® ° .
L) .‘ 4
0 T T T 0 T T T
0 200 400 600 800 0 200 400 600 800
Observation(mm) Observation(mm)

Figure 9. Heatscatter plots of the validation between ground observations and the downscaling results in July: (a) the
original IMERG product; (b) the HASM results; (c) the GWR-HASM results; (d) the GWR-Kriging results; (e) the GWR-IDW
results; (f) the HASMD results.

The downscaled results were further compared with the values obtained from the
meteorological stations for the twelve months. Figure 10 displays the area mean bias values
of IMERG, HASM, GWR-HASM, GWR-Kriging, GWR-IDW, and HASMD over mainland
China. As can be seen from the figure, the prediction results of HASMD were closer to the
true values than the prediction results of IMERG, HASM, GWR-HASM, GWR-Kriging, and
GWR-IDW, with decreasing mean bias values of 22%, 19%, 10%, 13%, and 7%, respectively.
Although the GWR-IDW method performed slightly better than HASMD in terms of bias in
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March, HASMD exhibited better performance than GWR-IDW in other months. Compared
to the original IMERG products, the bias of HASMD decreased at rates of 8—47% for the
twelve months, with mean decreasing rates of 19%, 24%, 16% and 28% in spring, summer,
autumn and winter, respectively.

Bias(%)

IMERG
HASM
GWR-HASM
GWR-Kriging
GWR-IDW
HASMD

b
1 2 3 4 5 6 8 9 10 11 12

‘,\lomh “
Figure 10. Bias values obtained from different methods.

5. Discussion

Studies have shown that IMERG precipitation estimates perform well when compared
with other satellite and reanalysis precipitation products in China [7,56,57]. The perfor-
mance of the original IMERG products was spatially examined first at the monthly scale
(Figure 5) in this study. Overestimations and underestimations were both observed, with
maximum bias larger than 100 mm, 160 mm, 300 mm, and 130 mm for January, April, July
and October, respectively. Downscaling is a potential method for obtaining precipitation
estimates with high accuracy and high resolution. This study proposed a new downscaling
method based on HASM, which was developed according to the differential geometry.

Previous studies related to HASM have mainly focused on the interpolation of dif-
ferent geographical variables. The good performance of HASM has been validated by
researchers [26,28-36]. In this study, we proposed a new downscaling method, HASMD,
based on HASM by introducing a new scale transformation equation. In addition, to
obtain better downscaling precipitation estimations, the initial value of HASMD was set
by applying GWR with the same auxiliary information as in GWR-based methods. We
then compared HASMD with HASM, which was initialized by the results of a simple
linear interpolator. The performance of the GWR-based downscaled methods, including
GWR-Kriging, GWR-IDW and GWR-HASM, was also analyzed. The ordinary Kriging and
IDW were performed using the module of 3D analyst ArcGIS 10.5. Different parameters
for Kriging and IDW were compared and the best parameters for each technique with the
smallest RMSE values were decided. For Kriging, the spherical semivariogram model with
twenty samples provided the overall best result. The lowest RMSE value for IDW was
found with a neighborhood of twelve points and power of two. The results showed that,
compared with HASM, the accuracy of GWR-IDW and GWR-HASM improved by 11%
and 9%, respectively, according to the RMSE values of the four months, and GWR-Kriging
performed worse than HASM in July. Overall, the downscaled results obtained from
HASMD outperformed the original IMERG products and the results of HASM, GWR-
HASM, GWR-Kriging, and GWR-IDW, with mean decreasing rates of 26.5%, 19.2%, 11.3%,
16.8%, and 9.5%, respectively, in terms of the RMSE values. The underestimations and
overestimations in the original IMERG products were modified by using HASMD, with
the mean bias value decreasing by 22% over mainland China.

The performance of HASM is not stable, exhibiting relatively good performance in
January compared with other months (Table 1). Moreover, from the spatial patterns of
the downscaled precipitation (Figures 6b and 8b), the HASM results showed high spatial
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heterogeneity, especially in July, with RMSE values larger than those of the original IMERG
products. In Figures 6 and 8, it can be seen that the results of GWR-based methods
seem to be smoother than those of HASM and HASMD. Although the spatial patterns of
precipitation obtained from the GWR-based methods mainly depend on the GWR method,
the accuracy of them is determined by the combined methods of GWR and residual
correction methods. In this study, we did not use many explanatory variables because
studies have shown that the inclusion of more explanatory variables did not guarantee
better results than those achieved using less variables [13]. The variables selected for the
GWR method are based on correlation analysis from the global perspective, whereas the
GWR method focuses on local modeling. Moreover, the GWR method is based on the
assumption of independence and homogeneity of variance, which is difficult to satisfy
in practice. As mentioned above, the initial value of HASMD is the result of the GWR
method that uses the same explanatory variables as in GWR-based methods. Figures 7,
9 and 10 and Table 1 show that HASMD gives the best results, followed by GWR-IDW
(Figure 10). This indicates that the scale transformation equation (Equation (4)) in HASMD,
which integrates the spatial autocorrelation of the precipitation, plays a major role in the
improvement of the final results.

Although HASMD is time consuming due to the solving of complex differential
equations, this limitation could be resolved by realizing it in a parallel environment. The
main limitation of HASMD lies in the downscaling of daily precipitation datasets since it is
based on the second-order partial differential equations, which means that the estimated
tields should be smooth. However, it is known that there exists strong spatial heterogeneity
for the daily precipitation in China. Future studies could be conducted by introducing a
regularity term in HASMD to downscale the satellite-based daily precipitation products.

6. Conclusions

The importance of precipitation downscaling is well recognized in hydrological studies
and climate change fields. However, most statistical downscaling methods were established
under some assumptions, which are highly data-dependent and not applicable for arbitrary
regions. Recent developments in surface modeling methods based on differential geometry
have brought new opportunities to provide new downscaling methods for enhancing the
results. This study proposed a new downscaling method, HASMD, based on the good
performance of HASM. A scale transformation equation was introduced in HASM, and its
initial value was set by considering the explanatory variables of precipitation. Most studies
focus on downscaling methods in local regions. However, the resolution of available
precipitation products in large areas is relatively coarse at the present time. The developed
downscaling method was thus applied to downscale the monthly IMERG products from
a resolution of 0.1° to 0.01° in China. By comparing the results of HASMD with those of
HASM, GWR-HASM, GWR-Kriging, and GWR-IDW, the high accuracy of HASMD was
validated, which is capable of capturing the nonlinear spatial patterns of precipitation.
Compared with the original IMERG precipitation products, the downscaling accuracy of
HASMD was improved up to 47% in terms of RMSE. The proposed downscaling method
provides a new way to obtain high accuracy and high spatial resolution remote sensing-
based precipitation datasets. HAMSD is expected to show good performance in local areas,
which will be investigated further. In addition, future studies could conduct sensitivity
analysis on different timescales and consider the regularization of HASMD for downscaling
satellite-based daily precipitation datasets.
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