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Abstract: Due to geosynchronous synthetic aperture radar’s (GEO SAR) high orbit and low relative
speed, the integration time reaches up to hundreds of seconds for a fine resolution. The short
revisit cycle is essential for remote sensing applications such as disaster monitoring and vegetation
measurements. Three-dimensional (3D) scene imaging mode is crucial for long-term observation
using GEO SAR. However, this mode will bring a new kind of space-variant error in elevation. In this
paper, we focus on the analysis of the elevation space-variant error. First, the decorrelation problems
caused by the spatial variation are presented. Second, by combining with the SAR imaging geometry,
the elevation spatial variation is decomposed into two-dimensional (2D) space variation of range and
azimuth. Third, an imaging algorithm is proposed to solve the 3D space variation and improve the
focusing depth. Finally, simulations with dot-matrix targets and distributed targets are performed to
validate the imaging method.

Keywords: geosynchronous synthetic aperture radar (GEO SAR); three-dimensional (3D) scene
imaging; elevation spatial variation error; depth of focus

1. Introduction

Spaceborne synthetic aperture radar (SAR) is a radar system for ground observation
with satellite as the carrier. Compared with low earth orbit SAR (LEO SAR), geosyn-
chronous synthetic aperture radar (GEO SAR) has many advantages, such as high resolu-
tion, wide swath, being unaffected by national boundaries and meteorological conditions.
Since the first civilian SAR satellite “Seasat” was launched by the National Aeronautics
and Space Administration (NASA) in 1978 with a resolution of about 25 m, the current
Terra-SAR-X system has a resolution of 0.15 m [1,2]. For the special requirement compared
to LEO SAR, in 1978 the concept of GEO SAR was firstly proposed by K. Tomiyasu, and a
preliminary and approximate analysis was performed assuming a particular orbit [3]. GEO
SAR has bright application prospects in many significant research fields due to its ultra-
long synthetic aperture time, wide swath, long dwell time and short revisit cycles, such
as disaster monitoring and vegetation measurements [4,5]. The geosynchronous orbit can
offer a much more flexible satellite than a low earth orbit, such as near-circle, near-ellipse,
figure-8-like and some other complex tracks [6–8]. Recently, with the development of SAR
systems, GEO SAR signal processing has been paid more attention, but higher resolution
also means more complex challenges in SAR imaging.

As an import error source of spaceborne SAR, elevation spatial variation error has
attracted the attention of many people. Due to the asymmetric satellite flight trajectory in
the synthetic aperture time in the GEO SAR system, the range history changes of the targets
with the same slant range in the beam center but different elevations are diverse [9]. At the
same time, the Doppler chirp rate depends on the second derivative of the range history
model [10]. Therefore, the azimuth matching filter is related to the terrain elevation [11]
and only the azimuth matching filter of the reference point is matched, and other targets
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of different terrain in the scene will have distortion in the SAR imaging [8,12]. Given a
symmetrical sensor flight path, a corresponding point can always be found in the 3D space
of the irradiation scope, and the two have the same phase history in the received echo
signal. However, for the asymmetric satellite flight path, no such corresponding point can
be found, resulting in azimuth defocus. To sum up, for a target with a certain elevation
in the GEO SAR system, due to the asymmetric trajectory of the satellite in the synthetic
aperture time, the corresponding points that have exactly the same range history will not
be found, which will cause the azimuth defocus of the imaging results [9].

However, most of the current studies only focus on the 2D space variation (range and
azimuth), and the study on the elevation space variation is not comprehensive enough.
For example, only the influence of elevation on focusing depth was studied even with-
out quantification, and the factors such as wavelength and synthetic aperture time were
not analyzed. For the compensation method is also through the sub-aperture method,
processing in each sub-aperture segment [10,11], which leads to the existence of errors:
focusing depth is poor (sub-aperture synthetic aperture time is short), stitching error and
difficulty are large, a little splicing error will cause a large phase error. Sergi et al. proposed
to compensate for the elevation error by dividing different azimuth sub-apertures and to
invert the elevation for the Terra SAR-X Staring Spotlight (ST) mode, but the compensation
effect becomes worse with the increase of the sub-aperture [13]. One straightforward
approach is to perform a blockwise postfocusing, using an external DEM as suggested
in [10], an approach based on existing topography-dependent motion compensation ap-
proaches [11,14,15]. On the other hand, because the orbit altitude of GEO SAR is about
36,000 km, a more accurate slant range model is necessary [16–18], and the second-order
slant range model in geosynchronous orbit is no longer applicable. At present, some people
have proposed the high-order Taylor expansion slant range model in the GEO SAR imaging
algorithm [19–21], but it is only for the imaging of point targets and does not consider
the elevation space variation. Or, the simple classical second-order slant range model is
still adopted in some papers considering the elevation space variation [10–12], which will
introduce a large phase error in GEO SAR. In recent studies, there has not been an analysis
in GEO SAR that takes into account both the elevation space variation and the high-order
slant range model.

Based on the previous research results, this paper comprehensively considers the
use of high-order slant range model in the compensation of space-variant error caused
by elevation. The coefficients of this model are related to range, azimuth and elevation.
On account of Taylor expansion and series of inversion method [22], the high-order slant
range model is taken into signal model, and the relationship of target elevation and
location is considered, then the elevation spatial variation is decomposed to 2D range and
azimuth spatial variation [23,24]. An improved Range-Doppler Azimuth Chirp Scaling
(RD-ACS) algorithm is proposed by considering the high-order Taylor slant range model
of spatial variation into the imaging processing. After the elevation decomposition, range
spatially variant and azimuth time variant compensation are performed to achieve focusing
processing. This allows imaging processing in the frequency domain to compensate for the
3D space variation involving the elevation space variation, eventually allowing to realize
high-precision imaging.

The structure of this paper is as follows: Section 2 establishes the 3D scene image
geometric model. By considering the elevation into the echo signal model, the classical
second-order slant range model and the high-order Taylor expansion slant range model
are introduced into the echo signal, so that the influence of elevation can be determined
quickly and accurately from both qualitative and quantitative aspects. Section 3 analyzes
the influence of several factors such as elevation, different orbital positions, antenna sizes,
wavebands and incident angles on the phase history of the target and the corresponding
point, which provides reference for the practical application of GEO SAR. Section 4 dis-
cusses the imaging method of GEO SAR to compensate the elevation spatial variation error
for the purpose of deep focus. Section 5 outlines the simulation experiments of dot-matrix
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targets and cone scenario to validate the proposed method. Sections 6 and 7 summarize
this paper, including a discussion on future research.

2. Geometric Scene and Signal Modeling with Elevation Information

We established a geometric imaging model that takes elevation information into
consideration. Then, from the original echo signal, the effect of elevation information in
echo was analyzed. The echo signal is expressed as:

so(τ, η) = A0wr

(
τ − 2R(η)

c

)
wa(η − ηc)

exp(−j4π f0R(η)/c) exp
(

jπKr(τ − 2R(η)/c)2
) (1)

where A0 is any constant,τ is range time (fast time), η is azimuth time (slow time), ηc is
center deviation time, wr(·) is range envelope, wa(·) is azimuth envelope, f0 is radar center
frequency,Kr is chirp rate, R(η) is instantaneous slant range, and c is the speed of light.

The 2D time-domain expression of echo signal is shown in Equation (1). The elevation
information mainly affects the instantaneous slant range, which plays a crucial role in the
SAR imaging algorithm. In the imaging processing of the GEO SAR system, since the
orbit of the satellite is elliptical during synthetic aperture time, the classical second-order
slant range model is no longer applicable, and an accurate slant range model must be
adopted, which means that the expression will be more complicated. In order to analyze
the effect of elevation on echo and subsequent imaging processing, we discuss it from both
qualitative and quantitative perspectives. From the qualitative analysis level, the classical
SAR imaging analysis process of second-order slant range is still adopted, but the elevation
is taken into account on the original basis, so that the influence of elevation can be quickly
analyzed. Then, an accurate high-order slant range expansion model was used to bring it
into the echo to get the 2D spectrum of the signal. The phase was decomposed to analyze
the influence of elevation on each decomposed phase, which provides theoretical support
for the compensation of spatial variation in the imaging in the Section 4. The influence
of elevation was quantitatively analyzed, and the correctness of the qualitative analysis
was verified. The illustration of the GEO SAR geometric model and signal model is shown
in Figure 1.

2.1. Signal Model Using the Second-Order Slant Range

We firstly established a classical SAR imaging geometric model and the elevation
information of the target was taken into account, as shown in Figure 2. The target Pt
elevation is h, the look-down angle is θ, and the shortest slant range of the zero elevation
target Pt0 and the target Pt is R1 and R0 respectively.

After adding elevation information, it can be known obviously that the closest slant
range of the target decreases with the increase of elevation, while the effective velocity
increases linearly with the increase of elevation [25].
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where 
'
rv  represents the effective velocity of tP . The azimuth chirp rate is

' 2
'

0

2 r
a

vK
Rλ

≈
and 

the chirp rate error increases as target elevation h  increases. Resulting in the imaging 
results azimuth defocuses, and the defocus becomes more serious with the increase of 
elevation. Then by using the principle of stationary phase (POSP), the time-frequency re-
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'
af Kη η= − . The range migration in the 
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From the perspective of signal model, the influence of elevation on imaging is ana-
lyzed by taking range-Doppler (RD) algorithm as an example. The echo after orthogonal
demodulation is shown in Equation (1), and the signal after range pulse compression is:

src(τ, η) = A0 · wr

(
τ − 2R(η)

c

)
· wa(η − ηc) · exp(−j4π f0R(η)/c)

= A0 · wr

(
τ − 2R1(η)

c − (
2R(η)

c − 2R1(η)
c )

)
· wa(η − ηc) · exp(−j4π f0R(η)/c)

(2)

where R(η) and R1(η) represent the range history of Pt and Pc. It can be seen that range
migration occurs in the range-direction envelope compared with the zero elevation after
range compression. Similarly, the range equation is approximated to a parabola by referring
to the classical SAR processing. Then the range compression signal can be expressed as:

src(τ, η) = A0 · wr

(
τ − 2R(η)

c

)
· wa(η − ηc) · exp(−j

4π f0R0
c

) · exp(−jπ
2v′r2

λR0
η2) (3)

where v′r represents the effective velocity of Pt. The azimuth chirp rate is K′a ≈
2v′r2

λR0
and the

chirp rate error increases as target elevation h increases. Resulting in the imaging results
azimuth defocuses, and the defocus becomes more serious with the increase of elevation.
Then by using the principle of stationary phase (POSP), the time-frequency relation in
the azimuth direction can be obtained as fη = −K′aη. The range migration in the range

Doppler domain can be obtained, that is ∆R( fη) =
λ2R0 f 2

η

8v′r2 . It can be seen that the range
migration error gradually increases with the increase of the target elevation.

Then the difference of the range migration compensation phase between the target Pt
and the zero elevation reference point Pt0 is:

∆Φrcm( fτ , fη) = ∆R( fη) ·
4π fτ

c
=

λ2R0 f 2
η

8v′r2 · 4π fτ

c
=

λ2R0 f 2
η fτ

2cv′r2 (4)

It can be seen that this phase term is very small; it is proportional to the fast time
frequency and proportional to the square of the azimuth time frequency. After the range
migration correction is realized through interpolation, the matching filter of the zero
elevation target is used to focus the azimuth of the data in the range-Doppler domain, and
the signal is:

S(τ, fη) = A0 · wr

(
τ −

2R0
c

)
·Wa( fη − fηc) · exp(−j

4π f0R0
c

) · exp(jπ(
f 2
η

K′a
−

f 2
η

Ka
)) (5)

As can be seen from the above equations, the second exponential phase of the fo-
cused signal is the secondary phase of fη , which will cause defocus in the azimuth direc-
tion, and the azimuth defocus will become more serious as h increases. By comparing
Equations (4) and (5), it can be seen that, compared with the range migration phase error,
the phase term of azimuth compression is larger, which will cause serious azimuth defocus.

2.2. Signal Model Using the High-Order Slant Range

The synthetic aperture time of the GEO SAR system can reach hundreds of seconds,
and the satellite trajectory is elliptical, as shown in Figure 2. Pc represents the corresponding
point of the target Pt. The corresponding point is located on the ellipsoid surface, the
distance between the target and the corresponding point at zero moment is equal to the
satellite, and the position vector of the corresponding point to the satellite at zero moment
is orthogonal to the satellite velocity vector. The corresponding point position coordinates
can be solved through the above three conditions. At the same time, the slant range history
of the target is relatively complex and requires a high-order slant range model with high
precision. In this paper, the fifth-order Taylor expansion slant range model is adopted.
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After the orthogonal demodulation of echo signal, the signal form is still as shown in
Equation (1), but the slant range model is represented by the Taylor expansion high-order
model, that is:

R(η) = R0 + k1η + k2η2 + k3η3 + k4η4 + k5η5 (6)

The high-order model of Taylor expansion is obtained by the azimuth time Taylor
expansion of the numerical calculation model. For the solution of each order coefficient
ki, i = 1, 2, 3, 4, 5 in the Taylor expansion model, the real slant range history can be directly
fitted, and the fitting parameters obtained are the coefficients of each order. The fitting is
related to the elevation of the target, and the coordinate solution of the corresponding point
is also related to the elevation, so it can be clearly seen that the elevation has an impact on
the slant range history. The stationary phase solution is obtained by series inversion [22].
The expression of stationary point can be found in Appendix A.

Then by put the stationary point into the Taylor expansion model, the final expression
in the 2D frequency domain can be derived, namely:

S0( fτ , fη) = Wτ( fτ) ·Wη( fη + ( fc + fτ) · 2k1
c ) · exp(j ·Φ( fτ , fη))

Φ( fτ , fη) ≈ −π f 2
τ

Kr
− 4π( fc+ fτ

c )R0 + π c
4k2( fc+ fτ)

( fη + ( fc + fτ)
2k1

c )
2
.

+π c2k3
16k3

2( fc+ fτ)
2 ( fη + ( fc + fτ)

2k1
c )

3

+π
c3(9k2

3
−4k2k4)

256k5
2( fc+ fτ)

3 ( fη + ( fc + fτ)
2k1

c )
4

+π
c4(27k3

3
−24k2k3k4+4k2

2
k5)

1024k7
2( fc+ fτ)

4 ( fη + ( fc + fτ)
2k1

c )
5

(7)

where Wτ(·) and Wη(·) represent the range and azimuth envelope in the frequency domain,
respectively. The phase expression is further decomposed:

Φ( fτ , fη) ≈ Φrc( fτ) + Φac( fη) + Φrcm( fτ , fη) + Φsrc( fτ , fη) + Φrec (8)

where Φrc( fτ) is the range compression phase, Φac( fη) is the azimuth compression phase,
Φrcm( fτ , fη) is the range migration phase, and the residual phase is Φrec. These expressions
can be referred to Appendix B.

Further, the range migration expression is as follows:

∆Rrcm( fη) ≈ −
c

4π fτ
Φrcm( fτ , fη) (9)

And the effective velocity in the high-order Taylor expansion model should be calcu-
lated according to the following formula [26]:

vr =
√

2R0k2 + k2
1 (10)

For the fifth-order slant range model shown in Equation (6), the elevation of the target
will affect R0 and the coefficients of each order. In order to intuitively and quantitatively
analyze the influence of the elevation, several groups of point targets with different el-
evations are set, and the target elevations are 200 m, 400 m, 600 m, 800 m, and 1000 m
in turn. It can be clearly seen that the elevation information has no effect on the range
compression phase. The influence of the elevation on the other decomposition phases is
mainly analyzed below.

Firstly, the phase error variation with elevation is analyzed when the classical second-
order slant range model and the fifth-order Taylor expansion slant range model are used as
the target’s true slant range history in the LEO SAR and GEO SAR systems. The result is
shown in Figure 3.
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It can be seen that in the GEO SAR system, the phase error introduced by the second-
order slant range model increases linearly with the elevation, while the error introduced
by the fifth-order slant range model is negligible. However, the error caused by the
second-order slant range model is still negligible in the LEO system.

The phase error variation of each decomposition phase with elevation is analyzed
below. In the geometric model shown in Figure 2, the phase difference Φpt −Φpt0 between
target Pt and target Pt0 was selected as the research object in order to obtain the influence
of elevation h on each decomposition phase of the echo signal and correspond to the
qualitative analysis in Section 2.1. However, in the SAR imaging processing, targets within
the irradiation range are projected to the slant range of the antenna upward. In fact, the
phase error introduced by the elevation is the phase difference Φpt − Φpc between the
target Pt and its corresponding point Pc. Therefore, this paper also analyzes the phase error
introduced by the target elevation information in the focusing process of SAR image, and it
analyzes it from each decomposed phase.

In order to correspond to qualitative analysis, the following results show several
groups of 2D spectral decomposition phase difference of the echo between different el-
evation targets and zero elevation target: azimuth compression phase, range migration
phase and residual phase and the change of effective velocity with elevation, as shown
in Figure 4.
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It should be noted that in order to facilitate the study of the variation trend of phase
error with various factors, the error refers to the maximum error within the synthetic time.

It can be seen that the azimuth compression phase error, range migration phase error,
residual phase error and effective velocity gradually increase with the increase of the target
elevation. Range migration phase error has a linear relationship with the range frequency
and a quadratic relationship with the azimuth frequency. It can also be seen that the
residual phase error term is large, but the phase error is a certain value and does not vary
with the frequency. The above results are consistent with the qualitative analysis.

The following is the analysis of the decomposition phase error of the target and the
target correspondence point varies with elevation. The result is shown in Figure 5. In the
following analysis, unless otherwise stated, the error between the target and the target
correspondence point is studied.

It can be concluded from the phase decomposition of the echo signal’s 2D spectrum
that, compared with the corresponding point of each target, the azimuth compression
phase error and range migration phase error both increase with the increase of the target
elevation, and the residual phase error is small and can be ignored. Range migration phase
error is almost not affected by the azimuth frequency, so the coupling relationship between
range and azimuth can be ignored and the azimuth time variant error also can be ignored
when compensating the error. As can be seen from the results, the error variation between
the target and the corresponding point is almost consistent with the result of zero elevation
as the reference point, and is also almost consistent with the variation trend predicted
by qualitative analysis. Although the range migration phase error is also small and can
be ignored, it is still taken into account in the imaging error compensation in Section 4.
However, the large phase error of azimuth compression caused by elevation must be taken
into consideration, otherwise it will cause serious azimuth defocus.
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3. Error Analysis Introduced by Elevation under Different System Parameters

In the modeling part, the 2D spectrum of the original echo signal has been decomposed,
and the effects of the elevation for the azimuth compression phase, range migration phase
and the residual phase are all analyzed. Next, system parameters and the elevation within
the scene are taken as independent variables, and the phase history difference between
the target and the corresponding point is taken as the dependent variable to be analyzed.
We changed the independent variables to analyze the variation trend of the dependent
variable. It provides theoretical basis for GEO SAR system design and compensation
algorithm proposal.

In this section, the difference of elevation influence between GEO SAR and LEO
SAR is first analyzed, and the reason why elevation space variation is not necessary to be
considered in LEO SAR is explained. Then, in the case of different orbital types, different
position distributions on orbit, different azimuth antenna sizes, different wave bands and
different incidence angles, the influences of target elevation on the overall phase error are
analyzed. Figure 6 lists the factors mentioned above.
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3.1. Elevation Effect Comparison Between LEO and GEO SAR

The difference between GEO SAR and LEO SAR is the satellite’s orbital altitude. GEO
SAR has an orbital altitude of about 36,000 km. The paper will compare GEO SAR and LEO
SAR with an orbit of 792 km to analyze the influence of elevation. The synthetic aperture
time also varies due to the significant difference in orbital altitude. A new synthetic aperture
time calculation method is proposed [27]. The variation trend of synthetic aperture time
with antenna azimuth size in GEO SAR and LEO SAR is given below. In the following
error analysis, if there is no special explanation for some parameters, system parameters
are shown in Table 1.

Table 1. System parameters.

Parameter Value Parameter Value

Semi-major axis 42,164.17 km Right ascension of
ascending 115◦

Eccentricity 1 × 10−8 Perigee 270◦

Orbital inclination 60◦ True anomaly 90◦

Carrier frequency 1.25 GHz Antenna size 30 m × 30 m
Squint angle 0◦ Incident angle 35.2◦

Pulse duration 2.5 µs Chirp bandwidth 30 MHz

As can be seen from Figure 7 the synthetic aperture time is very short at low orbit,
only a few seconds, whereas in the GEO system, the synthetic aperture time is thousands
of seconds. Therefore, during the irradiation of the target, the curved flight trajectory
of the satellite in the low orbit mode can be approximately regarded as linear motion,
while the satellite trajectory in the GEO mode is ellipsoidal. Figure 8 shows the flight
trajectories of satellites with a synthetic aperture time of 2 s in LEO mode and 2000 s in
GEO mode, respectively:
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Figure 8. Satellite trajectories. (a) LEO Mode. (b) GEO Mode.

It can be seen that in LEO SAR mode, the synthetic aperture time is very short, and the
trajectory of the satellite when the target is irradiated is almost a straight line, while in GEO
SAR, the trajectory is elliptical. It is precisely because the trajectory of the corresponding
satellite in the synthetic aperture time is asymmetric about the zero Doppler plane that the
corresponding point of the target at a certain elevation cannot be found, and the azimuth
defocus is formed. The following theoretical analysis shows that LEO SAR can find a
corresponding point while GEO SAR cannot find a corresponding point.

Firstly, it is assumed that there are corresponding points in both modes, and the
slant range history geometric model of target and the corresponding point is as shown in
Figure 2.

In the case of LEO SAR, referring to Figure 2, it is known that at moment t2, the
distance between the target Pt and the corresponding point Pc to the satellite is equal,
i.e. R0 = R2. When the satellite runs to moment t3, according to the previous analysis, its
trajectory is approximately linear, and the motion distance of the satellite can be seen as
v(t3 − t2); the distance between the target and the corresponding point to this satellite is
R(t3) and R2(t3), and the range history can be calculated by the following formula:

R(η) =
√

R2 + v2η2 (11)

In light of Equation (11), R(t3) = R2(t3), such corresponding point does exist. The
slant range history from the target to the satellite and from the corresponding point to the
satellite are the same at different times.

In GEO mode, the orbit of the satellite is elliptical. Under these circumstances, the
change of the satellite position with time cannot be treated as the linear trajectory ap-
proximation like the low-orbit mode, and the change of the position coordinates needs
to be obtained through six orbital elements of the system: the elliptic orbit semi-major
axis, orbital eccentricity, orbital inclination, right ascension of ascending, perigee and true
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anomaly. Assuming such corresponding points exist in GEO mode, the slant range history
of target with a certain height and its corresponding point to the satellite can be obtained
within the synthetic aperture time, as shown below:

R(η) =

√∣∣∣∣ ⇀
Psat(η)−

⇀
Pt

∣∣∣∣2
R2(η) =

√∣∣∣∣ ⇀
Psat(η)−

⇀
Pc

∣∣∣∣2
(12)

where
⇀

Psat(η) represents the satellite coordinate vector which changes with azimuth time
in GEO mode, and can be obtained by six orbital elements. R2(η) represents the slant range
history from the corresponding point to the satellite. The orbit of the satellite calculated
from the orbital element is ellipsoidal, and at the non-zero moment, there is a difference in
the slant range history between Pt and Pc. The phase error caused by the difference in slant
range history is:

δφ =
4π

λ
(R(η)− R2(η)) (13)

Then the variation trend of phase error between corresponding point and target with
height h is analyzed at different orbital altitudes (corresponding to different synthetic
aperture times). The result is shown in Figure 9.
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Figure 9. (a) LEO Mode phase error. (b) GEO Mode phase error.

It can be seen that in LEO SAR mode, the phase error caused by elevation can almost
be ignored, while in GEO SAR mode, the error is severe and will cause serious defocus of
the imaging results. Additionally, there is a linear relationship between phase error and
elevation. Figure 10 shows the imaging results and performance analysis of a point target
with an altitude of 1800 m in two orbital modes:
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As can be seen from Table 2, in the LEO mode, the error caused by elevation variation
has almost no impact on the imaging, while in the GEO mode, the error will cause azimuth
defocusing and seriously affect the imaging quality, which must be taken into consideration.

Table 2. Performance parameters.

Mode Main Lobe Broadening PSLR/dB ISLR/dB

LEO 1.0625 −13.9454 −10.9699
GEO 1.4375 −5.1536 −6.0431

Note: PSLR, peak side lobe ratio; ISLR, integral side lobe ratio.

3.2. Influence of Orbit and Different Position Distributions on Orbits

GEO SAR is a type of spaceborne SAR system in a geosynchronous orbit with a certain
inclination and eccentricity with the typical footprints of type “–”, type “8” and type “O”.
Changing the orbital inclination and eccentricity of the orbital parameters, i.e., setting
the large orbital inclination and small orbital eccentricity, setting zero orbital inclination,
and setting the small orbital inclination and large orbital eccentricity to obtain the typical
footprints of type “8”, type “–” and type “O”, the results are shown in Figure 11. The
parameters of the three orbits are shown in Table 3.
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Table 3. System parameters.

Orbital Parameters Type “8” Type “–” Type “O”

Inclination 60◦ 0◦ 7.4◦

Eccentricity 0 0.1 0.1
Perigee 270◦ 270◦ 270◦

After obtaining different footprints, the influence of elevation on phase error under
various orbits is analyzed, that is, the largest difference of phase history between the target
and the corresponding point.

It can be seen from Figure 12 that the phase error in the “8”-shape orbit gradually
increases with the target elevation. When the elevation is less than 336.9 m, the phase error
is less than 45◦, and the elevation spatial variation effect is light. In the shapes of “–” and
“o”, the phase error also gradually increases with greater elevation, but the error between
these two orbitals is very large compared to the “8”-shape track, and Figure 11 shows
that these two kinds of orbit’s latitude coverage is small, not suitable for a wide swath of
observation. Therefore, the rest of this study is focused on the “8”-shape track.
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Now we analyze the effect of the elevation on the phase error at different locations in
the orbit. There is a corresponding relationship between latitude argument ω and footprint,
as shown in Figure 13. Perigee is set as 45◦, and the true anomaly starts from 0◦ and
increases by 45◦ in a total of 8 groups. Then, the phase error changes along with the
elevation at several distribution positions marked in the orbit, as shown in Figure 14, are
analyzed.
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Figure 14. (a–h) represent the curve of the phase error at different latitude argument on the orbit along with the elevation.

It can be seen from Figure 13 that the footprints in the shape of “8” are symmetric.
Except for the two overlapping points at latitude = 0◦ (ω = 90◦ andω = 270◦), the errors of
the other two points with the symmetry of longitude lines are the same. Whenω = 360◦,
the footprints are located at the equator, and the phase error at this position is the smallest.
It can be seen that the position is conducive to conducting some research on elevation
direction. Therefore, the analysis following in this paper will setω = 360◦ for research.

3.3. Influence of Different Azimuth Antenna Size, Different Wave Bands and Different
Incidence Angles

It is well-known that the synthetic aperture time is affected by the azimuth antenna
size, wavelength, and the incident angle [24]. Therefore, it is necessary to analyze the
change of phase error with elevation under the influence of different azimuth antenna
sizes, wavelengths and incident angles.

Firstly, the influence of antenna size on the elevation spatially variant error is analyzed.
We also discuss the variation of the synthetic aperture time and azimuth resolution with
the antenna size. Four sets of antenna sizes and four sets of elevation parameters were
selected for direct analysis of the error variation curves with elevation and antenna sizes.

As can be seen from Figure 15, with the increase of antenna size, the azimuth resolution
deteriorates. By comparing Figure 15a,e, it can be seen that with the increase of antenna
size, synthetic aperture time becomes shorter and elevation spatial variation error also
decreases. Since the antenna is between 5 and 15 m in size, the synthetic aperture time
drops rapidly, so in order to reduce the complex elevation error compensation in some
special cases (e.g., terrain elevation is small), the azimuth antenna can be set above 15 m.
Therefore, the appropriate azimuth antenna size can be selected according to different
requirements (the balance between resolution and elevation spatial variation error).
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Next, we analyze how the synthetic aperture time and azimuth resolution vary with
signal frequency, and how signal frequency and elevation affect the phase error. Four
groups of common bands, namely, L band (1.5 GHz), S band (3 GHz), C band (4 GHz) and
X band (9.5 GHz), and four groups of different elevations were set to get the change trend
of phase error with elevation and frequency respectively.

It can be seen from Figure 16 and the relation between wavelength and signal fre-
quency that the longer wavelengths result in longer synthetic aperture time, better resolu-
tion and larger error. The phase error is proportional to the elevation and has a nonlinear
relationship with the frequency. As can be seen from Figure 16e, within the frequency scope
of 4 GHz, the error caused by elevation changes sharply with frequency, while over 4 GHz,
the change is relatively gradual. In the process of system design, when the application
demand is independent of terrain elevation and the elevation is small, the high-frequency
band can be selected without considering the elevation space variation error. Now, let
us analyze how the phase error varies with the incident angle. In GEO SAR systems, the
ground incidence angle usually varies from 20◦ to 60◦. Synthetic aperture time, azimuth
resolution and phase error are also analyzed.
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different elevations.

As can be seen from Figure 17, with the increase of incident angle, the synthetic
aperture time becomes longer and the resolution performance becomes better, but the
elevation spatial variation error will also increase, and the error has a linear relationship
to the elevation instead of the incident angle. In GEO SAR imaging processing, when
the elevation of the observed terrain is small, the elevation spatial variation error can be
ignored by selecting the appropriate incident angle.

According to the previous analysis, the azimuth antenna size, transmitting signal
wavelength and incident angle will affect the imaging resolution and elevation spatial
variation error to a different extent. Relatively speaking, the signal wavelength has little
effect on the resolution, while the antenna size is more sensitive. The incidence angle
has little effect on the elevation variation error, while the error caused by the antenna
size is much larger. At the same time, the variation trend of the synthetic aperture time
and elevation spatial variation error is consistent. It can be concluded that the increase of
synthetic aperture time leads to a larger error. In addition, elevation error increases linearly
with elevation. Therefore, in future research, terrain elevation information can be retrieved
through the linear relationship between the error and elevation in a signal image. In the
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orbit parameter design process of GEO SAR system, in order to make the observation
swath larger, the “8”-shape orbit is generally selected, and in order to reduce the influence
of elevation spatial variation error, the latitude argument is selected as 180◦ or 360◦, so
that the footprint falls near the equator. In the parameter design process of GEO SAR
system, a balance can be chosen between the resolution requirement and the complexity of
elevation error compensation processing to reasonably select the antenna size, wavelength
and incident angle. If the imaging purpose requires high resolution, small antenna size,
longer wavelength and larger incident angle can be selected, but elevation variation error
compensation is also required. On the contrary, when the resolution requirement is not
very high, correct selection can avoid the complex elevation variation error compensation
processing and improve the imaging processing efficiency.
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Figure 17. (a) Synthetic aperture time varies with incident angle. (b) Azimuth resolution varies with
incident angle. (c) Phase error varies with elevation and incident angle. (d) Phase error varies with
elevation at different incident angles. (e) Phase error varies with incident angle at different elevations.

4. Elevation Spatial Variation Compensation Algorithm in GEO SAR Image Formation

In Section 2, starting from the original echo signal model of a single point target,
we analyzed the influence of elevation in each decomposition phase of the signal from
both qualitative and quantitative aspects, and proved the existence of elevation spatial
variation. In GEO SAR imaging, 3D space variation seriously affects the depth of focus. In
this part, the signal model within a scene considering spatial variation (range, azimuth and
elevation spatial variation) is first established. Then the elevation spatial variation error is
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decomposed into range spatial variant error and azimuth time variant error. Finally, a new
algorithm is proposed to improve the focusing depth.

4.1. Signal Model Considering Spatial Variation
In imaging processing, the first step is generally range compression, so the expression

form of echo signal shown by Equation (1) after range compression is directly given here:

src(ηc, r0; τ, ηh0) ≈ A0wr

(
τ − 2R(ηc, r0; η; h0)

c

)
· wa(η − ηc) · exp

(
−j

4πR(ηc, r0; η; h0)

λ

)
(14)

where R(ηc, r0; η; h0) represents the slant range history of the target, r0 represents the slant
range corresponding to the center moment, and h0 represents the elevation of the target.
Through high-order Taylor expansion, the fifth-order slant range model is generally accu-
rate enough [28]. Compared with the second-order and third-order terms, the coefficient
of elevation spatial variation of the fourth-order and fifth-order terms can be ignored.
Therefore, the fifth-order slant range model is rebuilt as:

R(ηc, r0; η; h0) = r0 +
5

∑
i=1

(ki + ∆ki(ηc, r0)) · ηi +
3

∑
j=1

(∆k j,h(ηc, r0)) · η j (15)

where ∆ki(ηc, r0) and ∆k j,h(ηc, r0) represents the 2D space variable coefficient and the
elevation space variable coefficient. As ∆k1(ηc, r0) and ∆k1,h(ηc, r0) cause the variation
of the Doppler central frequency. With the yaw steering, the values of which can be
approximated to zeros. Therefore, the influences are also not considered. Compared with
∆k2(ηc, r0) and ∆k3(ηc, r0), the influence of ∆k4(ηc, r0) and ∆k5(ηc, r0) is very weak, so we
do not consider it. For a scene with known slope angle, since the height of the target is
related to the position of the target, the elevation spatial variation can be decomposed into
the 2D space variation of range and azimuth, as well as their coupling. Then, Equation (14)
can be simplified as:

src(ηc, r0; τ, ηh0) ≈ A0wr

(
τ − 2R(ηc ,r0 ;η;h0)

c

)
· wa(η − ηc) · exp

(
−j 4πr0

λ

)
· exp

(
−j 4π

λ · k1η
)

· exp
(
−j 4π

λ · (k2 + ∆k′
2
(ηc, r0))η

2
)
· exp

(
−j 4π

λ · (k3 + ∆k′3(ηc, r0))η
3
)

· exp
(
−j 4π

λ · k4η4
)
· exp

(
−j 4π

λ · k5η5
) (16)

with
∆k′i(ηc, r0) = ∆ki(ηc, r0) + ∆k′i,h(ηc, r0), i = 2, 3 (17)

where ∆k′i(ηc, r0) represents the mixing spatial variation coefficient. According to the linear
assumption, we model ∆k′i(ηc, r0) as:

∆k′i(ηc, r0) ≈ k′i,r · (r0 − r0,c) + k′i,a(η0 − η0,c) + k′i,ra(r0 − r0,c) · (η0 − η0,c) (18)

where ∆k′
i,r

, ∆k′
i,a

and ∆k′i,ra denotes range, azimuth and coupling space variation coefficient.
The space variation coefficient in the above formulas can be obtained by fitting the 3D
space variation model as shown in Figure 18. The detailed method was described in [28].

The algorithm flow chart for solving the 3D space change problem is shown in
Figure 19.
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4.2. Error Compensation

Firstly, bulk phase compensation is carried out, and the center point of the scene
is taken as the reference point. The 2D spectrum of this point can be obtained through
series reversion and POSP, and the echo data can be multiplied by the 2D spectrum of the
reference point in the 2D frequency domain, followed by azimuth-backward compression.
After bulk phase compensation, range and azimuth coupling can be removed. Next, the
spatial variation of elevation is decomposed into range and azimuth, and the 3D space
variation can be compensated in accordance with range spatial variation and azimuth time
variation in turn.
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The following is the compensation for range spatial variation. The coefficient of the
high-order slant range model varies along with the range direction due to range and
elevation spatial variation. In order to improve the focusing depth, this part of phase error
should be compensated. After the bulk phase compensation, the range spatial variation
is independent of the azimuth time variation, so it can be transformed into the range-
Doppler domain.

By replacing ki, i = 2, 3 in range migration and azimuth compression terms with
ki + ∆k′

i
(ηc, r0), it can be obtained that:{

∆Rrcm(r0 , fa) ≈ − c
4π fr

(φrcm(r0 , fr, fa)− φrcm( fr, fa))

∆φac(r0 , fa) ≈ φac(r0 , fa)− φac( fa)
(19)

where the subscript rcm and ac represent range migration and azimuth compression. The
residual range migration correction can be compensated by interpolation in the range-
Doppler domain. Range spatially variant azimuth compression is also implemented in the
range-Doppler domain.

After the range spatial variation compensation, the data are converted to the 2D time
domain, then the azimuth time variant error is considered. Since the azimuth compression
phase changes with azimuth time and azimuth frequency, azimuth time variant compensa-
tion cannot be realized directly in the range-Doppler domain as the range spatially variant
compensation. Since we only need to consider the second- and third-order terms of the
time-variant coefficients and they are linear, the azimuth chirp scaling can be introduced to
deal with the problem [29,30]. The scaling function Aat3

a + Bat4
a can be introduced, and the

slant range model is:

R(η; η0, r0; h0) ≈ r0 + k1(η − η0) +
(

k2 + ∆k′
2,a
· (η0 − η0,c) + ∆k′

2,ra
· (r0 − r0,c) · (η0 − η0,c)

)
· (ta − t0)

2

+
(

k3 + ∆k′
3,a
· (η0 − η0,c) + ∆k′

3,ra
· (r0 − r0,c) · (η0 − η0,c)

)
(η0 − η0,c)

3 + k4(η0 − η0,c)
4

+ k5(η0 − η0,c)
5 + Aaη3 + Baη4

(20)

Assuming η0,c = 0 and expanding (η − η0), the formula can be rewritten as:

R(η; η0, r0; h0) ≈ r0 + Aaη3
0 + Baη4

0 + (k1 + 3Aaη2
0 + 4Baη3

0) · (η − η0)

+ (k2 + (∆k′
2,a

+ ∆k′
2,ra
· (r0 − r0,c) + 3Aa)η0 + 6Baη2

0
) · (η − η0)

2

+ (k3 + Aa + (∆k′
3,a

+ ∆k′
3,ra
· (r0 − r0,c) + 4Ba) · η0) · (η − η0)

3 + (k4 + Ba) · (η − η0)
4 + k5(η − η0)

5

(21)

In the coefficient term of (η − η0)
i in Equation (21), the higher-order term of η0 is

very small and can be ignored unlike the constant term and the linear term. In order to
achieve an azimuth-invariant slant range model, the linear terms of η0 should be set to
zeros, that is: {

∆k′2,a + ∆k′2,ra · (r0 − r0,c) + 3Aa = 0

∆k′3,a + ∆k′3,ra · (r0 − r0,c) + 4Ba = 0
(22)

After completing the time domain compensation of azimuth time variation, the data
are transferred to the range-Doppler domain, and the errors introduced by azimuth-
compression phase and variable scale equation are compensated. The compensation phase
can be obtained by using the series inversion and the POSP:

ϕav,ac ≈
4π

λ

(
k2t2

a,s( fa) + (k3 + Aa)t3
a,s( fa) + (k4 + Ba)t4

a,s( fa) + k5t5
a,s( fa)

)
+ 2π fata,s( fa) (23)
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with

ta,s( fa) ≈ − λ fa
4k2
− (9A3

a−4Bak2+18Aak3+9k2
3
−4k2k4)λ

3 f 3
a

128k5
2

− 3(Aa+k3)λ
2 f 2

a
32k3

2
− 5(((27A3

a − 24AaBak2

+81A2
a k3 − 24Bak2k3 + 81Aak2

3
+ 27k3

3
− 24Aak2k4 − 24k2k3k4 + 4k2

2
k5)λ

4) f 4
a )/(2048k7

2)− 3(189A4
a

−252A2
a Bak2 + 32B2

a k2
2 + 756A3

a k3 − 504AaBak2k3 + 1134A2
a k2

3
− 252Bak2k2

3
+ 756Aak3

3
+ 189k4

3
− 252A2

a k2k4

+64Bak2
2
k4 − 504Aak2k3k4 − 252k2k2

3
k4 + 32k2

2
k2

4 + 60Aak2
2k5 + 60k2

2
k3k5)λ

5 f 5
a /(8192k9

2)

(24)

where phase ϕav,ac represents the azimuth compression phase of the azimuth variation,
and ta,s( fa) represents the stationary phase point. The azimuth variation compensation
can be carried out in the range-Doppler domain, and the final inverse is achieved after the
azimuth inverse fast Fourier transform. Thus, the correction of all spatial variation errors
has been completed.

5. Simulation

The influence of the elevation spatial variation is analyzed in Section 3. In this part,
the main purpose is to verify the correctness of the improved algorithm proposed to solve
the spatial variation problem. The dot-matrix targets and distributed targets with elevation
information are then analyzed.

In order to verify the proposed improved RD-ACS algorithm, the scene slope angle
was set as α = 51.30, and 7 × 7 dot-matrix targets were constructed. System parameters
are shown in Table 1 of Section 3. The 3D scene and the improved RD-ACS imaging results
are shown in the following figure.

The scenario is shown in Figure 20.

Remote Sens. 2021, 13, x FOR PEER REVIEW 22 of 28 
 

 

5. Simulation 
The influence of the elevation spatial variation is analyzed in Section 3. In this part, 

the main purpose is to verify the correctness of the improved algorithm proposed to solve 
the spatial variation problem. The dot-matrix targets and distributed targets with eleva-
tion information are then analyzed. 

In order to verify the proposed improved RD-ACS algorithm, the scene slope angle 
was set as

051.3α = , and 7× 7 dot-matrix targets were constructed. System parameters are 
shown in Table 1 of Section 3. The 3D scene and the improved RD-ACS imaging results 
are shown in the following figure. 

The scenario is shown in Figure 20. 
In order to reflect the existence of elevation spatial variation, the performance varia-

tion curves of different elevation points at zero azimuth moment in the imaging results of 
RD-ACS algorithm without considering elevation space variation are analyzed as shown 
in Figure 21 (7 points in the rectangular box with red solid line in Figure 20). 

 
Figure 20. Schematic diagram of 3D slope scene.  

It can be seen from Figure 21 that the elevation spatial variation has a serious impact 
on azimuth focusing, and the error becomes more severe with the increase of the eleva-
tion, which is consistent with the previous analysis. 

  
(a) (b) 

Figure 21. (a) PSLR curve. (b) ISLR curve. 

Next, five points (four points on the corner and center point have been marked 1–5, 
respectively, in Figure 20) are selected to show the details of the imaging results. The con-
tour map of the points is shown in Figure 22. 

El
ev

at
io

n 
/ m

-1000
1000

-500

500 2000

0

1500

Scenario

500

Azimuth / m

0

Range / m

1000

1000

-500 500
-1000 0 -600

-400

-200

0

200

400

600

1

2

4

5

3

-1000 -500 0 500 1000
Elevation / m

-14

-13

-12

-11

-10

-9

PS
LR

 /d
B

-1000 -500 0 500 1000
Elevation / m

-11

-10

-9

-8

-7

IS
LR

 /d
B

Figure 20. Schematic diagram of 3D slope scene.

In order to reflect the existence of elevation spatial variation, the performance variation
curves of different elevation points at zero azimuth moment in the imaging results of RD-
ACS algorithm without considering elevation space variation are analyzed as shown in
Figure 21 (7 points in the rectangular box with red solid line in Figure 20).



Remote Sens. 2021, 13, 1888 23 of 28

Remote Sens. 2021, 13, x FOR PEER REVIEW 22 of 28 
 

 

The influence of the elevation spatial variation is analyzed in Section 3. In this part, 
the main purpose is to verify the correctness of the improved algorithm proposed to solve 
the spatial variation problem. The dot-matrix targets and distributed targets with eleva-
tion information are then analyzed. 

In order to verify the proposed improved RD-ACS algorithm, the scene slope angle 
was set as

051.3α = , and 7 × 7 dot-matrix targets were constructed. System parameters are 
shown in Table 1 of Section 3. The 3D scene and the improved RD-ACS imaging results 
are shown in the following figure. 

The scenario is shown in Figure 20. 
In order to reflect the existence of elevation spatial variation, the performance varia-

tion curves of different elevation points at zero azimuth moment in the imaging results of 
RD-ACS algorithm without considering elevation space variation are analyzed as shown 
in Figure 21 (7 points in the rectangular box with red solid line in Figure 20). 

 
Figure 20. Schematic diagram of 3D slope scene.  

It can be seen from Figure 21 that the elevation spatial variation has a serious impact 
on azimuth focusing, and the error becomes more severe with the increase of the eleva-
tion, which is consistent with the previous analysis. 

  
(a) (b) 

Figure 21. (a) PSLR curve. (b) ISLR curve. 

Next, five points (four points on the corner and center point have been marked 1–5, 
respectively, in Figure 20) are selected to show the details of the imaging results. The con-
tour map of the points is shown in Figure 22. 

Figure 21. (a) PSLR curve. (b) ISLR curve.

It can be seen from Figure 21 that the elevation spatial variation has a serious impact
on azimuth focusing, and the error becomes more severe with the increase of the elevation,
which is consistent with the previous analysis.

Next, five points (four points on the corner and center point have been marked 1–5,
respectively, in Figure 20) are selected to show the details of the imaging results. The
contour map of the points is shown in Figure 22.
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Figure 22. Imaging results.

The corresponding performance parameters of the five points are shown in the Table 4:

Table 4. Performance parameters.

Point Resolution (m) PSLR (dB) ISLR (dB)

1 2.0914 −13.1584 −10.2438
2 2.0931 −13.1452 −10.2164
3 2.0903 −13.2334 −10.3586
4 2.0910 −13.1576 −10.2746
5 2.0907 −13.1895 −10.2300

In order to further display the simulation results, the lower right corner point is
selected to compare the azimuth profile of the two algorithms, as shown in the Figure 23:
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Figure 23. Imaging results comparison. (a) RD-ACS algorithm. (b) Improved algorithm.

According to the analysis of the dot-matrix targets, compared with RD-ACS algorithm,
the proposed improved RD-ACS algorithm can well compensate the elevation spatially
variant error and improve the focusing depth after the rough elevation information of the
target is known. The following is an analysis of the distributed targets based on the point
target, which is very necessary in the practical application of GEO SAR in the future.

We first construct a slope, and place a small cone on the slope. Three strong scattering
points (the heights of the three strong points on the cone are 36.1 m, 26.0 m and 15.8 m,
and the height of the slope at the corresponding positions of the three points is 671.0 m,
654.6 m, and 692.2 m) are arranged on the cone and use the improved RD-ACS algorithm
for imaging based on the slope, as the conical elevation is within the scope of negligible
elevation spatially variant error. The azimuth antenna size is set to 45 m and the incident
angle to 20◦, and Table 1 can be consulted for the other parameters. The cone scene and the
imaging results are shown in Figure 24.
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Figure 24. (a) Cone scenario. (b) Imaging result.

According to the geometric relationship between the satellite and the scattering points,
as shown in Figure 25, the distance between the three points in the imaging results can be
calculated according to Equation (25).∣∣∣∣ ⇀

AC′
∣∣∣∣ = ∣∣∣∣ ⇀

AC
∣∣∣∣ · sin(α) (25)

where A, B, C represent the three points from left to right in Figure 24, α represents the angle

between
⇀

SA and
⇀

AC. The actual distance
∣∣∣∣ ⇀AB

∣∣∣∣ and
∣∣∣∣ ⇀
AC
∣∣∣∣ in space are 140 m and 280 m,

the distance calculated according to the formula in the image field is 21.2 m and 42.4 m in
theory, and the distances calculated from the actual imaging results are 21.2 m and 42.4 m,
as shown in Figure 24b. Therefore, due to the existence of the target elevation information,
the distance of the scattering points in the image domain is shortened compared with the
actual distance in space. Then, the imaging results of the three strong scattering points are
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shown in Figure 26. The performance parameters of the three strong scattering points are
shown in Table 5.
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Table 5. Performance parameters.

Point Resolution (m) PSLR (dB) ISLR (dB)

A 3.1385 −13.0990 −10.3013
B 3.1385 −13.0193 −10.3614
C 3.1385 −13.1243 −10.4115

It can be seen that the imaging results of the improved algorithm have a good focusing
effect for the distributed targets with elevation information.

6. Discussion

In the future practical application of GEO SAR systems, it is inevitable to image the
target with elevation information. In previous analyses, it has been explained in detail that
elevation can cause severe defocus of the image results. To solve the problem, we propose
an algorithm to compensate the elevation spatially variant error for the general slope
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plane scene. Therefore, in Section 5, we carried out simulation experiments to validate
the compensation effect of the algorithm. We first set the dot-matrix targets on the slope,
so that each point has a different elevation information. The RD-ACS algorithm which
can compensate for 2D space variation of range and azimuth can be used for imaging. By
drawing the variation curve of performance parameters (PSLR and ISLR) with elevation
(as shown in Figure 21), it can be seen that elevation information causes serious azimuth
defocus of imaging results, and the defocus effect becomes more serious as the elevation
increases. As a comparison, the improved RD-ACS algorithm proposed was used for
imaging again, and five points were selected for analysis. The imaging results are shown in
Figure 22. Additionally, the performance parameters of these five points are analyzed, as
shown in Table 4. It can be seen that the focus result of the improved algorithm is excellent,
and the performance has been significantly improved compared with the previous one.
Then, on the basis of the point targets, the distributed targets are also analyzed by placing a
small cone on the slope (within the scope of negligible elevation spatial variation). Similar
to the analysis process of point targets, three strong scattering points are set on the cone as
the research object. By comparing the 3D space distance between the three points, it can be
seen that the distance in the image domain will decrease due to the existence of elevation
information. From the imaging results and performance parameter analysis of these three
points, it can be seen that the improved RD-ACS algorithm has a fine compensation effect.
Finally, although the simulations for both point targets and distributed targets can prove
the feasibility and advantage of the proposed improved RD-ACS method, there are some
shortcomings and limitations too, which will be explained and discussed in detail in the
next section.

7. Conclusions

This paper mainly studies the influence and compensation algorithm of elevation
spatial variation. Firstly, we set up a geometric model considering the elevation spatial
variation. From the original echo signal, we analyzed the influence of elevation on the
echo and the subsequent imaging processing qualitatively and quantitatively. In the 2D
spectrum of echo signal, the effect of elevation on each decomposed phase was analyzed.
It is concluded that the azimuth compression phase is greatly affected by the elevation and
the range migration phase is almost not affected, but this error is still taken into account
in the compensation. Secondly, the effect of elevation in LEO SAR and in GEO SAR is
compared, and the conclusion is drawn that the elevation space variation error can be
ignored under low orbit. In addition, the influence of elevation spatial variation of typical
footprints in GEO SAR system is studied. It is concluded that the “8” type orbit not only
covers a large observation area, but also has the least influence on elevation spatial variation
compared with the other two kinds of footprints, and when the footprint is located at the
equator, it has the least influence on elevation. Therefore, we choose the most common
Figure 8 orbit and take the latitude argument of 360◦ as the research object. The influence
of azimuth antenna size, wavelength and incident angle on elevation variation error and
resolution was analyzed, which is beneficial to design system parameters according to
actual needs. For example, by selecting the appropriate parameters just mentioned, the
elevation spatially variant error can be ignored for targets with small height. Thirdly, an
improved algorithm is proposed to solve the elevation spatially variant error and improve
the focusing depth. The algorithm is applicable not only to smooth slope but also to
slope with slowly variant part, as the elevation spatial variation can be ignored in a small
elevation scope. Finally, the correctness of the algorithm is verified by point targets and
distributed targets in the experiment part.

The analysis in this paper can provide a theoretical basis for the future design of GEO
SAR systems, and the improved imaging algorithm can be used to improve the focusing
depth of scenes containing rough elevation information. However, this algorithm is only
applicable to the general slope scene, and it cannot compensate for the elevation spatial
variation for those complex scenes with fast variant parts. In future research, we will focus
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on the study of high-resolution imaging of complex scenes. An arbitrarily complex scene
can be divided into two parts, namely, the slope and the fast variant part. The imaging
algorithm proposed in this paper is used to carry out rough imaging of the slowly variant
slope, and for the remaining part, the spatial variation error caused by fast variant part
is compensated by the method of autofocus. Then the height of the target is inverted by
using the relationship between the error and the height, as mentioned in Section 3. This
work will have greater significance in practical engineering.
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Appendix A

The expression of the stationary phase point obtained by series inversion is as follows:

ηs = − c fη

4( f0+ fτ)k2
−

3c2 f 2
η k3

32( f0+ fτ)
2k3

2

+
c3 f 3

η (−9k2
3+4k2k4)
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3k5

2

−
5c4 f 4

η (27k2
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2
k5)
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4k7

2

−
3c5 f 5

η (189k2
3−252k2k2

3
k4+32k2

2
k2

4
+60k2

2
k3k5)

8192( f0+ fτ)
5k9

2

(A1)

The parameter definitions in the above formulas can be referred to the paper.

Appendix B

The 2D spectrum decomposition phase of the fifth-order slant range model echo.

Φrc( fτ) = −π f 2
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λ
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The parameter definitions in the above formulas can be referred to in the paper.
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