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Abstract

:

Beyond the variety of unwanted disruptions that appear quite frequently in synthetic aperture radar (SAR) measurements, radio-frequency interference (RFI) is one of the most challenging issues due to its various forms and sources. Unfortunately, over the years, this problem has grown worse. RFI artifacts not only hinder processing of SAR data, but also play a significant role when it comes to the quality, reliability, and accuracy of the final outcomes. To address this issue, a robust, effective, and—importantly—easy-to-implement method for identifying RFI-affected images was developed. The main aim of the proposed solution is the support of the automatic permanent scatters in SAR (PSInSAR) processing workflow through the exclusion of contaminated SAR data that could lead to misinterpretation of the calculation results. The approach presented in this paper for the purpose of recognition of these specific artifacts is based on deep learning. Considering different levels of image damage, we used three variants of a LeNet-type convolutional neural network. The results show the high efficiency of our model used directly on sample data.
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1. Introduction


Synthetic aperture radar (SAR), an active microwave remote sensing tool, provides essential data for understanding of climate and environmental changes [1,2]. Features like wide spatial coverage, fine resolution, all-weather, and day-and-night image acquisition capability [3,4,5] have made SAR a valuable method for a multitude of scientific research, commercial, and defense applications ranging from geoscience to Earth system monitoring [2,4,5,6].



Apart from various artifacts that frequently contaminate SAR measurements, such as atmospheric [3,7,8,9,10,11] or border noise [12,13,14,15], radio-frequency interference (RFI) is one of the most challenging issues due to its specific characteristics, including various forms and sources (Figure 1). Moreover, the RFI environment is growing worse [1].



Both manmade and natural sources can generate undesired signals that may cause RFI [16] capable of disrupting SAR images. These incoherent electromagnetic interference signals usually appear as various kinds of bright linear features [17,18] in the form of bright stripes with curvature or dense raindrops [2,4]. RFI can also contaminate image through slight haziness [2,18] that severely degrades the quality [4,17]. Unfortunately, such affected data may lead to incorrect interpretation processes and results [2].



Several methods for detection and reduction of RFI artifacts, particularly in SAR data, have been developed throughout the recent years (e.g., [19,20,21,22,23,24,25,26]; see also [2,27] for a general review). For SAR measurements, the most susceptible for RFI occurrence are signals operating in low band frequency regions, such as the P-, L-, S-, and even C-bands [2,17,18].



This paper on RFI artifact detection in C-band Sentinel-1 SAR data was initially motivated by the urgent need to develop a module—a part of the automatic monitoring system that is created for high-energy para-seismic events—that will support the automatic processing workflow through the exclusion of faulty SAR images (with artifacts) that might result in misinterpretation because RFI cases were noticeable in the area of interest. The deployed system uses the permanent scatterers in SAR (PSInSAR) method, which exploits long stacks of co-registered SAR images for analytical purposes to identify coherent points that provide consistent and stable response to the radar on board of a satellite [28]. Phase information obtained from these persistent scatterers is used to derive the ground displacement information and its temporal evolution [29].



Our ambition is to provide a robust and easy-to-implement method for marking images with RFI artifacts. Due to the constant and systematic availability of data, contaminated data can be eliminated, and thus, failure mitigation is not required in our system. RFI recognition remains the most crucial issue in this case.



For the purpose of RFI detection, we proposed a solution based on image processing methods with the use of feature extraction involving pixel convolution in our previous work [30], as well as thresholding and nearest neighbor structure filtering techniques and, as the reference classifier, we also used a convolutional neural network. Despite the positive results of this approach, to improve and develop our system, in this paper, we present deep learning techniques for the recognition of RFI artifacts at different levels of image damage appearing in Sentinel-1 SAR images and the use of complex convolutional neural networks.



In contrast to most RFI studies, which are usually conducted on raw data [2,4,17,18,31], our research is based on quick-look images included in Sentinel-1 data packages. Moreover, our efforts focused on the application of artificial intelligence techniques, such as deep learning methods, for RFI recognition, as foreseen by Tao [2] and Itschner [32]. This approach has proved very successful in recent works, e.g., [5,33,34,35], and it seems to be a proper direction for future investigations on effective methods for detection of these undesired failures.



The organization of this paper is arranged as follows. Section 2 introduces the definition of RFI, its characteristics, common forms, and sources. Then, the materials used and methodology applied based on deep learning are presented in Section 3 and Section 4, respectively. Section 5 depicts the experimental session, and Section 6 and Section 7 present the outcomes and interpretation of the results obtained. The final conclusions are presented in Section 8.




2. RFI Characteristics


Active remote sensing measurements with radar, including SAR, are continuously at risk of RFI, which is defined as “the effect of unwanted energy due to one or a combination of emissions, radiations, or inductions upon reception in a radio communication system, manifested by any performance degradation, misinterpretation, or loss of information which could be extracted in the absence of such unwanted energy” [36]. RFI may have a negative impact on the desired radar measurements, starting from the raw data, then the image formation process, and the interpretation of the final results [2].



The potential sources of RFI artifacts in SAR images are the many various radiation sources that operate within the same frequency band as the SAR system [2,17]. Two main groups of incoherent electromagnetic interference signal emitters can be distinguished—terrestrial and space-borne [2]. Most terrestrial RFI cases are connected with human activity over land, e.g., commercial or industrial radio devices [2], communication systems, television networks, air-traffic surveillance radars, meteorological radars, radiolocation radars, amateur radios, and other—mainly military-based—radiation sources [1,2,4,17,18]. The examples of space-borne RFI sources are signals broadcasting from other satellites, such as global navigation satellite system (GNSS) constellations, communication satellites, or other active remote sensing systems [2].



In recent years, many RFI cases have been observed in Sentinel-1 data products, with both terrestrial [31,37,38] and space-borne origin [1]. The major reason for these contaminations was probably military radars [18].



These incoherent electromagnetic interference signals usually affect the SAR signals operating in low frequency regions, such as the P-, L-, S-, and C-bands [2,17,18]. In this paper, we address RFI cases occurring at the C-band (frequency ranging from 4000–8000 MHz). This is one of the most important bands for radar science imaging [1], and particularly for Sentinel-1 satellites. These SAR radars operate in the 5350–5470 MHz band.



Over the last years, the European Space Agency (ESA) has reported an increase in RFI at the C-band in SAR data [1,39] that appears as short, strong bursts indicative of ground-based radar [1]. Although there are many different forms of RFI, generally, they can be grouped into four categories as follows [1,2,4]:



Narrow-band RFI—this kind of interference usually has a narrower bandwidth than that of the SAR system, and appears in the form of bright lines in images, which makes them easy to identify and detect [2,4]. Common sources (Figure 2) of this contamination are commercial land-mobile radios and amateur radios [1,2].



Pulsed RFI—this irregularity is pulsed in time, with or without pulse repetition, and may have bandwidths that are narrow or wide with respect to the sensor bandwidth [1]. In SAR images, it can be visible as bright marks or rectangles that are pulsed and sparse in time [40]. Typical sources (Figure 2) of this interference are ground-based radiolocation radars [1,2].



Broad-band (noise-like) RFI—in this case, signals have relatively broad bandwidth because of modulation, and are typically continuous in time regarding the radar integration time [1,2]. This type of interference has a noise-like characteristic; thus, it appears as image blurring or haziness along stripes. Common cases (Figure 2) of this RFI come from communication systems and other coded signals, such as GNSSs [1,2].



Heterogeneous RFI environments—these are multiple RFI emitters of different types that can be observed simultaneously, either within the main beam or the extended side lobes [1,2]. This RFI problem is particularly significant for airborne and space-borne sensors (Figure 2) that have a wide geographic field of view, such as an SAR system with a wide illuminated swath [1].




3. Materials


We participate in the project focusing on the development of the automatic monitoring system for high-energy para-seismic events and their influence on the surface with the use of GNSS, seismic, and PSInSAR techniques. Our project is based on Sentinel-1 data—in particular, Level-1 single-look complex (SLC) products—due to their numerous advantages. First of all, these data are available systematically and free of charge, without limitations, to all data users, including the general public and scientific and commercial users [41]. Moreover, they characterize a wide ground coverage and fine resolution because the Sentinel-1 SAR instrument mainly operates in the interferometric wide (IW) swath mode over land [14,41]. It is one of four Sentinel-1 acquisition modes that uses the terrain observation with progressive scans SAR (TOPSAR) technique [42] and provides data with a large swath width of 250 km at 5 m × 20 m (range × azimuth) spatial resolution for single-look data.



To evaluate the usefulness of the single Sentinel-1 data product, we exploit quick-look images contained in the preview folder, a part of the Sentinel-1 data package. These images are lower-resolution versions of the source images; thus, it is easy to quickly detect RFI artifacts and, as a consequence, eliminate contaminated data before further processing because they could lead to misinterpretation of the final results. This approach improves the whole PSInSAR processing workflow, which requires a stack of 25–30 SAR images in our case to calculate the ground displacements. Most importantly, exclusion of failure data does not affect the quality and reliability of the data processing results, as data are obtained continuously and observations can be repeated with a frequency better than six days, considering two satellites (Sentinel 1A and 1B) and both ascending and descending passes [41].



In order to develop a module that ensures effective detection and recognition of RFI artifacts, we chose a representative quick-look dataset named TELAVIV for the needs of our research. The reason is that, in order for the trained artificial neural network to be able to capture the necessary features unambiguously, the key point is that the training database should be large enough and should include various RFI cases as much as possible [2].



The characteristics of the interference depend strongly on the geographic position of data acquisition [2], and the ESA has reported an increase in the amount of RFI observed at the C-band [1]. Therefore, our selection is based on the map of RFI power in the C-band with continental coverage over Europe [31], the IEEE GRSS (IEEE Geoscience and Remote Sensing Society) RFI Observations Display System [43], and localization of RFI sources [44]. This collection consists of exactly 3602 images acquired from October 2014 (Sentinel-1A) and September 2016 (Sentinel-1B) until July 2020, and comprise the area surrounding the most populous city in the Gush Dan metropolitan area of Israel. The TELAVIV quick-look dataset is a subset of all obtained images, and contains 2591 elements. It was divided into four classes of almost equal size (if possible), with different levels of RFI contamination: 0 (clear/no artifacts), I (very weak/hardly visible artifacts), II (weak/few artifacts), and III (strong/many artifacts). This classification was conducted manually, and the number of rows with noticeable RFI artifacts and the intensity of contamination were taken into account.



Within this experimental dataset, we identified all types and forms of RFI (Figure 3), from narrow-band and its characteristic bright lines in images, through pulsed artifacts in the form of repeated pale rectangles, and ending with broad-band RFI and its blurring effect in images. We can easily state that here, we are facing a heterogeneous RFI environment that is a challenging test bed for our solution for RFI artifact detection.



The potential reason for the incoherent electromagnetic interference signals in the SAR images in the area surrounding Tel Aviv can be various radiation sources from the Sde Dov Airport, the Israel Defense Forces headquarters, and a large military base, as well as ships in the Mediterranean basin. In the case of broad-band RFI, many strong stripes with high intensity that produce irregular texture patterns and can be observed in many C-band Sentinel-1 SAR data acquired for this area are probably caused by simultaneous SAR imaging of the same area by both the Sentinel-1 and Canadian Radarsat-2 [1,45]. They both operate at the same center frequency of 5405 GHz [2,41].



In the next section, we introduce the motivation and basic information about the techniques we used in the experimental part.




4. Motivation and Methodology


Our main motivation was to verify the experimental effectiveness of recognizing artefacts with different levels of visibility on satellite images. As a reference classifier we have chosen the LeNet type convolutional neural network [46,47]—the general scheme is shown in Figure 4. The exact architecture of the network used can be seen in Section 4.1 and Figure 5.



4.1. Deep Neural Network Architecture


To verify the effectiveness of our artifact extraction method, we used a LeNet deep neural network [46,48,50] defined in this section for classification. We used Python-related tools, such as PyTorch, TorchVision, and NumPy. The visualization of results was performed using Seaborn and Matplotlib. A transformation was made when loading images by scaling everything to 400 × 600 pixels to ensure the same size of the input for the network. The data were divided into training and testing sets in an 80/20 ratio in a random way. The network was fed with data after two alternating convolutional and maxpooling steps. We used three layers of neurons. The activation function of hidden layers was RELU; in the output layer we had raw values. The loss function took the form of categorical cross-entropy; thus, it can be higher than one. While the neural network learned, we used three data streams: R, G, and B. The Adam optimizer [51] was used. The training was done over 20 epochs. The batch size was 50 and the learning rate was 0.001. The layers used in our model can be seen in Figure 5.



Now allow us to explain in brief the use of various options of our model. Convolutional layers are used to extract features from images before they are fed into the network. We used max pooling because it is the most effective technique for reducing the sizes of images, which works well with neural network models. It turns out to be better in practice than average pooling [52].





5. Experimental Session


Let us now discuss what is new in relation to our previous research work [30].



Discussion of the Results Concerning Our Previous Studies


In this work, we are testing the effectiveness of learning by means of deep neural networks to recognize detailed levels of damage, and we do not go into the details of data pre-processing. In previous studies, we have looked for techniques to expose artifacts and checked their impact on the accuracy of recognition by observing the changing learning level of neural networks. We have observed that our methods have allowed the network to operate much more efficiently after pre-processing. We have discovered that the most effective technique of detecting artifacts from among the ones we have studied is the use of thresholding based on histograms of pixel values and noise filtering using the closest neighbors method. Pre-processing techniques were necessary because we used a small number of available learning objects. Examples of results for the RIYADH dataset from the previous work before and after the application of pre-processing are shown in Figure 6.



The available number of objects in the TELAVIV dataset is suitable for deep learning, which allowed us to carry out relevant research on the possibilities of detecting artifacts on three separate levels of difficulty.



As a demo system, we chose the TELAVIV image set from open repository. We grouped the set into four classes—see Table 1. Samples of images representing classes can be seen in Figure 7.



We treated this system as balanced, so we used global accuracy, which is defined as the percentage of correctly classified objects throughout the decision-making system.



In the experiments with deep neural network classification—see details in Section 4.1—the image sets were divided into a training subset where the network is taught and the validation test set, which comprised 20% of the objects on which the final neural network was tested. To estimate the quality of the classification, we used the Monte Carlo cross-validation [46,53] five technique (MCCV5, i.e., training and testing five times), presenting average results. In experiments, the test (validation) system was applied in a given iteration to the model to check the final efficiency and to observe the level of overfitting. In each iteration of learning of an independent validation set (not affecting the learning process of the network), by evaluating, we were able to determine the degree of generalization of the model. The result is objective at the moment when there is no process of overtraining, i.e., a clear discrepancy between the loss during network training and that resulting from testing the validation set.



We considered the following classification options from Table 2. We considered dropout options to check the level of overtraining reduction for better generalization of neural network learning. Looking at the results of the binary classification and the poor score for the class with the least visible damage, we decided to skip the network learning for all classes together. What we achieved was separate networks to detect each of the damage levels and a network showing whether or not there is a damaged image, without distinguishing the level of damage.





6. Results for the TELAVIV Dataset


In the experiment, we examined the separation of class 0 from classes III, II, and I, as well as from all at once. All experiments are performed in a similar pattern. Our results show how the MCCV-5 method works in each learning epoch. We present the results of five internal tests and the average result.



First of all, we show demonstrably very detailed results for variant class 0 vs. class 3. We present the accuracy of classification and entropy loss of a given variant—see, e.g., Figure 8. Then, we present what the classification of the validation test systems looked like in a given iteration and subtest—see, e.g., Figure 9. We then show the combined average results by adding the standard deviation in the form of vertical lines in individual epochs—see, e.g., Figure 10 and Figure 11. The standard deviation was calculated from individual subtests of the MCCV method.



Then, we show the analogous result for the other pairs of classes, taking into account only average results with standard deviation. In Figure 12 and Figure 13, we have the results for the class 0 vs. class 2 variant. In Figure 14 and Figure 15, we have the results for the class 0 vs. class 1 variant. Finally, in Figure 16 and Figure 17, we have the result for the class 0 vs. all variant.



In the following sections, we present in the model discussed the results for all classification options with all planned variations of the neural network.




7. Discussion of Results


We got the average accuracy of 0.731 with a standard deviation of 0.023 in the 0 vs. I variant with the non-dropout variation. After using the single and double dropout, the learning process is stabilized with approximate average accuracies of 0.742 and 0.733, respectively, with a standard deviation of 0.013 and 0.026.



In the 0 vs. II variant with the non-dropout variation, we got the accuracy of 0.862 with a standard deviation of 0.034. After using the single and double dropout, the learning process is stabilized with approximate average accuracies of 0.829 and 0.823, respectively, with a standard deviation of 0.02 and 0.052 .



In the 0 vs. III variant with the non-dropout variant, we got the accuracy of 0.971 with a standard deviation of 0.01. After using the single and double dropout, the learning process clearly stabilized with approximate average accuracies of 0.962 and 0.968, respectively, with a standard deviation of 0.017 and 0.009.



In the 0 vs. All variant with the non-dropout variant, we got the accuracy of 0.838 with a standard deviation of 0.01. After using the single and double dropout, the learning process stabilized with approximate average accuracies of 0.84 and 0.84, respectively, with a standard deviation of 0.013 and 0.026.



In most cases, the dropout increases the standard deviation of validation results while eliminating overlearning. Despite being overlearned in the non-dropout variant, the validation result is similar to the dropout option.



Let us conclude our work.




8. Conclusions


In recent years, RFI cases have occurred more frequently in SAR measurements. Its characteristics, including various forms and sources, depend strongly on the geographical region of data acquisition. RFI ariefacts may have an adverse influence not only on the desired radar measurements, but also on the image formation or subsequent interpretation process. Therefore, it is important to search for the most appropriate solutions in this area that have the greatest impact on minimizing the negative effect of RFI disturbances in SAR data.



In this work, we proposed a data mining model for the detection of artifacts at different levels of image damage. We designed a convolutional neural network with automatic calculation of the image shape after pre-processing by means of convolutions and poolings. As a reference system, we used a collection of images from the TELAVIV collection. We verified in the learning process that dropout has no major impact on the quality of the final model for these particular data. The experimental results are very promising; as one could expect, the highest efficiency of 97% was obtained in the detection of strong artifacts. Detection of weak artifacts reaches 86% effectiveness. Detection of very weak artifacts reaches 74% accuracy. Eventually, detection of artifacts of all classes at once gives 84% effectiveness. The proposed solution can effectively support the automatic PSInSAR processing workflow by recognizing RFI-affected data and, as a consequence, removing them from the stack of SAR images required to determine the ground displacements. In conclusion, it is difficult to find a method for generalizing the problem of searching for artifacts. Each dataset containing artifacts should be treated individually. The model structure should be selected in a personalized way.



This work calls for several perspectives. We can take the results of the work as a reference for testing other neural network architects. An interesting thread may be to check the possibility of grouping images in different damage levels in an unsupervised manner.
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Figure 1. Example of results that contain radio-frequency interference (RFI) artifacts. 
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Figure 2. Example of the common RFI sources: (1) radios, (2) radars, (3) communication systems, and (4) airborne sensors. 
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Figure 3. Examples of different forms of RFI artifacts (and their localization) included in the training database. 
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Figure 4. Architecture of the convolutional neural network (LeNet)—image source [48]. 
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Figure 5. Architecture of the convolutional neural network (LeNet)—a tool used to build the diagram: [49]. 
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Figure 6. Exemplary learning effect before (left side) and after using our technique (right side). Results for the RIYADH dataset. Class ok (without artifacts) vs. class er (with strong artifacts). The line graphs show accuracy (blue) and loss (orange) for 15 epochs (30 steps from batch). Although the image dataset is relatively small for the convolutional neural network (CNN), a good trend in increasing accuracy while minimizing loss can be observed. 
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Figure 7. TELAVIV quick-looks—exemplary pictures—first on the left without artifacts, and the subsequent images to the right, with increasing degrees of damage: classes 0, I, II, and III. 
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Figure 8. Class 0 vs. Class III. Model: the LeNet model from Figure 5 was applied. Validation technique: cross-validation 5. Accuracy for 20 iterations of neural network training and corresponding cross-entropy loss. 
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Figure 9. Class 0 vs. Class III. Model: the LeNet model from Figure 5 was applied. Validation technique: cross-validation 5. Accuracy for 20 iterations of neural network training and corresponding cross-entropy loss. Validation takes place after every epoch of learning. 
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Figure 10. Summary of average results for 20 iterations. Class 0 vs. III. Model: the LeNet model from Figure 5 was applied. Validation method: cross-validation 5. Accuracy for 20 iterations of neural network training. 
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Figure 11. Left image: single dropout. Right image: double dropout. Summary of average results for 20 iterations. Class 0 vs. III. Model: the LeNet model from Figure 5 was applied. Cross-validation 5. Accuracy for 20 iterations of neural network training and corresponding cross-entropy loss. 
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Figure 12. Summary of average results for 20 iterations. Class 0 vs. II. Model: the LeNet model from Figure 5 was applied. Cross-validation 5. Accuracy for 20 iterations of neural network training and corresponding cross-entropy loss. 
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Figure 13. Left image: single dropout. Right image: double dropout. Summary of average results for 20 iterations. Class 0 vs. II. Single dropout. Model: the LeNet model from Figure 5 was applied. Cross-validation 5. Accuracy for 20 iterations of neural network training and corresponding cross-entropy loss. 
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Figure 14. Summary of average results for 20 iterations. Class 0 vs. I. Model: the LeNet model from Figure 5 was applied. Cross-validation 5. Accuracy for 20 iterations of neural network training and corresponding cross-entropy loss. 






Figure 14. Summary of average results for 20 iterations. Class 0 vs. I. Model: the LeNet model from Figure 5 was applied. Cross-validation 5. Accuracy for 20 iterations of neural network training and corresponding cross-entropy loss.
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Figure 15. Left image: single dropout. Right image: double dropout. Summary of average results for 20 iterations. Class 0 vs. I. Single dropout. Model: the LeNet model from Figure 5 was applied. Cross-validation 5. Accuracy for 20 iterations of neural network training and corresponding cross-entropy loss. 
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[image: Remotesensing 13 00007 g015]







[image: Remotesensing 13 00007 g016 550] 





Figure 16. Summary of average results for 20 iterations. Class 0 vs. All. Model: the LeNet model from Figure 5 was applied. Cross-validation 5. Accuracy for 20 iterations of neural network training and corresponding cross-entropy loss. 
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[image: Remotesensing 13 00007 g016]







[image: Remotesensing 13 00007 g017 550] 





Figure 17. Left image: single dropout. Right image: double dropout. Summary of average results for 20 iterations. Class 0 vs. All. Model: the LeNet model from Figure 5 was applied. Cross-validation 5. Accuracy for 20 iterations of neural network training and corresponding cross-entropy loss. 






Figure 17. Left image: single dropout. Right image: double dropout. Summary of average results for 20 iterations. Class 0 vs. All. Model: the LeNet model from Figure 5 was applied. Cross-validation 5. Accuracy for 20 iterations of neural network training and corresponding cross-entropy loss.
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Table 1. The information about the decision classes.
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	Class
	Number of Objects





	0—clear/no artifacts
	637



	I—very weak/hardly visible
	792



	II—weak/few artifacts
	557



	III—strong/many artifacts
	605
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Table 2. Considered classification options.
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	Dropout/Variant
	Class 0 vs. Class III
	Class 0 vs. Class II
	Class 0 vs. Class I
	Class 0 vs. All





	without dropout
	Figures 8–10
	Figure 12
	Figure 14
	Figure 16



	with single dropout
	Figure 11 (left one)
	Figure 13 (left one)
	Figure 15 (left one)
	Figure 17 (left one)



	with double dropout
	Figure 11 (right one)
	Figure 13 (right one)
	Figure 15 (right one)
	Figure 17 (right one)
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