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Abstract: The HY-1C satellite, as part of China’s optical satellite constellation for global ocean
monitoring, monitors the ocean and coastal environment by the three broad visible bands of
the Coastal Zone Imager (CZI) instrument. However, as a result of the sensor instrument noise,
the atmospheric environment during imaging, and the shooting angle, the satellite images often show
uneven illumination and inconsistent color between neighboring images. In this paper, according to
the characteristics of the HY-1C CZI instrument, we propose a color consistency processing framework
for coastal zone images of Antarctica. First of all, the high-frequency and low-frequency information
of the image is separated by a statistical filter with simple clustering. The uneven lighting is then
replaced by artificial lighting, which is globally uniform. Finally, the color difference between
images is corrected by a color transfer method. In order to evaluate the color consistency results
quantitatively, a new quantitative evaluation method is proposed. The experimental results for the
coastal zone images of Antarctica show that the new processing framework can effectively eliminate
the unevenness in the lighting and color. The mosaic results show a good performance in consistent
lighting and tones, and the lack of visible mosaic lines proves the effectiveness of the proposed
method. The quantitative evaluation analysis confirms the superiority of the proposed method over
the Wallis method.

Keywords: HY-1C satellite images; Antarctica; mosaic preprocessing; color consistency

1. Introduction

The HY-1C satellite is the third experimental satellite launched by China for monitoring the
ocean surface. The HY-1C and HY-1D satellites launched in 2018 and 2019, respectively, undertake the
observation of the global ocean surface in the morning and the afternoon. The Coastal Zone Imager
(CZI) instrument onboard the HY-1C satellite has the characteristics of a large swath width and a
high spatial resolution, and it produces observations with a high contrast. It can capture real-time
observations of coastal areas and can obtain the distribution of suspended sediments in estuaries and
harbors. In addition, marine environmental concerns such as sea ice, red tide, green tide, and pollution
events can be monitored by the CZI instrument [1–3].

Due to the parameters of the imaging instrument, light source, and shooting angle, the lighting
in HY-1C imagery is not uniform, and the color between the images is inconsistent. As a result,
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during image mosaicking, a significant blocky effect occurs in the mosaic result, which interferes
with target recognition and other observations. Therefore, color consistency processing, as a mosaic
preprocessing task, is an important consideration.

The traditional methods for the color consistency processing of remote sensing images are mostly
based on image processing tools or adjustment functions, according to the images to be corrected [4,5].
However, it is difficult to define the processing rules for different images. In addition, the manual
operation takes much time and effort. Inspired by the digital image homogenization algorithms,
some automated machine processing methods for digital images have been applied to the color
consistency processing of remote sensing images. For example, Wang et al. [6] presented a processing
flow and a corresponding processing approach based on the mask dodging principle. This method
uses a mathematical model to simulate the changes of brightness and compensate the different parts
of the image. It can achieve a satisfactory effect and can remove the uneven illumination of optical
images. However, how to set the filter size is an open question. Based on the mask principle, a number
of methods using specific filters have been proposed, such as the improved mask dodging method [7],
improved mask methods [8–11], and the Wallis filter [12]. These methods are all based on filtering in the
spatial domain. However, limited by the texture, color, and filter, these methods all need to be adjusted to
the specific image characteristics when utilized in practice. To address this issue, Li et al. [13] proposed
a uniform algorithm based on adaptive templates, which works by fitting the secondary surface of the
brightness mean of the local area. However, this approach fails for complex brightness distributions and
large-sized images, due to the number of windows and the amount of calculation.

In addition to filtering in the spatial domain, some approaches have been developed for filtering
in the frequency domain [14–16]. For example, a method for removing the uneven light from images
using multiple wavelet transformations was proposed by Zheng et al. [17]. This method takes into
account both the frequency domain and the spatial domain of the digital images and improves the
efficiency of the algorithm and the quality of the results. In addition, the homomorphic filtering
method [18] utilizes a filter function to highlight the high frequency and weaken the low frequency,
which helps the low-contrast images achieve improved brightness consistency.

The principle of physiology is also used in digital image processing. For example, Zhang et al. [19]
presented an approach based on physical transformation and psychological perception. Based on the
principle of the visual physiology of the human eye, retinex homogenization algorithms [20–22] have
been used to realize consistent processing of images by means of retinal mechanism simulation.
However, as the physiological study of the human eye is still an open problem, such methods
sometimes lead to image degradation and color anomalies.

The color consistency of remote sensing images needs to be achieved according to the image
features. Since the HY-1C satellite was recently launched and the Antarctic images feature a high
dynamic range and high contrast, the direct application of previous methods cannot obtain good
processing results. For previous methods, much manual operation is still necessary.

In this paper, according to the characteristics of the HY-1C CZI instrument for Antarctica,
a novel color consistency processing framework is proposed to address the problems of large color
differences and uneven lighting in the image mosaics. There are two steps in the proposed framework:
single-view consistency processing and multi-view consistency processing. Firstly, the individual
images are processed to achieve color consistency, based on mask theory. Auxiliary masks are obtained
by simple clustering and used as semantic information to adjust the filter functions adaptively.
The low-frequency information extraction of the scene segmentation is obtained by the use of a
Gaussian filter with an auxiliary mask. After the color consistency processing of each image, a color
transfer method is introduced for adjacent images to be mosaicked, to achieve color consistency for
multiple images. An evaluation method for the color consistency of remote sensing images is also
introduced, which includes both subjective and objective evaluations. In summary, the proposed
method takes into account the consistency in both a single image and between different images.
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2. Data Preprocessing and Analysis

2.1. Study Dataset

In this study, 63 remote sensing images of Antarctica were collected, which were obtained by the
HY-1C CZI instrument between December 2018 and March 2019. The projected coordinate system of
the original images was World Geodetic System 1984. Because the images were located near the South
Pole, all the remote sensing images used in this study were converted into the WGS 1984 Antarctic Polar
Stereographic coordinate system for better visibility. The dataset was made up of 16 bit three channel
multispectral images, which were converted to 8 bit images in the data preparation. The images were
compressed according to the cumulative histogram and the pixel frequency. Some pixels with high values
were compressed to improve the retention of the main order of the original images.

The cumulative histogram of each image was calculated, and the minimum and the maximum
truncation frequencies were set as θmin = 0.005 and θmax = (1− 0.005). The truncation frequency
was set to preserve as much order information as possible in the conversion process. For each image,
the pixel values pmin and pmax corresponding to the truncation frequency on the cumulative histogram
were recalculated as follows:

pmin = Pix(min(θ)) (θ > θmin), (1)

pmax = Pix(max(θ)) (θ < θmax), (2)

where Pix(·) is the pixel value in the cumulative histogram corresponding to the frequency and θ is the
cumulative histogram frequency. The original images were then translated to 8 bit images as follows:

I(x, y) =


255 I16(x, y) > pmax

255× I16(x,y)−pmin
pmax−pmin

pmin ≤ I16(x, y) ≤ pmax

0 I16(x, y) < pmin

, (3)

where I16(x, y) is the value of the pixel in the 16 bit image and I(x, y) is the converted 8 bit value.
The images were stored in RGBcolor mode and compressed independently in each color channel.

2.2. Data Analysis

2.2.1. Uneven Lighting

As a result of the changes of the light incident angle, plus atmospheric absorption and refraction,
there is uneven lightness and/or color in HY-1C images. Different local parts of the image are
illuminated differently, which causes uneven brightness and color in the overall image. An example
image with uneven lighting is shown in Figure 1.



Remote Sens. 2020, 12, 1143 4 of 21

Figure 1. Example of an original HY-1C image of Antarctica. There is uneven lighting in the image.

2.2.2. Inconsistent Colors

Due to the solar elevation angles and weather conditions during image acquisition, there are large
differences in irradiance and color distribution between images. Figure 2 shows mosaicked images
with adjacent locations, which illustrates the significant differences in brightness and color between
images. An ideal mosaic result should have uniform tone and brightness, and the different sub-images
should be difficult to distinguish.

Figure 2. Example mosaic result for a group of HY-1C images of Antarctica.
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To illustrate the difference between images, two adjacent images were selected randomly from the
dataset. Figure 3 shows their color histograms, means, and standard deviation values. It is clear that
the color histogram, mean, and standard deviation values were quite different, whereas the contents
of the two images were in fact similar. According to the laws of natural imagery, two images with
adjacent locations and similar contents should had similar histogram, mean, and standard deviation
values. This example clearly demonstrated the color consistency problem between images.

(a) Mosaic result (b) The upper image (c) The lower image

(d) Histogram of the upper image

(e) Histogram of the lower image

(f) Mean and standard deviation values

Figure 3. The statistics of two adjacent images randomly selected from the dataset. (a) Mosaicked
image. (b) The upper image. (c) The lower image. (d) Histogram of the three color channels of the
upper image. (e) Histogram of the three color channels of the lower image. (f) The mean and standard
deviation values.

3. Consistency Processing Method

3.1. Color Consistency Framework

To address the problems of uneven lighting and color inconsistency, a color consistency processing
method for the HY-1C CZI images of Antarctica is proposed. This processing framework consisted
of two parts: single-view consistency processing and multi-view consistency processing. The overall
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processing framework is shown in Figure 4. First of all, the color, texture, and spatial distribution
information was calculated to eliminate the uneven light and abnormal color existing in a single image,
and we obtained an image with unified visual color perception. Then, on the basis of the previous
step, a normalizing operation based on a color transfer method was performed between the different
images. The light and/or color differences between images were thus eliminated, especially on both
sides of the mosaic lines.

Figure 4. The processing of HY-1C images of Antarctica in the color consistency framework.
CZI, Coastal Zone Imager.

3.1.1. Single-view Consistency Process

Remote sensing images with uneven lighting can be represented by the following mathematical
model [23]:

f (x, y) = r(x, y) + δ(x, y), (4)

where f (x, y) is the original image, δ(x, y) is the uneven lighting information, and r(x, y) is the ideal
image with a uniform brightness distribution. This theory is the basis for the single-view color
consistency processing. The most important issue is how to separate the uneven lighting information
correctly from the original image. The theoretical basis for achieving color consistency of a single-view
image is to extract the uneven lighting information by a reasonable method [24,25] and then remove it
from the original image.

Inspired by the mask-based homogenization method [6], we improved the filter and made it
suitable for the processing of the HY-1C imagery of Antarctica. We also developed a new single-view
image consistency processing algorithm. There were four parts to the single-view consistency
processing: (1) feature map extraction; (2) uneven light removal; (3) calculation of the artificial
lighting information; and (4) information overlay. The flowchart of the method is shown in Figure 5.

(a) Process flow (b) Data flow

Figure 5. The process of single-view color consistency processing. (a) The process flow. (b) The data
flow according to the process flow.
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In the process flow, there were two important parts: (1) the Gaussian filter with an auxiliary mask;
and (2) the artificial lighting information. The filter was used to extract the uneven lighting information
from the original image. The traditional Gaussian filter would mix the boundary parts and result in
the edge fusion problem (as shown in Figure 6c). In order to optimize the processing of boundaries,
a Gaussian filter with an auxiliary mask is proposed to separate the uneven lighting information
(feature map) from the image. In addition, we also propose an artificial lighting information calculation
algorithm for each image by means of a statistical method.

• Feature map extraction

After Gaussian filtering, the low-frequency information with lighting and color information could
be extracted. However, the result of the standard Gaussian filter for the HY-1C images of Antarctica
still showed distinct Antarctic ice shelf and ocean parts, which formed high-contrast edges, as shown
in Figure 6b. The reason for this was that the filter size for extracting the features was large, and the
extracted light information was abnormal in the edge sections. It was clear that the color of the ice shelf
boundary in Figure 6c was abnormal, as it was brighter than the inner part. To address this problem,
we improved the filter and designed a Gaussian filter with an auxiliary mask.

Firstly, the image was clustered with manual adjustment according to the statistical brightness
value, to obtain the auxiliary mask. The clustering results could define the Antarctic continent and the
other parts, and the auxiliary mask maskauxiliary could be expressed as follows:

maskauxiliary =

{
0 (x, y) /∈ Antarctic Continent

1 (x, y) ∈ Antarctic Continent
. (5)

The auxiliary mask of a sample image is shown in Figure 6d. We combined the Gaussian filter
with an auxiliary mask and propose the Gaussian filter with the auxiliary mask:

G(x, y) =
1

2πσ2 exp(− x2 + y2

2σ2 ), (6)

Gmaskauxiliary(x, y) =
2πσ2

2πσ2 −
∫

G(x′, y′)
G(x, y), (7)

where σ is the standard deviation of the Gaussian distribution, G(x, y) is a 2D Gaussian function,
and pixels (x′, y′) are not of the Antarctic continent part:

maskauxiliary(x′, y′) = 0. (8)

In the proposed method, the Gaussian kernel size was 150× 150 pixels, and σ can be calculated
as follows:

σ = 0.3× ((ksize− 1)× 0.5− 1) + 0.8. (9)

The feature map of each image can be calculated by the Gaussian filter with the auxiliary mask
as follows:

FM(x, y) = I(x, y) ·maskauxiliary(x, y)
⊗

G
maskauxiliary
ksize,σ , (10)

where
⊗

is the convolution calculation and ksize is the kernel size. The results of Gaussian filtering
with the auxiliary mask for a sample image are shown in Figure 6e. Compared with Figure 6b, it can
be seen that the lighting and color consistency in the feature map were improved, without obvious
boundary information. The final single-view consistency processing result is shown in Figure 6f.
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(a) Original (b) Feature map of the Gaussian filter (c) Result of the Gaussian filter

(d) Auxiliary mask (e) Feature map of the proposed method (f) Result of the proposed method

Figure 6. A comparison between the proposed method and the standard Gaussian filtering method.
(a) Original image. (b) The feature map extracted by the standard Gaussian filter. (c) Single-view
color consistency processing results using the standard Gaussian filter. (d) The auxiliary mask of the
sample image. (e) The feature map extracted by the proposed filter. (f) Single-view color consistency
processing results using the proposed filter.

• Uneven light removal

The main target of the mosaic task for the HY-1C images of Antarctica was the Antarctic continent.
Therefore, to reduce the computational complexity and avoid anomalies, the uneven light was removed
only in the Antarctic continent part. Uneven light information was removed from the original image,
and a “no light image” was produced, which was calculated as follows:

INL = I − (FM ·maskauxiliary). (11)

According to Equation (5), INL is the difference of the ideal image (r(x, y)) and the average
lighting, I is the original image ( f (x, y)), and FM ·maskauxiliary is the sum of the average lighting and
the uneven lighting information (δ(x, y)). The “no light” image of the sample image (Figure 6a) is
shown in Figure 7.

Figure 7. Example of a “no light” image.
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• Calculation of Artificial Lighting Information

Because INL is a uniform light image that does not contain a light source, manually calculated
supplementary lighting needed to be added. The cumulative histogram of the original image was
calculated, and the pixel values of frequency θmax = (1− 0.005) are were to a high-frequency width.
The artificial lighting information is calculated as follows:

L = 254− pixULmax, (12)

where L is the artificial lighting information and pixULmax is the high-frequency width of each image.

• Information overlay

The original image, the auxiliary mask, and the artificial lighting information were combined to
produce an image with color consistency in a single view. Each pixel of the output image is calculated
as follows:

Iconsistency(x, y) =

{
I(x, y) (x, y) ∈ ((x, y) | |FM(x, y)| > L)

INL(x, y) + FM(x, y) + L (x, y) ∈ ((x, y) | |FM(x, y)| ≤ L)
. (13)

3.1.2. Multi-View Consistency Process

After the single-view image processing, the multi-view color consistency processing adjusted
the color distribution between the different images. The task was mosaic preprocessing, and the
mosaic line calculation was based on the consistent multi-view results. However, there was no mosaic
line information available for the processing. Therefore, some of the color consistency processing
methods using mosaic line elimination [26] were not appropriate for this task. The principle of image
statistics was considered, in that the color statistics such as mean, variance, etc., could characterize
the differences between different images and could be reduced to ensure the consistency between
different images [27–29]. Color transfer [30] is an effective method of color consistency adjustment.
In the proposed method, a color transfer method was introduced. According to the results of
the color space conversion, the mean and standard deviation values of the images were extracted,
and linear mapping was performed based on these statistical results to achieve coherent color results.
The multi-view consistency could be achieved by color space conversion and normalization of the
features. The complete multi-view consistency processing flowchart is shown in Figure 8.

Figure 8. The flowchart of multi-view color consistency processing.
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• RGB to Lαβ color space

The data correlation of the three channels in the RGB color space was very strong. The Lαβ color space
proposed by Ruderman et al. [31] eliminated the strong correlation between color channels and effectively
separated the color information from the image. The color space conversion process is as follows: L

M
S

 =

0.3811 0.5783 0.0402
0.1967 0.7244 0.0782
0.0241 0.1288 0.8444


R

G
B

 , (14)

 L∗

M∗

S∗

 =




log10 L

log10 M

log10 S

 i f


L

M

S

 >


0

0

0




L

M

S

 i f


L

M

S

 ≤


0

0

0


, (15)

L
α

β

 =


1√
3

1√
3

1√
3

1√
6

1√
6

−2√
6

1√
2

−1√
2

0


 L∗

M∗

S∗

 . (16)

• Feature calculation

To eliminate the effect of the background, auxiliary masks for the Antarctic continental part,
as described in Section 3.1.1, were utilized to obtain the features of the images. The mean and standard
deviation for the Antarctic continental part in the images are calculated as follows:

MEAN =
∑ f (x, y)

n
, (17)

STD =

√
( f (x, y)−MEAN)2

∑ maskauxiliary(x, y)
, (18)

where f (x, y) is the value of pixel (x, y) and (x, y) ∈ ((x, y) | maskauxiliary(x, y) = 1).

• Feature normalization

The averages of the means and the standard deviations of all the images were calculated as the
normalized target values, and they are calculated as follows:

MEANtarget =
∑ MEAN

Inum
, (19)

STDtarget =
∑ STD

Inum
, (20)

where MEANtarget is the average of the means, STDtarget is the average of the standard deviations,
and Inum is the number of images. The normalizing process for the features is as follows:

fresult(x, y) = ( f (x, y)−MEAN)×
STDtarget

STD
+ MEANtarget, (21)

where pixels participating in the calculation are (x, y) ∈ ((x, y) | maskauxiliary(x, y) = 1).
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• Results visualization

The output images from the Lαβ color space were converted into RGB for the final visualization.
The color space conversion process is as follows: L

M
S

 =

1 1 1
1 1 −1
1 −2 0


 1

3 0 0
0 1

6 0
0 0 1

2


L

α

β

 , (22)

 L̂
M̂
Ŝ

 =

 10L

10M

10S

 , (23)

R
G
B

 =

 4.4679 −3.5873 0.1193
−1.2186 2.3809 −0.1624
0.0497 −0.2439 1.2045


 L̂

M̂
Ŝ

 . (24)

4. Results and Discussion

4.1. Single-View Consistency Evaluation

An objective and uniform criterion for evaluating the results is still an unresolved problem.
Color consistency has a strong correlation with the subjectivity of human vision. A good result needs
high resolution, high definition, moderate contrast, and correct average brightness, while keeping
as much of the original information as possible [9]. We adopted both subjective and quantitative
evaluations to prove the validity of the proposed method.

4.1.1. Subjective Evaluation

Five pairs of images before and after color consistency processing are shown in Figure 9. It can
be seen that the proposed approach was able to obtain good single-view color consistency and rich
image tone and contrast information. There was noticeably uneven light in Figure 9a, which was rich
in red and bright in the lower-right part and rich in blue and dark in the upper-left part. The land
presented different colors and brightness due to the uneven lighting. The proposed method was able
to eliminate the effects of the uneven lighting, and the land part presented reasonable brightness and
color. In addition, the image gradation was well preserved, which facilitated the identification of
scenes. There was also uneven lighting in Figure 9c,e, where the brightness of the image was gradually
reduced due to changes of the solar elevation. The left part of Figure 9c and the lower-right part of
Figure 9e were brighter than the other parts. The proposed approach eliminated the change of lighting
and obtained a uniform image. Figure 9g,i were bluish in color, and the Antarctic continent in the
images looked like blue ocean, which brought difficulties to the target identification. The proposed
approach was able to restore the color of the Antarctic continent.
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(a) Original Image 1 (b) The results for Image 1

(c) Original Image 2 (d) The results for Image 2

(e) Original Image 3 (f) The results for Image 3

Figure 9. Cont.
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(b) Original Image 4 (c) The results for Image 4

(d) Original Image 5 (e) The results for Image 5

Figure 9. Comparisons between the original images and the result of the single-view color
consistency method.
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4.1.2. Quantitative Evaluation

The mean, standard deviation, and average gradient were used as the objective evaluation
indicators for the color consistency of the single images. The mean value could represent the average
light and the average chroma value of the image. The standard deviation indicated the overall color
difference. The average gradient represented the detail contrast and the character of the texture change.
The ideal images should retain rich original texture information and reasonable contrast and show a
slight increase in average gradient, but not excessive. The mean value is calculated as follows:

mean =
∑ f (x, y)

num
, (25)

where f (x, y) is the value of pixel (x, y) and num is the number of pixels participating in the calculation.
The sample standard deviation is calculated as follows:

std =

√
1
N ∑( f (x, y)−mean)2, (26)

where N is the degrees of freedom, where we let N = num− 1. The average gradient is calculated
as follows:

∇Ḡ =
1

MN

√√√√ m

∑
i=1

n

∑
j=1

4x f (i, j)2 +4y f (i, j)2

2
, (27)

where4x f (i, j)2 and4y f (i, j)2 are the first-order differences of pixel (i, j) in the x and y directions,
respectively; m and n are the height and width of the image, respectively; M and N are the degrees of
freedom; M = m− 1 and N = n− 1.

The images in Figures 9a,c and 10d were evaluated quantitatively. For each image, we randomly
extracted four areas of the same size as sub-regions and calculated the mean, variance, and average
gradient of R, G, B, and I (brightness). The selected sub-regions are shown in Figure 10. The results
before and after processing are shown in Figure 11.

(f) F1 (g) F2 (h) F3

Figure 10. The sub-region locations and ranges. The three images shown are named F1, F2, and F3.
The rectangles are the sub-regions of each image, labeled A, B, C, and D, from left to right.

Figure 11a–c show that the results after processing tended to appear as straight lines.
This demonstrated that the mean values of the different parts in the same image were similar,
which indicated that there were similar brightness and chroma values in each part. In Figure 11d–f,
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the results after processing showed a lower standard deviation for each part, indicating that the color and
brightness distributions of the image were more concentrated. In addition, the results after processing
were very close to the original images and showed little increase in the average gradient in Figure 11g–i,
suggesting that the average gradient of each image showed an appropriate increase. The results shown in
Figure 11 indicated that the proposed method improved the richness of the details and allowed clearer
visual perception.

(a) F1-Mean (b) F2-Mean

(c) F3-Mean (d) F1-Standard deviation

(e) F2-Standard deviation (f) F3-Standard deviation
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(g) F1-Average gradient (h) F2-Average gradient

(i) F3-Average gradient

Figure 11. Statistics of the original images and the results after processing. The mean,
standard deviation, and average gradient of F1, F2, and F3 are shown separately.

4.2. Multi-View Color Consistency Evaluation

Generally speaking, distinct mosaic lines in the mosaicked image should not be visible, and the
hue and brightness should be uniform in the mosaicked image. In our experiments, the quantitative
and qualitative comparisons were conducted between the results of the proposed method and the
results of the Wallis method [29,32].

4.2.1. Subjective Evaluation

Ten original images of the same area were automatically mosaicked by the use of MCM Zhipin
software [33] and are shown in Figure 12. For the original mosaic, there were obvious differences
in color and brightness in both the single images and between the different images. The mosaic
border lines were also clearly visible. After consistency processing, the Wallis method achieved color
consistency in a few areas and a slight improvement in visual effect. However, there were still some
evident boundaries in the results, and the brightness distribution was uneven. In contrast, the proposed
method completely eliminated the uneven lighting. There were no visible mosaic boundaries, and the
entire Antarctic ice shelf appeared in good uniform color.
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(a) Mosaic result for the original image

(b) Mosaic results of the Wallis method (c) Mosaic results of the proposed method

Figure 12. Comparison of the mosaic results for the group images processed by the Wallis method [12]
and the proposed approach. (a) Mosaic results for the original images. (b) Mosaic results for the images
processed by the Wallis method. (c) Mosaic results for the images processed by the proposed method.

In order to further analyze the handling of mosaic boundaries by the proposed method, the details
of two mosaic results are shown in Figure 13. In the mosaic result for the original images (Figure 13a),
the upper sub-image and the lower sub-image were easily distinguishable, and the mosaic line was
clear. The result of the Wallis method did not show a visible boundary, but the brightness and contrast
were abnormal in Figure 13b. The mosaic image produced by the proposed method showed a good
performance in uniformity of brightness and color, and there was no visible mosaic line in Figure 13c.
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(a) Original

(b) Wallis (c) Proposed

Figure 13. The details of the mosaic boundaries with (a) the original images, (b) the Wallis method,
and (c) the proposed method.

4.2.2. Quantitative Evaluation

In order to evaluate the consistency between images objectively, we calculated the overall standard
deviation of the three images in Figure 12. With the proposed method, the standard deviation of
the images was smaller; the difference in the brightness and color was smaller; and the consistency
was good. We also calculated the mean and histogram similarity of the two parts on either side of
the mosaic line in each image. If the contents of the two sides were similar, the mean values and
the distribution of the histogram should showed small differences. The histogram similarity was
calculated as follows:

r(H1, H2) =
∑c(H1(c)− H1)(H2(c)− H2)√

∑c(H1(c)− H1)2 ∑c(H2(c)− H2)
, (28)

Hk =
1
N ∑

J
Hk(J), (29)

where H1 and H2 are the histograms of the two parts (different sides of the mosaic line); N is the bin
number of the image, which was set to 8× 8× 8 = 512; c is the pixel value; H(c) is the number of
pixels with a value c. The background part did not participate in the calculation. The statistical results
are shown in Figure 14.
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(a) (b)

(c) (d)

Figure 14. Statistical results for the color consistency processing between images. (a) The standard
deviation values of the mosaic results of the original images, the Wallis method results, and the results
of the proposed method. (b) The standard deviation values of the mosaic results of the details of the
original images and the details of the results of the proposed method. (c) The mean values and the
difference values of the upper and lower part of the details of the original images and the details of the
results of the proposed method. (d) The histogram similarity values between the upper part and the
lower part of the mosaic result of the details of the original images and the mosaic result of the details
of the proposed method.

From the statistical results, it is shown in Figure 14a that the value of the standard deviation for
the Wallis method was increased, while the value for the proposed method was greatly reduced. In the
details of the images in Figure 14b, the standard deviation of the results of the proposed method was
also lower than that of the original images, which illustrated that the proposed approach obtained results
with a more concentrated color and brightness distribution. In terms of the details, the upper part and
lower part of the result of the proposed method had a smaller mean difference and higher histogram
similarity in Figure 14c,d. This was consistent with the subjective view that the two parts should have
similar hues and brightness. Overall, the experimental results confirmed that the proposed method
obtained good multi-view color consistency for the mosaic preprocessing of HY-1C images of Antarctica.



Remote Sens. 2020, 12, 1143 20 of 21

5. Conclusions

In this paper, we proposed a color consistency processing framework for HY-1C images of
Antarctica based on a statistical filter and color transfer method. The proposed method eliminated
the uneven lighting in the images and reduced the difference in brightness and tone of the different
parts. To extract image features and restore consistent images, the novel filter and the artificial lighting
information calculation algorithm were proposed. We designed reasonable subjective and quantitative
evaluation experiments, and the results verified the effectiveness of the proposed method. The results
of proposed method had good color consistency both in the single image and the mosaic image.
The results of the Wallis method were also compared, to further show the superiority of the proposed
method. The proposed method could also be extended to the Antarctic images of other satellites,
which will be beneficial for the image mosaic preprocessing in other regions.
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