
  

Remote Sens. 2020, 12, 648; doi:10.3390/rs12040648 www.mdpi.com/journal/remotesensing 

Article 

Impact of Sea Breeze Dynamics on Atmospheric 
Pollutants and Their Toxicity in Industrial and Urban 
Coastal Environments 
Patrick Augustin 1,*, Sylvain Billet 2, Suzanne Crumeyrolle 3, Karine Deboudt 1, Elsa Dieudonné 
1, Pascal Flament 1, Marc Fourmentin 1, Sarah Guilbaud 1, Benjamin Hanoune 4, Yann Landkocz 2, 
Clémence Méausoone 2, Sayahnya Roy 5, François G. Schmitt 5, Alexei Sentchev 5  
and Anton Sokolov 1 

1 Univ. Littoral Côte d'Opale, UR 4493 - LPCA - Laboratoire de Physico-Chimie de l’Atmosphère, 59140 
Dunkerque, France; Karine.Deboudt@univ-littoral.fr (K.D.); elsa.dieudonne@univ-littoral.fr (E.D.); 
Pascal.Flament@univ-littoral.fr (P.F.); fourment@univ-littoral.fr (M.F.); sarah.guilbaud@univ-littoral.fr 
(S.G.); anton.sokolov@univ-littoral.fr (A.S.) 

2 Univ. Littoral Côte d'Opale, SFR Condorcet FR CNRS 3417, UR 4492 - UCEiV – Unité de Chimie 
Environnementale et Interactions sur le Vivant, 59140 Dunkerque, France; sylvain.billet@univ-littoral.fr 
(S.B.); yann.landkocz@univ-littoral.fr (Y.L.); clemence.meausoone@univ-littoral.fr (C.M.) 

3 Univ. Lille, CNRS, UMR 8518 - LOA - Laboratoire d'Optique Atmosphérique, 59000 Lille, France; 
Suzanne.crumeyrolle@univ-lille.fr 

4 Univ. Lille, CNRS, UMR 8522 – PC2A - Physico-Chimie des Processus de Combustion et de l’Atmosphère, 
59000 Lille, France; benjamin.hanoune@univ-lille.fr 

5 Univ. Lille, Univ. Littoral Côte d’Opale, CNRS, UMR 8187 – LOG - Laboratoire d'Océanologie et de 
Géosciences, F 62930 Wimereux, France; sayahnya.roy@univ-littoral.fr (S.R.); francois.schmitt@cnrs.fr 
(F.G.S.); alexei.sentchev@univ-littoral.fr (A.S.) 

* Correspondence: augustin@univ-littoral.fr 

Received: 16 January 2020; Accepted: 13 February; Published: 15 February 2020 

Abstract: Sea breeze (SB) phenomena may strongly influence air quality and lead to important 
effects on human health. In order to study the impact of SB dynamics on the properties and toxicity 
of aerosols, an atmospheric mobile unit was deployed during a field campaign performed in an 
urbanized and industrialized coastal area in Northern France. This unit combines aerosol samplers, 
two scanning lidars (Doppler and elastic) and an air-liquid interface (ALI, Vitrocell®) in vitro cell 
exposure device. Our study highlights that after the passage of an SB front, the top of the 
atmospheric boundary layer collapses as the thermal internal boundary layer (TIBL) develops, 
which leads to high aerosol extinction coefficient values (> 0.4 km-1) and an increase of PM2.5 and 
NOx concentrations in the SB current. The number-size distribution of particles indicates a high 
proportion of fine particles (with diameter below 500 nm), while the volume-size distribution shows 
a major mode of coarse particles centered on 2-3 µm. Individual particle analyses performed by 
cryo-transmission scanning electron microscopy (cryo-TSEM)-EDX highlights that submicronic 
particles contained a high fraction of secondary compounds, which may result from nucleation 
and/or condensation of condensable species (vapors or gaseous species after photo-oxidation). 
Secondary aerosol (SA) formation can be enhanced in some areas, by the interaction between the SB 
flow and the upper continental air mass, particularly due to the effect of both turbulence and 
temperature/humidity gradients between these two contrasting air masses. Potential areas of SA 
formation are located near the ground, during the SB front passage and in the vicinity of the SB 
current top. During the sea breeze event, an increase in the oxidative stress and inflammation 
processes in exposed lung cells, compared to the unexposed cells, can also be seen. In some 
instances, short singularity periods are observed during SB, corresponding to a double flow 
structure. It consists of two adjacent SB currents that induce an important increase of the TIBL top, 
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improving the pollutants dispersion. This is associated with a substantial decrease of aerosol mass 
concentrations. 

Keywords: air quality; lidar; sea breeze; atmospheric boundary layer; atmospheric dynamics; 
aerosols; toxicology 

 

1. Introduction 

Atmospheric aerosol properties are greatly dependent on their sources and vary geographically 
as a function of processing and transport, mostly driven by meteorological conditions. Coastal 
industrial and urban areas are frequently subject to mediocre air quality episodes, mainly due to local 
meteorological phenomena affecting pollutant dispersion [1]. Moreover, the large diversity of 
pollutant sources, in such a multi-influenced environment, associated with the dynamics of the 
atmosphere, may give rise to a large number of aerosol plumes, with widely variable properties. As 
these properties evolve quickly within the atmosphere [2], it is important to better understand the 
local meteorological phenomena, along with a parallel characterization of aerosol particles, to assess, 
for instance, their effects on human health [3–6]. More generally, the size and chemical composition 
of anthropogenic and natural particles influence aerosol optical properties and subsequently their 
ability to interact with solar radiation [7]. In this regard, particle size is a crucial parameter in aerosol 
climate interactions, via its direct radiative effects or via its indirect effects, such as altering cloud 
properties (cloud droplet size, concentration, cloud extinction) [8]. 

Sea breeze (SB) is a mesoscale meteorological phenomenon which has a significant influence on 
coastal air quality through its ability to efficiently mix different aerosol types and condensable gases, 
and, therefore, to favor the formation of secondary products or to enhance coagulation processes [9–
12]. SB can drive the dispersion of pollutants and their evolution by ventilation, stagnation, 
recirculation, gravity current transport processes, and by the evolution of the thermal internal 
boundary layer (TIBL) structure, corresponding to the local atmospheric boundary layer (ABL) 
[13,14]. SB associated with a complex array of emission sources may deeply modify the aerosol size 
distribution, composition, and their vertical profile, which will imply differences in their impact on 
radiative properties [15]. Hence, all these processes may contribute to the variability and complexity 
of the atmospheric dynamics structure and to the temporal variations of aerosol concentrations in 
coastal regions. Fine particles (diameter < 1 µm) represent the vast majority of the total aerosol 
number concentration which may have some effect on human health [16,17]. Depending on their 
physical and chemical properties, these particles can penetrate deeply into the human lung via 
inhalation and most of them will be deposited within the lungs, leading to respiratory diseases [18–
20]. 

While many studies have been devoted to better understand the potential role of SB activity on 
distribution of pollutants [21–25] or the association of fine particle exposure with acute respiratory 
inflammation [26,27], only few studies have focused on fine spatiotemporal scale variations in aerosol 
and gas concentrations associated with SB front passage and related health impacts. Higashi et al. 
[28] have evaluated the effect of the exposure to desert dust on daily cough occurrence by using lidar 
measurements coupled with clinical data of patients being treated for respiratory diseases in hospital 
over a period of six months. Lepers et al. [29] have evaluated the genotoxicity of particles from 
samples collected during different seasons in a multi-influenced area, according to the wind 
direction, but this study highlights some restrictive factors: particles collected may be modified on 
the collection substrate, over the sampling period, and/or transported by different air masses, which 
are not representative of a specific meteorological situation. 

The spatial and temporal heterogeneity of the local dynamics requires a global and precise vision 
of the studied system (Figure 1a), to better understand the dynamics impact on pollutant temporal 
variability and the related toxicological effects. To the best of our knowledge, there has been no study 
published addressing the impact of SB dynamics on aerosol properties associated with their toxicity, 
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especially in a coastal environment. Dunkerque (Northern France, 51°05’N, 2°37’E) is multi-
influenced zone, representative of urbanized and industrialized coastal areas, where the air quality 
is a major issue [30]. For example, during summer, due to local meteorological conditions, aerosols 
from the industrialized area are transported southward to inhabited areas [21,23]. 

The main goal of this study was to better understand the role of SB events on the transport of 
aerosols, through the industrial area, to Dunkerque’s suburb (Figure 2) and the related changes in 
aerosols toxicity. Within the frame of the French Etude Mobile Multi-echelle Atmospherique (EMMA) 
project, we implemented an atmospheric mobile unit (AMU) during a field campaign performed in 
summer 2017 (Figure 1b). Although many studies have been carried out on this representative site of 
urbanized and industrialized coastal environment of the North Sea [21,31–33], our multidisciplinary 
approach allowed us to provide jointly: 

- temporal and spatial evolution of the SB dynamical structure (ABL, SB system including the 
SB fronts, SB gravity currents), 

- evolution of the meteorological and aerosol (optical properties) vertical profiles, using in situ 
and remote sensing techniques, on a daily timescale, under the influence of SB, 

- SB potential effect to generate thermodynamically conditions favoring secondary aerosol 
formation, 

- size distribution, morphology and chemical composition of aerosols collected during the SB 
period, 

- oxidative stress and inflammation processes in human lung cells exposed during SB. 
This paper is organized as follows: in Section 2, the experimental setup and the methodology 

used to combine remote sensing and in situ instruments will be described; in Section 3, we will 
present the results of and discussions about the case study of an SB event; and Section 4 will conclude 
the paper. 

2. Materials and Methods  

We applied a systemic approach (Figure 1a) in which all the system components (aerosols, gases, 
ABL, SB, toxicology) were considered in synergy to thoroughly identify the specific emerging 
properties of each component and focus on the interactions between all system components. The 
investigation of all these processes requires measurements with high temporal resolution and large 
spatial flexibility. Remote sensing instruments and in situ instruments were then coupled during a 
two-month field campaign performed in summer 2017 in an industrialized and urbanized coastal 
environment in the North of France. 

 
Figure 1. (a) Systemic scheme illustrating interactions between components of the studied system, (b) 
the atmospheric mobile unit (AMU) deployed during the Etude Mobile Multi-echelle Atmospherique 
(EMMA) campaign. 
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2.1. Atmospheric Mobile Unit (AMU) 

In order to perform measurements with modern instrumentation combining remote sensing 
systems and in situ devices, the AMU, developed by the Université du Littoral Côte d’Opale (ULCO), 
gathered the main instruments as follow: 

- two scanning lidars (Doppler and elastic) and a meteorological station including a sonic 
anemometer, 

- a cascade impactor for aerosols sampling and chemical analyses, and two optical particle 
counters (OPCs), 

- and an in situ air-liquid interface (ALI) cells exposure device for the toxicity assessment. 
During the field campaign in June and July 2017, the AMU was deployed in Dunkerque 

(Northern part of France) at about 5 km south of an industrialized area (50.99°N, 2.34°E) and 7 km 
south of the coastline oriented along the 75°–255° axis (Figure 2). The AMU was kept on alert 
throughout the campaign, monitoring the weather forecasts. As soon as the north winds were 
expected, the AMU was positioned south of the urban and industrial area, far enough from industrial 
emissions and emitted from stacks (up to 40 meters high), to be able to capture pollutants at ground 
level. The daily precise position of the AMU was dictated by the local weather conditions.  

The measurements were completed by continuous NOx and PM2.5 measurements at about 0.001 
Hz (15 minutes) from the air quality monitoring network Atmo Hauts-de-France (ATMO HDF) 
located to the east of the study area (Figure 2). 

 
Figure 2. (left) Map of North West Europe with the location of the study area (right) Experimental 
area on the 4th of July 2017. The yellow filled zone represents the industrialized area. 

2.2. Wind Measurements and Data Analysis Method 

Wind fields were measured using a scanning wind lidar (Windcube WLS 100) manufactured by 
the LEOSPHERE company (www.leosphere.com). This pulsed Doppler lidar operates at 1543 nm 
with a repetition rate of 10 kHz and uses a heterodyne technique to measure the Doppler shift of laser 
radiation backscattered by aerosols [34,35]. 

A combination of range height indicator (RHI) and a Doppler beam swinging (DBS) techniques 
was used to determine the spatial structure and temporal evolution of the wind field and the vertical 
profile of the wind vector. The scanning programs consisted of 90° RHI toward the West, North West, 
North with 1° resolution and of a 75° elevation DBS in order to deduce wind vertical profiles. 

A collocated ultrasonic anemometer operating at 10 Hz (model USA-1, Metek GmbH) providing 
3D wind and temperature measurements was deployed on a 7 m mast. 
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2.2.1. Two-dimensional Flow Retrieval 

The Doppler lidar measures the radial velocity component vr(r,θ,ϕ,t) at a range r, a time t, an 
elevation angle θ and an azimuthal angle ϕ. But vr contains the contributions from both the vertical 
w and horizontal wind vh components (eq.). 𝑣௥(𝑟, 𝜃, , 𝑡) = 𝑤(𝑟, 𝜃, , 𝑡) sin 𝜃 + 𝑣௛(𝑟, 𝜃, , 𝑡) cos 𝜃, (1) 

Many studies have been devoted to extract both the vertical (w) and horizontal (vh) components 
by using simultaneous observations from two Doppler instruments [36–39]. Gao et al. [40] have 
proposed a new method based on a variational approach and the mass conservation equation to 
reduce the error accumulation in the estimation of the vertical velocity. In our study, we used Iwai et 
al.’s [41] method, which applies a modified two-dimensional variational method to a Doppler lidar 
RHI to retrieve the two-dimensional flow in vertical cross-sections. This method is more flexible in 
using Doppler data RHI in combination with other observations, such as DBS data, from only one 
Doppler device, as well as the use of various constraints to minimize a cost function. 

2.2.2. SB Detection Structure 

Different SB criteria were proposed to determine the SB events [42–47]. In our study, a set of 
strict criteria was selected to identify the SB onset time, during the field campaign period. These 
criteria are : 

- a simultaneously rapid change of the surface wind speed, the temperature, and the relative 
humidity measured from the AMU meteorological surface station during day time, 

- a shift in wind direction from offshore to onshore identified by the change of sign of the SB 
component (SBC) defined by KiranKumar et al. [47], 

- the presence of an SB front (SBF) and a gravity current (GC) coming from the sea. 
In order to precisely deduce the structure of the SB system (SBF and GC top), we applied the 

transform covariance method on the slowness meridional component to each profile [22]. We also 
used the discrete Haar wavelet covariance transform method, which is well suited to identifying the 
transition zones. The transition zones correspond to the edges of the SB structure and are located in 
the vicinity of the SBF (when the SBF propagates against to the prevailing wind) and just below the 
shear zone corresponding to the SB GC top (where the flow direction changes from landward to 
seaward). 

2.2.3. Characteristics of the Air Flows 

The meteorological characteristics of the air flows observed over the site were deduced using 
the approach of Allwine and Whiteman [48]. The aim was to evaluate the specific atmospheric 
transport and diffusion conditions using three indicators: stagnation, recirculation, and ventilation. 
These indicators are not real measurements of the air mass transported (except under idealized 
homogeneous wind conditions), but give an idea of the transport and dispersion conditions of the air 
above the site by using a statistical approach. They are widely used to estimate flow meteorological 
characteristics over sites influenced by local effects such as SB or slope breeze in complex terrain [49–
52]. In our study, we proposed to deduce the recirculation factor R by varying the transport period 
from 15 minutes to 5 hours at the observation site from ultrasonic anemometer measurements (see 
Crumeyrolle et al. [22] for more details). The characteristics of the air flows within the surface layer, 
as well as the change in the turbulence quantities (turbulence kinetic energy dissipation rate, spectral 
scale) before and after the SBF penetration, were derived from the power spectrum of the wind 
velocity component by applying the inertial dissipation method to the ultrasonic anemometer 
measurements [53]. Moreover, to investigate the local mixing effect of SB, we estimated the vertical 
mean exchange velocity in mass Ve, corresponding to the local mean vertical turbulence flux of aerosol 
F normalized by the mean aerosol concentration (Section 2.4). 
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2.3. Lidar Inversion and ABL Top Detection Methodologies 

A UV scanning lidar ALS 300, manufactured by the LEOSPHERE company, was used to 
deduced the ABL top along with the aerosols properties. This lidar operates with the third harmonic 
of a Nd-YAG laser at a wavelength of 355 nm. The energy pulse is about 16 mJ with a repetition rate 
of 20 Hz, and the spatial resolution is 15 m along each profile. The theoretical lidar blind distance r0 
for optimal nearfield overlap is about 250 m. In order to reduce the blind distance from the lidar, a 
geometrical form factor (GFF) was deduced by using horizontal profile measurements in 
homogeneous clear atmosphere area before the start of the SB [54,55]. The experimentally-deduced 
GFF was applied to each profile obtained during the field campaign, thereby reducing the blind 
distance from 250 m to 105 m. This instrument was located on the roof of the AMU mounted on a 
telescopic mast. Continuous lidar monitoring was performed by vertical scans (RHI) from 2° to 90° 
elevation angle with 5° resolution along the NW azimuth angle, with 1000 shots per profile. 

2.3.1. Lidar Inversion Methodology 

The dispersion and transport of aerosols by coastal circulations are of interest for remote sensing 
applications. Due to sudden spatial and temporal changes of land/sea surface properties and due to 
uncertainties in the vertical distribution of aerosols, the retrieval of aerosol optical depth, extinction 
coefficient α, or backscatter coefficient β from lidar profiles is particularly difficult in coastal zones. 
Under several assumptions, the lidar signal can be inverted to determine aerosol optical properties. 
As an example, the lidar signal P can be inverted to determine the aerosol optical properties by using 
the well-known Klett Fernald method [56,57]. However, the lidar equation (2) is undetermined due 
to its dependence on the two-unknown β and α [58] at a range r. 𝑃(𝑟) = 𝐾(𝑟)/𝑟ଶ × 𝑒ିଶ׬ ఈ(௥)ௗ௥ᇲೝೝబ  (2) 

where K is the constant of the lidar. 
In the case of a single wavelength elastic backscatter lidar, the lidar ratio (LR; i.e., ratio of aerosol 

extinction-to-backscatter) can be estimated by using simultaneously the Aerosol Optical Depth 
(AOD) measurements, obtained by a sun photometer located in the close environment of our 
measurements site and integrated in the international Aerosol Robotic Network “Aeronet” 
(https://aeronet.gsfc.nasa.gov [59]). In order to increase the vertical resolution (altitude below 105 m 
and in the upper clear air of the free troposphere), we used all the profiles acquired for a zenith angle 
around 60° to invert the lidar signal. 

2.3.2. ABL Top Dectection 

In order to study the dynamics of the lower troposphere, the estimation of the ABL top is 
important, and it mainly relies on the detection of the vertical profiles of atmosphere variables 
(temperature, humidity and horizontal wind speed) or aerosol concentrations. Aerosol lidar is a 
powerful remote sensing instrument frequently used to retrieve ABL top through the detection of the 
vertical distribution of aerosol concentrations. Many different lidar techniques have been developed 
to detect ABL top which rely on the backscattered lidar signal [60], its first or second derivative 
[61,62], its variance [63], or fitting lidar signal techniques [64,65]. Methods based on the wavelet 
covariance transformation are robust, objective, semi-automated, efficient, and flexible methods, and 
they are less affected by signal noise than others [66–70]. In our study, we applied the wavelet 
covariance transform method by using the Haar wavelet mother. The wavelet covariance transform 
is defined as the convolution between the logarithm range-corrected lidar signal and the Haar 
wavelet. Locations of the local maxima of the wavelet covariance function are identified as the top of 
the ABL. In our case, the maximum of the wavelet variance, was used to deduce the dilation 
coefficient to determine the dominant atmospheric structure in the lidar signal which corresponds, 
in our case, to the ABL top [71]. 
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2.4. Aerosols Sampling and Gas Measurements 

Atmospheric particles were collected on Carbon Formvar© TEM grids adapted for individual-
particle analysis. Sampling experiments were performed using a 3-stages cascade impactor (DekatiTM 
PM-10 type) installed at the top of a 3 meter high mast, separating three size fractions according to 
particle aerodynamic diameters: 0.1-1.0 µm, 1.0-10 µm and > 10µm. Individual particle analyses were 
performed by cryo-transmission scanning electron microscopy (cryo-TSEM), using a JEOLTM 
JSM7100F electron microscope, equipped with a cryogenic system QUORUMTM PP3010T and three 
BrukerTM X-ray energy dispersive spectrometers. The microscope operated at 15 kV with a current 
probe of 300 pA (working distance: 10 mm) and elemental maps were acquired at -100°C for 5 min. 

An optical particle counter (Grimm Aerosol Technik; model 1.108) was used to measure in situ 
particle size distribution in the 300 nm– 20 µm (optical diameter) size range. A portable optical 
particle counter device, assembled in the laboratory, was also used for high measurement frequency. 
It was built around a commercial HK-A5 laser PM2.5/PM10 sensor, which counts all the particles with 
an optical diameter between 0.3 and 10 µm, with a frequency near 1 Hz. The comparison of both 
instruments was performed within the Chamber for Atmospheric Reactivity and Metrology of the 
Environment (CHARME) in 2017. The correlation factors as well as the normalized root mean square 
error (NRMSE) between PM1, PM2.5, and PM10 measured with the portable optical particle counter 
device and the GRIMM were found at 0.99 (NRMSE = 0.22), 0.98 (NRMSE = 0.13), 0.95 (NRMSE = 
0.13). The inlet of the dust sensor was placed along the vertical mast near the ultrasonic anemometer. 
Additional analyzer measurements of gaseous air pollutants (nitric oxide, nitrogen dioxide) and mass 
concentrations of PM2.5 were provided by the instruments operated by the air quality monitoring 
network of ATMO HDF. 

The particle vertical turbulence transport (particle fluxes) was calculated as the covariance 
between the fluctuations of the particle concentrations (measured with the portable optical particle 
counter) and the fluctuations of the vertical wind velocity (from the ultrasonic anemometer) using 
the eddy covariance (EC) method [72–74] with an averaging period of 30 min. The time delay (due to 
the length of the sampling inlets) was determined empirically, looking for the maximum cross-
correlation absolute value between aerosol concentration and vertical wind velocity as a function of 
lag time. Due to the OPC low temporal resolution of concentration measurements, corrections for 
high frequency losses were needed to avoid an underestimation of particle turbulent fluxes using 
eddy-covariance method [75]. The correction ΔF of the flux F, used in this paper, is based on the 
convolution of co-spectral transfer function of the eddy covariance system H(f) and the co-spectrum 
S(f) given by: ∆𝐹𝐹 = ቞1 − ׬ 𝐻(𝑓)𝑆(𝑓)𝑑𝑓∞0׬ 𝑆(𝑓)𝑑𝑓∞0 ቟ (3) 

The co-spectral transfer function H(f), proposed by Horst [76] in the case of flux attenuation, 
depends mainly on atmospheric turbulence conditions (stability of the atmosphere, wind speed U, 
observation level z) and the time constant τ of the OPC. The time constant was determined by 
estimating, in the laboratory, that the time response to a concentration step was about 1.8 s [77], and 
atmospheric turbulence conditions were deduced from the sonic anemometer. The underestimation 
of particle turbulent fluxes has been deduced from the following analytical expression [76]: ∆ிி = ଵଵା(ଶగ௡೘ఛ೥ೆ)ഀ  (4) 

with α=7/8 for neutral and unstable stratification. The normal frequency nm corresponds to the 
maximum of frequency-weighted co-spectrum fS(f). The uncertainties due to the counting of discreet 
particles and the measurements of covariance were estimated, as described in Fairall et al. [78]. In 
order to limit the counting error, data from channels of the portable OPCs were pooled together. The 
average correction was about 21% which is comparable with the condensation particle counter (14%) 
and much larger than the one measured by the OPC (6%), used in Conte et al. [79]. Moreover, the 
Webb-Pearman-Leuning (WPL) correction have been applied to the particle turbulent fluxes 
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measurements (with a Bowen ratio of 0.5), due to the effect of air density fluctuations corresponding 
to an average correction of about 5% [80]. The exchange velocity Ve was deduced by normalizing the 
particles fluxes with respect to the particle concentration [81]. Thus, positive values of Ve denote 
upwards transport whereas negative values of Ve describe downward transport. 

2.5. Cells Air Exposure, Gene Expression and Inflammatory Determinations 

In order to evaluate the toxicity of atmospheric aerosols occurring during SB events, we have 
developed an experimental device allowing, for the first time in a mobile unit, direct in vitro cell 
culture under real environmental conditions. Air was permanently pumped to the top of a 3 meter 
high mast from outside of the AMU, before and during the SB periods. Cultured cells could then be 
exposed to the unfiltered or filtered pumped atmosphere. The purpose of filtration was to remove 
particles, in order to expose the cells only to the gas phase. Comparison of the response of cells after 
exposure to filtered and unfiltered air can be used to assess the toxicity attributable to particulate 
matter. The cellular model chosen was the BEAS 2B cell line (ATCC® CRL-9609™), corresponding to 
human bronchial epithelial cells. BEAS 2B cells are frequently used in air liquid interface (ALI) 
exposure studies [82,83]. BEAS 2B cells were seeded on Transwell® inserts with LHC 9 medium in 
the culture room 24 hours before the exposure. The cells were transported, just before the beginning 
of the exposure, from the laboratory to the AMU using an insulated cooler to minimize temperature 
variation. The medium was then removed from the apical side of the cells to expose them at the ALI. 
The exposure was performed using two Vitrocell® 6/3 CF Stainless exposure modules (Vitrocell 
GmbH, Germany). Each module was holding three Transwell® inserts, containing BEAS 2B cells, for 
the exposure over two hours to one of the two tested conditions: filtered air or unfiltered air. The air 
mixtures were delivered to the cells by a trumpet-shaped interface. To assess the toxicity of filtered 
and unfiltered air, unexposed cells cultured on Transwell® inserts from the same original cell 
population were kept in the cell incubator at 37°C, and considered as a control. Five hours after the 
end of the exposure, supernatants and Transwell® inserts were collected and stored at -80°C. 

After total RNA extraction (Nucleospin® TriPrep kit, Macherey-Nagel), gene expression of 
interleukin-6 (IL-6), cytochrome P 450 1A1 (CYP1A1), and catalase (CAT) was measured by reverse 
transcription quantitative polymerase chain reaction (RT-qPCR) using a high capacity cDNA reverse 
transcription (RT) kit and Taqman® probe assays (Applied Biosystem, ThermoScientific) according to 
the manufacturer’s protocols. The ∆∆Ct method was applied after normalization by the 18S ribosomal 
RNA [84]. The results were expressed in the form of relative quantification (RQ) value. The latter 
represents the gene induction level in the air-exposed cells compared to the same gene induction 
level in the unexposed cells.  

Concerning the inflammatory response of the exposed cells, the secretion of pro-inflammatory 
mediators by the exposed cells was assessed by quantifying the extracellular cytokine IL-6 using 
ELISA MAX™ kit (BioLegend, Ozyme) according to the manufacturer protocol. 

3. Results and Discussion 

During the EMMA field campaign, surface wind was mostly South Westerly (SW) but with 
moderate frequencies of North Northeasterly (NNE) – Northeasterly (NE) winds during June (about 
20%) and of Northwesterly (NW) – North Northwesterly (NNW) winds during July (about 12%), 
corresponding to the influence of marine air mass in two different SB regimes (Figure 3). 

Over these two months, 27 SB episodes were recorded coming from NW to NE, occurring mainly 
from the morning (about 9:00) up to the evening (about 20:00). However, among the 15 SB events 
observed during June 2017, 7 were related to NW surface winds, which tended to start later in the 
afternoon (15:00) and finish earlier (about 18:00) than NE SB cases. Although the occurrences of SB 
events were equivalent in July, 50% of SB events observed were a mixture of NE and NW SB regimes. 
The complexity of the dynamical circulation due to the interactions between NE and NW SB induced 
a high variability of aerosol physico-chemical properties and made it difficult to determine their 
toxicity. Therefore, in order to investigate the role of atmospheric dynamics on the evolution of the 
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aerosol variability and their toxicity, we focused our investigation on a case study when both NE and 
NW regimes were observed on the 4th of July 2017. 

 

 
Figure 3. Wind-rose diagrams observed at Dunkerque during (a) June 2017 and (b) July 2017. 

3.1. Impacts of SB on the Lower Troposphere 

On the 4th of July 2017, the persistence of high pressure conditions (1021 hPa) over the North of 
France coupled with summer diurnal heating generated land–sea thermal contrasts. These contrasts 
lead to the development of SB circulation along the coastal area. To evaluate the mechanism of 
pollutant transport, the SB structural characteristics were documented by the Doppler lidar and the 
weather station. Figure 4 shows the time-height cross-section of the horizontal wind direction and 
speed deduced from the combination of Doppler lidar and ultrasonic anemometer measurements. 
During the morning, the main prevailing wind direction was SW above 500 m, while a low 
southeasterly (SE) wind with speed < 3 m/s was observed below 400 m, which corresponds to the 
land breeze advecting continental air mass toward the sea. 
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Figure 4. Time-height cross-section of the horizontal wind direction (arrows) and speed (color scale) 
at Dunkerque (Leftward and downward arrows represent, respectively, easterly wind and northerly 
wind). Red circles symbolized the sea breeze (SB) gravity current (GC) top. 

At about 11:00, the SB phenomenon was well detected by the change of the wind direction from 
SW to NW below 100 m and associated with the increase in the wind speed. The SB GC top, 
symbolized by red circles in Figure 4, was well stationary at the beginning of the SB occurrence at a 
height of about 400 m. A singularity, with a maximum height of about 700 m, was observed between 
13:00 and 14:00. Figure 5 shows the range height indicator (RHI) meridional/zonal component in 
colour. White arrows were superimposed in order to indicate the vector sum of vertical and 
meridional/zonal wind velocities. In Figures 5a-c, the SB was characterized by a Northerly inflow 
near the surface coming from the sea and the SB structure edge is represented by blue circles. In 
Figure 5a, blue circles correspond to the SBF inland penetration (landward edge) located at about 500 
m from the Doppler lidar (at 10:50) and to the sea breeze head (SBH). The SBH was located just above 
and behind the SBF [1], reaching a height of about 300–500 m, and was characterized mainly by 
downdraft reaching -1.5 m/s. The meridional component inside the SB flow was about 4 m/s and the 
SBF propagation speed was about 2 m/s, as deduced from the intercorrelation between two 
consecutive horizontal lidar profiles of each 90° RHI toward NW. This SBF speed is in good 
agreement with the theoretical value of the propagation speed, as reported by Simpson and Britter 
[85]. 

 
Figure 5. Range height indicator (RHI) of meridional component (colour), vector sum of vertical and 
meridional wind velocities (white arrows), edge of the SB structure (circles) (a) SB front at 10:50, (b) 
Northwesterly (NW) SB gravity current top at 11:20, (c) SB double structure top at 13:02, (d) RHI of 
zonal component (colour), vector sum of vertical and zonal wind velocities (white arrows), North 
Northeasterly (NNE) SB gravity current top (circles) at 12:58. 

 
During the SB occurrence, the SB component (SBC) changed from negative to positive (Figure 

6a) because the wind veered clockwise from offshore SE to onshore NW (Figure 6b). A 
simultaneously rapid change in the surface wind speed, temperature, mixing ratio, and turbulence 
parameters was also observed (Figures 6c-h). At the passage of the SBF, the wind speed increased 
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from 1 m/s up to 4 m/s accompanied by a drop in air temperature of 2 °C and an increase of the 
mixing ratio from approximately 8.4 to 9.4 g/kg The advection of cool and moist air over warm land 
surface, associated with SB during the daytime, may modify the vertical structure of the ABL.  

 
Figure 6. Time series of (a) SB component (SBC), (b) wind direction (direction), (c) wind speed 
(Speed), (d) temperature (T), (e) mixing ratio (MR), (f) turbulence kinetic energy (TKE), (g) 
temperature structure parameter (CT2), (h) turbulence energy dissipation rate (ε). 

Figure 7a shows the ABL top evolution superimposed on the time-height section of the aerosol 
extinction coefficient deduced from the aerosol lidar measurements. The growth rate of the ABL top 
(entrainment velocity), easily deduced by the aerosol lidar, was about 240 m/h from 08:30 to 11:00. 
The ABL top reached the maximum height for this day at about 1100 m just before the SBF passage, 
and then collapsed down to 300 m due to the development of the TIBL associated with the SB event. 
After the SBF passage, the TIBL top was located in the vicinity of the GC top located at about 400 m 
up to 12:30. These dynamics processes have been confirmed by our previous studies devoted on the 
impact of a sea breeze on the boundary-layer dynamics and the atmospheric stratification in a coastal 
area of the North Sea [21,32,33].  
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Figure 7. (a) Time-height cross-section of the aerosol extinction coefficient and atmospheric boundary 
layer (ABL) top symbolized by red circles deduced from the aerosol lidar, (b) Recirculation factor 
estimated from the sonic anemometer during the 4th of July. 

A singularity period was then observed, at about 12:30, characterized by temporal 
discontinuities of the SB GC top and the TIBL top from about 400 m up to 700 m (Figures 4 and 7a). 
Unlike the SBF passage (at about 11:00), the TIBL developed suddenly, leading to mixing and dilution 
into a thicker layer (Figure 7a). Simultaneously to the TIBL development, the relative humidity 
decreased and the temperature increased, which strongly suggested that another air mass was 
incoming. Moreover, Doppler lidar measurements indicated a sharp change of the wind direction 
(from NW to NNE) in the lower part of the SB, below 100 m (Figure 4). This specific stratification was 
linked to the NNE wind direction of the lower air mass coming from the sea. Indeed, this new lower 
air mass propagated toward the land at the surface and was surmounted by the NW SB GC top up 
to 700 m at 13:00 (Figure 5d). This phenomenon generated a double flow structure (DFS; Figure 8). 

Hence, the DFS corresponded to two adjacent flows with a slight wind direction change, as can 
be seen from the RHI of meridional and zonal component (Figures 5c and d). The structure was 
clearly visible by combining both RHI where the meridional RHI represented the whole DFS coming 
from North below the altitude of 700 m and up to the range of about 1000 m from the lidar. The top 
of the upper flow (NW SB GC) is indicated with blue circles in the meridional RHI (Figure 5c) and 
the lower flow top with blue circles in the zonal RHI (Figure 5d). During this singularity period, the 
DFS was made of the superposition of two SB corresponding to the NNE SB and the NW SB GC top 
as shown on the conceptual scheme in Figure 8. The NNE SB formed from a much lower relative 
humidity air mass, resulting in a decrease in mixing ratio observed between 12:30 and 13:30. This 
double flow structure was not clearly visible to the aerosol lidar in Figure 7, since the aerosol 
extinction coefficient was relatively homogeneous over the entire thickness of the TIBL between 13:00 
and 14:00. This was probably due to the growth of TIBL, which efficiently mixed aerosols inside the 
whole layer. The lifetime of the DFS was short (less than an hour) due to the instability of the 
atmosphere implying that the DFS vanished after 14:00. 

 
Figure 8. Conceptual scheme of the SB structure, illustrating the double flow structure observed 
during the singularity period, corresponding to the superposition of two SB. 

3.2. Impact of the SB on NOx and Aerosols  

The SB occurrence was associated with high aerosol extinction coefficient values (> 0.4 km-1) 
(Figure 7) and an increase of PM2.5 and NOx concentrations (Figure 9) just after the passage of the SB 
front, which can be explained by the development of the TIBL. Indeed, the ABL top decreased from 
about 1100 m down to 300 m, which limited the height of vertical mixing in the TIBL (Figure 7.a). 
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Figure 9. Time series of (a) NO, (b) NO2, (c) PM2.5 (Source: Atmo Hauts-de-France), grayed zone 
corresponds to the intensive observation period presented in Figure 6. 

Pollutants located in the TIBL can be trapped and mixed in this new layer, which was at a height 
3.6 times lower than the one before the SBF passage. The mixing time scale τmix, corresponding to the 
time to mix pollutants from the top of the TIBL to ground level, can be estimated by using the energy 
dissipation rate ε [86] and the height of the TIBL top zi by: 𝜏௠௜௫ ≈ ቀ௭೔మఌ ቁభయ         (5) 

It was 619 s and 144 s before and after the SBF passage, respectively, so 4.3 times lower during 
the SB occurrence, indicating a strong mixing effect which may favor, for example, the rapid mixing 
of industrial plumes, emitted from chimneys, inside the TIBL by the well-known fumigation effects 
[21]. This SB crossed the industrial area, located in the NW of the studied site, and transported 
pollutants emitted in this polluted zone toward the land by the SB GC. 

Moreover, high values of the recirculation factor R (> 0.9) were obtained between 11:00 and 13:00, 
corresponding to a transport period of minimum 2.5–4.5 hours (Figure 7.b). This indicates that the air 
mass, observed at the sampling site between the SB occurrence and 13:00, was probably the same one 
as the one sampled from about 8:30 UTC until the SB arrival (11:00). However, this air mass was 
firstly enriched with urban and plume industrial emissions, during the initial transport between the 
studied site and the coast, and then diluted by dispersion during its transport in the SB GC. In 
addition to the recirculation conditions, low values of wind speed about one hour before the arrival 
of the SB front (Figure 6c) involved a tendency towards stagnation of the air. Pollutants freshly 
emitted from the industrialized area were slowly transported toward the sea by the land-breeze and 
stagnated until the SBF passage which spread underneath. Both layers were linked by the presence 
of downdrafts (Figure 5a) enriching the SB GC with freshly emitted pollutants. One can guess that 
the stagnation duration can be linked to the pollutant enrichment. Finally, all the pollutants mixed 
with cool and humid air enriched with marine particles were advected by the SB GC to the sampling 
site, leading to recirculation conditions. These results are consistent with our previous studies 
[21,23,32] focused on the investigation of the sea breezes impact on the pollution in urban and 
industrialized coastal area of the North Sea, by combining modeling and atmospheric dynamics 
measurements, in different time-scale (from few hours up to 6 months). Moreover, the one year study 
of pollutants’ spatial and temporal variations, based on hierarchical clustering analysis (HCA) 
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applied in the urban area of Dunkerque, provided evidence of highest pollution episodes during sea 
breeze phenomenon, which is mainly responsible for the distribution and recirculation of air 
pollutants during summer [30]. 

The number-size distribution of particles during this first peak of PM2.5 concentrations (Figure 
10) indicated a high proportion of fine particles (with diameter below 500 nm), while the volume-size 
distribution indicates a major mode of coarse particles centered on 2-3 µm. Individual particle 
analyses performed using cryo-TSEM-EDX on 536 particles highlighted a high fraction of 
submicronic particles contained a high fraction of secondary compounds such as nitrate (20.6% of 
analyzed particles) or oxidized organic compounds (66.9% of analyzed particles), which may result 
from nucleation and/or condensation of gaseous species after photo-oxidation. The formation of these 
particulate secondary compounds, by formation of new particles or by growth of pre-existing 
particles, was enhanced here by high concentrations of condensable gaze and vapors, and important 
solar luminosity. In these atmospheric conditions, a high proportion of atmospheric particles, notably 
micronic, are generally complex mixtures resulting from the aggregation of preexisting particles and 
from the condensation of volatile compounds on their surface [87,88]. The elemental maps, presented 
in Figure 10, illustrate these typical complex particles: on the left, a submicronic particle aggregating 
manganese oxide and gypsum (containing Ca and S); and on the right, an aqueous sea-salt particle 
(containing Na and Cl) including gypsum particles (containing Ca and S), poorly soluble in water. In 
conclusion, all of this information demonstrates that a high fraction of submicronic particles is a 
mixture of primary and secondary compounds resulting from condensation/aggregation processes 
during atmospheric transport, as already observed in the industrial and coastal urban environment 
[87,88]. The high turbulence in the SB gravity current and the high probability of air mass 
recirculation between 12:30 and 13:30 can explain the significant proportion of these complex 
mixtures. 

 
Figure 10. Mean volume-size and number-size distribution of atmospheric aerosols collected on 4th of 
July 2017 from 12:20 to 13:30 UTC and elemental maps obtained by cryo-transmission scanning 
electron microscopy (cryo-TSEM)-EDX from a typical aggregate collected during this SB period. 

Although, traffic and industrial emissions are major precursors for fine mode aerosols [89–92], 
secondary aerosol (SA) formation, due to photo-oxidation processes of marine precursors, may also 
contribute to the increase of PM2.5 concentration in coastal areas [91–94]. It can be notably explained 
in clean coastal environment by “new particle formation”, process for which photo-oxidized volatile 
species under relatively low PM concentrations, so low aerosol surface area leads to nucleation events 
[95–98]. This gas to particle conversion involves the initial formation of a critical cluster from super-
saturated gaseous precursors [91,99–101]. The presence of significant turbulence in the boundary 
layer plays an important role in this cluster formation induced by microscale fluctuations in the 
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humidity and temperature modifying super-saturation of gaseous precursors [102–104]. Otherwise, 
in coastal environments with higher PM2.5 concentrations, the large surface area of pre-existing 
particles can serve as a condensation sink for low volatile gaseous species, to the detriment of the 
nucleation and therefore of new particle formation [92], but also leading to an increase in PM2.5 
concentrations. Moreover, high relative humidity conditions are favorable to the formation of 
secondary inorganic aerosols, such as sulphate formation by aqueous-phase oxidation of SO2 in 
aerosol water and heterogeneous reaction of SO2 on aerosols surfaces involving aerosol water 
[105,106]. Thus, all these SA formation processes are favored by atmospheric conditions encountered 
during this case study, such as temperature/humidity fluctuations, boundary layer circulation, 
relatively high concentration of various precursor species, the ABL top dynamics or the mixing of 
contrasting air masses during SB event and resulting in multi scale turbulence [107–110]. Finally, 
Easter and Peters [111], as well as Nilsson [112] and Crumeyrolle et al. [110], found that secondary 
aerosol (SA) formation is likely to start in elevated parts of the ABL rather than near ground level, 
particularly due to the effect of turbulence mixing across temperature and humidity gradient 
between the ABL top and the free troposphere. However, this SA formation is possible if there are 
sufficient amounts of precursor gases in the one of contrasted air masses [99].  

Hence, in our case, these conditions can be encountered during SB episodes, especially over the 
land (far from the industrial area) when a polluted, wet, and cold air mass (NW SB), meets the less 
polluted, warm, and dry air mass advected by the prevailing wind (land breeze). Assuming that SA 
formation could be enhanced by either intermittent mixing of both air masses with initially different 
temperatures and relative humidity, or by fluctuations caused by turbulence, there are large areas 
that can potentially lead to particle formation near the SB flow edge. In our study, these areas, called 
the potential area of SA formation (PASAF) can be observed lower near the ground, especially during 
the SBF passage or slightly higher in altitude around the SB GC top (Figure 11). 

In the lower part of the PASAF, the SBF corresponds to the landward edge of the SB GC and it 
is associated with high cross-shore temperature (about 2°C) and mixing ratio contrasts of 1 g/kg 
(Figure 6d and e). In the vicinity of the SBF, turbulence fluctuation of thermodynamics parameters, 
such as temperature, was observed. Indeed, Figure 6g shows a sudden increase of the temperature 
structure parameter CT2 (from 0.11 to 0.26 K/m2/3) generated by the interaction between the two 
different thermodynamic air masses. This effect can create favorable thermodynamic conditions to 
start SA formation, especially when maximum thermodynamic parameter fluctuations are observed 
[104]. Moreover, the SBF separated the enriched mixed polluted marine air mass (during recirculation 
conditions and after crossed the industrial area), which may contain sufficient amounts of precursor 
gases, to the less polluted continental air, advected toward the sea by the prevailing wind (Figures 5, 
6b, c and 9). 

In the upper part of the PASAF and in the vicinity of the GC/TIBL top, the shear component 
reached values up to 0.03 s-1 after the SBF passage (Figures 4 and 12). This shear zone was produced 
by the friction interaction between both layers (marine and continental) consisting of landward wet 
marine enriched polluted air mass and the relatively dry and less polluted seaward flow aloft (Figure 
5b). According to Simpson et al. [113], Wakimoto et al. [114], and Chiba [115], Kelvin-Helmholtz 
billows (KHBs) may develop in the shear zone and may reinforce pollutants mixing between both 
layers due to turbulence effects generated in the vicinity of the SB GC top. Figure 12a shows the RHI 
vorticity deduced at about 20 minutes after the SBF passage. High vorticities were located in the 
vicinity of the SB GC top located at about 400 m (corresponding to the height of the TIBL top) and in 
the SB shear zone. At about 400 m, vorticity associated with the SB GC wave-like structure (Figure 
12.a), located at the interface between the SB GC top and the seaward flow aloft, may produce non-
linear mixing between both adjacent layers within the 50 to 200 m layer, and may favor 
thermodynamic conditions for SA formation in the upper part of the SB GC structure. In this case, a 
part of the PM2.5 collected at ground level, can be explained by the vertical downward transport of 
freshly formed secondary aerosols from the upper PASAF (Figure 11). 



Remote Sens. 2020, 12, 648 16 of 27 

 

 
Figure 11. Conceptual scheme of the SB structure illustrating atmospheric conditions which may favor 
potential area of secondary aerosol formation (PASAF) process in the vicinity of the SB edge caused 
by the mixing of contrasting air masses (SB landward and seaward air masses) and turbulence effects. 

 
Figure 12. (a) RHI of meridional vorticity component between 11:19:24–11:20:53, blue circles 
symbolized the SB GC top estimated by the Haar wavelet covariance transform method, (b) vertical 
profile of meridional component at 11 :19. 

To investigate this local mixing effect of the SB, the exchange velocity Ve at 30 minutes average 
was calculated and plotted in Figure 13. Ve temporal variability indicates the ability of turbulence 
motion to contribute to upward and downward transport of particles. During this study, two peaks 
were observed, corresponding to the SB passage and to the double flow structure (DFS) occurrence. 
The first peak, corresponding to high value of Ve (6 cm/s), was obtained during the SBF passage and 
highlights intense upward aerosol transport. Similar quick change in measured Ve (from negative to 
positive), observed during the SBF passage, has also been observed in the Venice area [116]. Indeed, 
the convergence zone generated by the meeting of two opposite air masses lead to an updraft at the 
SBF. Then, after the SB passage, the Ve was negative down to -1.3 cm/s, corresponding to downward 
aerosol transport until 13:00. The large downward flux confirms the hypothesis that secondary 
aerosols, freshly formed in the upper PASAF, could be transported at the surface by downdraft 
turbulence vertical transport.  
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Figure 13. Time evolution of the exchange velocity during the 4th of July 2017. 

During the DFS, observed between 12:30 and 14:00, one can note a significantly decrease of NOx 
and PM2.5 concentrations (Figure 9) highlighted by low aerosol extinction in the TIBL (< 0.2 km-1, 
Figure 7). At 14:00, corresponding to the end of the DFS period, aerosol extinction increased sharply 
probably due to the drop of the TIBL from 800 down to 300 m. As the NNE SB GC did not cross the 
industrial area and the thickness of TIBL was relatively high; the pollutant concentrations were low 
(starting around 13:00, Figures 6 and 8). At 14:00 (end of the DFS), the NNW SB GC reached one more 
time the ground at the measurement site associated with an increase of the pollutant concentrations 
trapped within a thin TIBL (thickness of 300 m). 

3.3. Consequence of Short Term Exposure to Ambient Air Pollution During the SB Event 

The control of pollutant levels by the SB dynamics can have a strong impact on air quality, 
particularly in coastal cities. Although long-term exposure to ambient air pollution is deemed to be a 
major risk affecting human health, short-term exposure to high pollution events, and especially 
during specific meteorological conditions such as SB for which atmospheric dynamics control 
pollutant levels, can also have a significant impact on human health. Both particles and gases are 
acutely toxic at significant exposure. The impact of particles on the respiratory system depends on 
their characteristics (particle size, morphology or chemical composition) dictating their ability to 
penetrate the lungs and their reactivity, whereas the toxicity of gaseous pollutants depends solely on 
their reactivity [117].  

In our study, we brought an in vitro exposure device to the field to assess the toxicity of real air. 
This approach is challenging because of the difficulty of safely transporting biological samples to the 
field. Moreover, the field site must be located quite close to the culture laboratory. Finally, sufficient 
controls have to be done to obtain trustworthy results [118]. A very few recent studies investigated 
the impact of real air (ambient or indoor air) on cultured human lung cells [118–120]. Firstly, to assess 
the indoor air quality of a pool, an ALI exposure device quite similar to the one used in our study 
was directly placed at the pool side of the non-swimmer pool [120]. Cells exposed over 2 hours to the 
air pumped above the water surface produced IL-6 and IL-8. Secondly, a lung cell experiment was 
deployed in the field to examine toxicity of complex mixtures of ambient air pollutants [118]. The 
purpose of this study was to be used as a basis for future research, helping to determine which 
pollutants or combination of pollutants are most important to overall toxicity. Therefore, studies such 
as ours or that of Zanini's team were carried out in order to understand the mechanisms of action of 
real atmospheric pollutant [119]. Relationships between aerosols variability due to SB dynamics and 
its toxicological impact in short-term and at local scale is also currently poorly understood. In order 
to investigate the impact of the SB dynamics on toxic effects on human health, human lung cells were 
exposed to the real ambient air, before and the during SB period. The air liquid interface (ALI) system 
used allows the exposure of human lung cells to gases and aerosols (unfiltered) and only gases 
(filtered). Therefore, the aerosol toxicity can be assessed comparing filtered and unfiltered samples, 
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while the toxicity of the air (gas + aerosol) can be estimated by comparing both sampling periods. 
After the 2 hour short-term exposure, the cell response to real air exposure was assessed by 
measuring the gene expression of the main contributor of three major mechanisms of action of 
atmospheric pollutants: inflammation by IL-6, bioactivation of organic compounds by CYP1A1, and 
oxidative stress by CAT (Figure 14).  

The first mechanism of action studied was the initiation of an inflammatory response (Figure 
14a). The gene expression level and protein secretion of the inflammation mediator IL-6 were 
measured. For all the exposures, the gene and secretion of IL-6 significantly increased compared to 
the unexposed cells. This observation is consistent with the literature presented earlier on measuring 
the toxicity of exposure to real air [120]. 

For all of the exposures the protein levels were quite similar before and during the SB period. 
However, the gene induction was higher in the cells exposed to air (filtered or unfiltered) during the 
SB period, in comparison to cells exposed before the SB arrival. The particle contribution to the 
induction of the inflammatory response was limited. This is highlighted by a small increase of IL-6 
gene expression in the cells exposed to the unfiltered air when compared to the filtered one. 

 
Figure 14. Relative (in comparison with the unexposed cells) gene expression level and protein 
secretion of IL-6 (a) and expression level of xenobiotic metabolizing enzyme cytochrome P-450 1A1 
(CYP1A1) and catalase (CAT) enzyme (b) of BEAS-2B cells exposed to filtered and unfiltered air using 
an Air-Liquid Interface system before and during the SB period. (* : significant induction compared 
to incubator control; # : significant induction between filtered air and unfiltered air; § : significant 
induction between before and during the SB period; p< 0.05). 

Then, in order to understand the impact of atmospheric composition on the cell response, gene 
expression level of CYP1A1, known to be induced by the exposure to polycyclic aromatic 
hydrocarbons (PAH) and to polychlorinated dibenzo-p-dioxins [121], as well as CAT, an antioxidant 
enzyme, was assessed. CYP1A1 gene expression in the cells was significantly induced by the 2 hour 
exposition to air during SB period (Figure 14b). Thus, these results suggest that the concentrations of 
PAHs and/or of dioxins were significantly higher in the SB gravity current than in the air mass 
sampled before the arrival of the SB front. Since there was a difference in the gene induction between 
the cells exposed with or without air filtration, it seemed that PAHs and/or dioxins were both in the 
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gaseous and particulate phases [122]. Given the PAH sources over the area, one can assume that they 
are mostly industrial.  

All of the exposures to unfiltered or filtered air induced the gene expression of CAT (Figure 13b). 
Therefore, atmospheric pollutants were able to induce oxidative stress in exposed lung cells. Cells 
were exposed to a complex mixture that includes nitrogen dioxide or ozone. The exposure to particles 
NO2 and O3 was shown to cause inflammation in human cells exposed to air pollution [123]. Recently, 
lung cell cultures, grown at the ALI, were directly exposed to ambient air in summer or winter. PM 
and NOX, more concentrated in winter than in summer, were correlated to the induction of pro-
inflammatory genes [124], while another study showed that ozone can be more toxic than NO2 [125]. 
For all the exposures, the air filtration (aerosol removal) decreased significantly this gene induction. 
This result showed that the particulate matter has an important role in the induction of oxidative 
stress. This was shown not only with both in vitro studies [126] and in humans exposed to air 
pollution [127], but also in a cellular studies of the oxidative potential [128,129]. The latter studies 
have shown the contribution of combustion sources to the oxidative potential of aerosols, confirming 
the importance of industrial and traffic-related emissions, particularly in terms of carbonaceous 
species, transition metals, and PAHs [130]. These compounds were already quantified in PM and 
linked to in vitro toxicity in previous studies conducted in the Dunkerque metropolitan area 
[131,132]. In a previous work, we collected PM samples according to the wind direction and the 
season, and we were able to show variations in the mechanisms of toxic action depending on the 
sources. Cell exposure to the different PM samples resulted in variations in the gene induction of 
CYP1A1 and IL-6 [133,134]. Comparison of the results described in this study with the literature 
carried out in cell culture laboratories shows the relevance of using the ALI device outdoors for direct 
exposure to real atmosphere. This kind of device seems to be well suited to the study of other 
situations and to the transposition to other cases. Finally, short-term exposure to ambient air 
pollution during specific SB conditions involves an increase of the oxidative stress and inflammation 
processes in exposed human lung cells. 

4. Conclusions 

An atmospheric mobile unit (AMU) was implemented during a field campaign performed at a 
representative site of urbanized and industrialized coastal environment of the North Sea (Northern 
France), to study the impact of sea breeze (SB) dynamics on aerosol properties, and especially their 
toxicity. This unit combined aerosol samplers, two scanning lidars (Doppler and elastic), two aerosol 
particle sizers and an air-liquid interface (ALI, Vitrocell®) in vitro cell exposure device.  

The SB dynamics and structure were analyzed, with the aim to characterize the SB front (SBF), 
SB head (SBH), the SB gravity current (SB GC) to: (i) evaluate their abilities to efficiently mix different 
aerosol types and condensable gases; (ii) possibly favor the formation of secondary aerosols (SA); and 
(iii) modify the toxicity of atmospheric particles and gases. The advection of cool and moist air (SB) 
over warm land surface lead to the modification of the vertical structure of the atmospheric boundary 
layer (ABL). The results showed that after the SBF passage, the ABL top collapsed, which limits the 
height of vertical mixing in the thermal internal boundary layer (TIBL). The SB occurrence was 
generally associated with high aerosol extinction coefficient values (>0.4 km-1) and an increase of PM2.5 
and NOx concentrations. These increases could be explained by the evolution of the TIBL, which was 
much lower than the one before the SBF passage and by the recirculation conditions, involving SB air 
mass enrichment, due to urban and industrial plume transport toward the land. The particle number-
size distribution indicated a high proportion of fine particles (below 500 nm), while the volume-size 
distribution showed a major mode of coarse particles, centered on 2-3 µm. Individual particle 
analyses performed by cryo-TSEM-EDX highlighted that submicronic particles contained a high 
fraction of secondary compounds, such as nitrate or oxidized organic compounds, which may result 
from nucleation and/or condensation of gaseous species after photo-oxidation on pre-existing 
particles. A high proportion of complex mixtures resulting, notably, from particle aggregation 
processes was also observed. The high turbulence produced during the SB occurrence and the high 
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probability of air masses recirculation may explain the significant proportion of these complex 
mixtures.  

Moreover, secondary aerosols (SA) formation might be enhanced by intermittent mixing of both 
turbulence and temperature/humidity gradients between the two contrasted air masses (marine and 
continental). These potential areas of SA formation (PASAFs) were observed near the ground and 
higher in altitude around the SB GC top (400m) during the SBF passage. The SBF separated the 
enriched and mixed polluted marine air mass, which may contain sufficient amounts of precursor 
gases, to the less polluted continental air, advected toward the sea by the prevailing wind. The upper 
part of the PASAF, close to the vicinity of the GC/TIBL top, was characterized by high vorticity and 
wind shear. In this case, part of the PM2.5 collected at ground level could come from downward 
vertical turbulence transport of freshly formed secondary aerosols from the upper PASAF. This effect 
was confirmed by negative exchange velocities observed after the SBF passage.  

In some instances, short singularity periods were observed during SB, corresponding to a double 
flow structure. This consisted of two adjacent SB currents that induced an important increase of the 
TIBL top leading to pollutants dispersion. These periods were associated with a substantial decrease 
in aerosol mass concentrations. 

Finally, this study is one of the first to bring cell cultures into the field to evaluate the 
harmfulness of a real environmental compartment. Atmospheric toxicity in the presence or absence 
of SB was demonstrated in human bronchial cells exposed in the field using an ALI exposure system. 
Our study showed the sensitivity of the developed device to discriminate the mechanisms of toxic 
action activated when exposed to different atmospheres, i.e., before or during sea breezes, or in the 
presence or absence of aerosols. Thus, the initiation of an inflammatory response and the occurrence 
of oxidative stress could be shown in the case of short exposure to real air. This toxicity was measured 
as stronger during the SB. In addition, these methodologies enabled us for the first time to understand 
the toxicity of a real mixture of gaseous and particulate air pollutants, as well as to isolate the 
particulate fraction in order to assess its own toxicity. Since there is a difference in the cell response 
between exposed cells with and without air filtration, it appears that both gas and particulate phases 
contribute to the harmfulness of atmospheric air. These results constitute a first indication for public 
health officials to: (i) prioritize air pollutants; and (ii) control these pollutants, thus protecting the 
health of inhabitants living in these multi-influenced urban zones.  

In this study, the AMU has proved to be a reliable device, useful to better understand the impact 
of dynamics on the temporal variability of pollutants and the associated toxic effects. The results of 
this study are significant and scalable to other urbanized and industrialized coastal sites where air 
pollution is a major issue. 
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