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Abstract: The Markov Random Field (MRF) energy function, constructed by existing OpenMVS-based
3D texture reconstruction algorithms, considers only the image label of the adjacent triangle face
for the smoothness term and ignores the planar-structure information of the model. As a result,
the generated texture charts results have too many fragments, leading to a serious local miscut and
color discontinuity between texture charts. This paper fully utilizes the planar structure information
of the mesh model and the visual information of the 3D triangle face on the image and proposes
an improved, faster, and high-quality texture chart generation method based on the texture chart
generation algorithm of the OpenMVS. This methodology of the proposed approach is as follows:
(1) The visual quality on different visual images of each triangle face is scored using the visual
information of the triangle face on each image in the mesh model. (2) A fully automatic Variational
Shape Approximation (VSA) plane segmentation algorithm is used to segment the blocked 3D mesh
models. The proposed fully automatic VSA-based plane segmentation algorithm is suitable for
multi-threaded parallel processing, which solves the VSA framework needed to manually set the
number of planes and the low computational efficiency in a large scene model. (3) The visual quality
of the triangle face on different visual images is used as the data term, and the image label of adjective
triangle and result of plane segmentation are utilized as the smoothness term to construct the MRF
energy function. (4) An image label is assigned to each triangle by the minimizing energy function.
A texture chart is generated by clustering the topologically-adjacent triangle faces with the same image
label, and the jagged boundaries of the texture chart are smoothed. Three sets of data of different
types were used for quantitative and qualitative evaluation. Compared with the original OpenMVS
texture chart generation method, the experiments show that the proposed approach significantly
reduces the number of texture charts, significantly improves miscuts and color differences between
texture charts, and highly boosts the efficiency of VSA plane segmentation algorithm and OpenMVS
texture reconstruction.

Keywords: 3D texture reconstruction; fully automatic mesh plane segmentation; image scoring;
texture charts optimization

1. Introduction

Over the last two decades, 3D modeling from low-altitude oblique images has been used in a wide
range of applications, including urban planning, tourism, and computer vision. 3D image-modeling
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technology primarily involves generating two kinds of reconstruction, the 3D model object [1–5] and its
texture. To improve the visual realism of the model, the former increases the complexity of the model
object, while the latter improves the precision of the texture mapping. Without increasing the model’s
geometric complexity, accurate and reliable texture reconstruction is essential to achieve visual realism.
Many sophisticated methods have been proposed for texture reconstruction. However, local miscuts
and color discontinuity caused by vast texture chart fragments continue to be major challenges in the
realistic texturing of models.

The texture chart is the basic unit of texture reconstruction, which is a connected region of the
triangle mesh [6–8], and its main task is to map the model surface into a 2D image domain. Texture chart
can establish the index relationship between the triangle face in the mesh model and texture image
corresponding to the texture chart. The texture information of all faces in a texture chart comes from the
same image. Color miscuts and discontinuity between the texture chart will cause a visual seam-line.
The seam-line of adjacent texture charts has a different slope and texture scale in images, resulting in
the inaccurate initial value of the color adjustment algorithm and influencing the model’s rendering
effect at the texture chart boundary. The problem becomes more evident as the number of texture
charts increases.

Texture reconstruction is the process of calculating and executing the image-to-geometry
registration, which generally includes multiple techniques, such as mesh segmentation,
texture transferring, and correction and optimization. Mesh segmentation generates texture charts,
which is crucial in 3D texture reconstruction and will directly affect subsequent steps. Most texture
chart generation approaches use the MRF energy function to assign an image label for each triangle face.
Then, the topologically adjacent triangle faces with the same label are aggregated into texture
charts [7,9–14]. The energy function contains the data term and the smoothness term. The main purpose
of the data term is to select a high-resolution image (the image clarity) and reduce chart-to-chart
miscuts to a certain extent. Intuitively, the purpose of the smoothness term is to reduce the number
of texture charts and the overall color discontinuity, which can effectively improve the efficiency of
subsequent texture mapping steps, and even have a better promotion effect on the future application
of real-time dynamic local texture mapping visualization (3D texture model visualization). In addition,
it can minimize the sampling error of the texture chart boundary seam-line to a certain extent.

The plane is basic geometric structure information in the model. Triangle faces in the same plane
are easier to maintain a similar visual quality on the same image. In this paper, the plane is used as
a constraint condition to limit the results of texture chart generation. Many scholars [15–19] introduced
the Variational Shape Approximation (VSA) framework, which segments the input mesh surface
into planar charts. The quality of the segmentation is measured by the sum of the derivation of each
chart from its corresponding planar proxy. The VSA framework needs to manually set the number
of charts, which is easy to do for small data models (such as Computer-Aided Design (CAD) parts)
but not for large data models (such as an entire city). For each model, the number of texture charts
required is different. The VSA results lack image information and cannot be used directly in the texture
reconstruction process.

Open Multi-View Stereovision (OpenMVS) [20] is an open-source 3D reconstruction program
that uses MRF energy function in texture reconstruction. This paper fully utilizes the planar structure
information of the mesh model and the visual information of the 3D triangle face on the image
and provides an improved, faster, and high-quality texture chart generation method based on the
OpenMVS texture chart generation algorithm. Improvements include: adding improved VSA plane
segmentation, modifying the smoothness term of the MRF energy function, and optimizing the
boundary seam-line problem of texture charts. Using the method proposed in this paper, the number of
generated texture chart fragments greatly reduces, which will help solve the problem of miscutting and
large color discontinuity between texture charts, and will help to improve the efficiency of subsequent
texture mapping steps and the visual expression of 3D texture models. Compared with the original
OpenMVS texture chart generation method, this paper’s method achieves the following three goals:
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(1) improving the operating efficiency of the OpenMVS texture chart generation method to a certain
extent; (2) reducing the number of texture charts (it helps ameliorate the problem by miscuts and large
color discontinuity between texture charts); (3) to a certain extent, minimizing the sampling error of
the boundary seam-line of texture charts.

The remainder of this paper is organized as follows. Section 2 introduces the related work of texture
chart generation. Section 3 describes the texture reconstruction method of OpenMVS. In Section 4,
we explain our proposed improved texture reconstruction method based on the block VSA fully
automatic plane segmentation algorithm. Experiments and discussion are described and analyzed in
Section 5. Conclusions are drawn in Section 6.

2. Related Works

2.1. 3D Texture Reconstruction

Blending-based method: It is the simplest method of texture mapping. Bi et al. [7], Callieri et al. [21],
and Hoegner et al. [22] projected the captured images onto the surface of the geometric model according
to the intrinsic and extrinsic orientation parameters of the camera and then merged all the images to
obtain the final texture image. This method is suitable for processing close-range and small-range
models, such as indoor scenes and small objects. It requires high calculation accuracy. The blurring
and ghosting will easily emerge if the recovered camera poses or the 3D geometry model is slightly
inaccurate. Besides, the process of model subdivision and model size in different perspectives also
affect the texture reconstruction effect.

Parameterization-based method is the process of segmenting the model surface under certain
rules (equal-area mapping, conformal mapping, minimum deformation [8,23–25]) and mapping the 3D
mesh model to the 2D texture image domain. It computes the texture coordinate for each triangle face.
This method generates small amounts of texture charts, but the 2D texture image domain is deformed
compared to the original image, which will inevitably cause the loss of texture information and is
not conducive to improving the texture reconstruction effect. Moreover, the triangle face in the same
texture chart is invisible or has poor visual quality on the same image. Other standards (such as normal
vector [26], area of the triangle face projected on the image [27]) are still required to assign an image
label for each triangle face.

Projection-based method is projective texture mapping, which associates each triangle face with
one image label, and then selects the topologically-adjacent triangle face with the same image label
to form a texture chart. Lempitsky et al. [28] first proposed to use the MRF energy function to select
an optimal image for each triangle face. On this basis, Fu et al. [29] and Li et al. [30] improved the data
term of the energy function, and the image clarity was used as the value of the data term. Yang et al. [31]
sampled the image sequence by using the spatio-temporal adaptive method. This method is a projection
transformation from the model surface to the input image, which constitutes the optimal and most
natural mapping. Compared with the blending-based method and parameterization-based method,
the ghosting and the loss of texture information caused by the deformation are avoided.

The MRF energy function can avoid the discretization of label selection to a certain extent.
However, the current smoothness terms of the MRF energy function are not fully considered, which will
still result in a large number of texture chart fragments. Furthermore, there are generally serious local
miscuts and color differences between texture charts, which reduces the execution efficiency of the
texture mapping process.

2.2. Plane Structure Feature Segmentation

Plane structure feature segmentation is to segment the mesh model into planes based on the
geometric attribute of the model.

The region growing approach is one of the most widely used segmentation methods.
This method [32–36] selects a set of seed faces under certain rules and then grows around each
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seed face until all faces are assigned to a single region. When expanding a region, the local surface
features are the main criteria. This method can separate the model well along high curvatures, but for
surfaces with smooth curvatures (e.g., flat ellipse), this approach causes excessive planes.

The hierarchical approach comprises two main techniques: One way is the bottom-up region
merging method [37–40]. This method assigns each face as a chart. In each step, a pair of adjacent
charts with the least merging error is merged to form a new chart. The steps are repeated until the stop
merging criteria are met. The merging criteria usually make use of the angle of the region normal vector,
as proposed by Garland et al. [41]. This approach may encounter problems when blending charts
with two smooth surfaces, merged in the early stages. Another technique is the gradual subdivision
from top to bottom. Splitting algorithms [42,43] are based on the minima rule and part salience theory.
The feature curves on mesh surfaces are first detected and used as segmentation criteria. Bi et al. [7],
Kaiser et al. [44], and Yi et al. [45] defined various metrics for different application scenarios and
subdivided them based on Cheng’s results. Since this approach tends to subdivide meshes in the
concave region, many meaningful parts may be over-segmented.

Both the region growing approach and the hierarchical approach essentially belong to the same
type of algorithm, where once the segmentation is done for a triangle face, it will not be changed in
the subsequent process. However, mesh segmentation can also be treated as an energy minimization
problem, where an energy function is defined and optimized for the segmentation. The planarity
of the surface chart is usually used as error metrics to define the energy functions [16,17,46,47] in
texture reconstruction. Because of its optimization nature, this method is often referred to as the
variational method. Generally, the variational method provides better segmentation quality than the
other approach.

The variational approach. Cohen-Steiner et al. [16] firstly proposed a VSA framework with
minimal approximation errors. This framework uses the angle or distance between the face and the
plane as the error term, and consistent energy minimization is applied to drive down the approximation
error. A distortion minimization flooding algorithm is designed to keep the connectivity for each
region. For different application scenarios, many types of surface element features were also introduced
to extend this segmentation method. Kaiser et al. [44], Quan et al. [48], and Simari et al. [49] used the
ellipsoid surface as an approximate plane to segment the ellipsoid area in the model by minimizing
combined energy functions. Sun et al. [47], Wu et al. [50], and Thul et al. [51] also adopted a similar
method and introduced spheres, cylinders, and rolling spheres as several basic approximate shapes.
These methods have achieved good results in fitting known planes, but there may be under-segmenting
or over-segmenting for different types of surface elements. Moreover, because this approach needs to
manually set the number of charts, an automated setting method needs to be incorporated when used
in urban texture reconstruction to provide automatic segmentation.

3. OpenMVS Texture Reconstruction Method

The texture reconstruction method of OpenMVS is based on the MRF energy function [52].
The energy function E contains two parts: data term Edata and smoothness term Esmooth. The data term
Edata prefers high-quality views (visual quality) for texturing a face. The scoring formula for visual
quality is expressed in Equation (1):

Ql( fi) =
Ai
ai
×

ai∑
j=1

Gradi j, (1)

where Ai is the area occupied by the faces fi projected on the image; ai is the number of all grid points
obtained by rasterizing the projection result of fi; Gradi j is the gradient value of each grid point of fi on
the image labeled l; and Ql( fi) is the score of the fi on the image labeled l.

The smoothness term Esmooth minimizes seam (edges between faces textured with different images)
visibility. The Esmooth value is determined by the image label selected by the adjacent face. If the same
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image is selected for adjacent triangles, Esmooth value is 0, and if different images are selected for the
adjacent faces, Esmooth value is infinite value.

At last, the energy function E is minimized by graph-cut to assign the image label for each
face, and the topologically adjacent triangles with the same label are aggregated into a texture chart.
In addition, OpenMVS used the MVE‘s [12] method to adjust the texture chart color and packed the
image information corresponding to the texture chart to output the texture image.

4. Improved Texture Reconstruction Method Based on the Fully automatic Plane Segmentation

This paper proposes an improved OpenMVS texture chart generation algorithm. Improvements
include: (1) adding a fully automatic VSA-based plane segmentation algorithm for blocked 3D mesh
models, which uses the degree of planar approximate error change as the standard for fully-automatic
plane segmentation and realizes the multi-threaded parallel processing of the VSA algorithm by
partition and merging the meshes after plane segmentation; (2) modifying the smoothness term of the
MRF energy function, which combines the planar-structure information of the mesh model and the
visual information to generate texture chart; and, (3) providing strategies for optimizing the jagged
boundary problem of the texture chart. The flowchart of our algorithm is shown in Figure 1.
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Figure 1. Flowchart of improved texture reconstruction method based on the fully automatic
plane segmentation.

4.1. A Fully Automatic VSA-Based Plane Segmentation Algorithm for Blocked 3D Mesh Models

In this step, the VSA framework is adopted as the basic method for extracting the model’s planar
structural feature. The efficiency and effects of the VSA framework are improved by analyzing the
deficiencies of the framework in processing models.

4.1.1. The VSA Framework

The overall segmentation strategy of the VSA framework includes two steps: First, the entire
model is taken as the initial plane, and the framework is used in calculating the approximate error of the
initial plane. The approximate error of the plane is the accumulation of the approximate error from each
face to the planar proxy. The seed face of the plane is the face with the smallest approximation error.
Yan et al. [17] provided two approximation error calculation methods (L2, L2,1), which are based on
the distance from the face Ti to the planar proxy P and the angle between the normal vectors of the
face and planar proxy. Given a planar surface represented by P = X , N, |N| = 0 refers to the plane
passing through X of normal N. The normal of the plane is the normal of the corresponding seed face.
The error function for a plane is expressed as:
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L2(Ti , P) =
1
6

(
d2

1 + d2
2 + d2

3 + d1d2 + d1d3 + d2d3
)
|Ti| (2)

L2,1(Ti , P) = ‖ni −Ni‖
2
|Ti|, (3)

where d1, d2, d3 are the orthogonal distances from three vertices of Ti to the plane. ni and |Ti| are the
normal vector and area of each face, and Ni is the normal vector of a planar proxy.

Next, the face with the largest error of all the planes is selected as a new seed face, and the
Distortion-minimizing Flooding method is used to grow around the seed faces of the mesh. This step
is repeated until the number of planes reaches a pre-specified tolerance (user manual setting).
Since the seed face represents the proxy plane, all the approximate errors need to be recalculated
after a new proxy plane is added. The seed face would be updated using the smallest error face for
each plane.

4.1.2. Fully Automatic Plane Segmentation Algorithm Based on the VSA Framework

The number of planes in the VSA framework needs to be set manually. Achieving great results
would be difficult when the set number of planes is insufficient. The number of planes required for
different models varies considerably, and the fixed number of planes lacks versatility. This study
proposes a fully automatic plane segmentation algorithm based on the VSA framework, which uses
the change in the plane error Vdrop as the stopping segmentation criteria after adding a new plane.
We take L2,1 as the error function for the plane. Since the images are taken by oblique photography,
close faces are more likely to maintain a similar degree of deformation on the same image. The texture
charts should be approximate to a connected plane. Mathematically, the computational cost of the
approximate procedure using the normal vector is smaller than the distance. The formula Vdrop is
defined as:

Vdrop = Errordrop(i) − Errordrop( j)

Errordrop(i) =
Error(i)
Errorinit

 , (4)

where Errordrop(i) and Errordrop( j) are the error drop ratio before and after adding a new plane.
The value of Errordrop(i) is the ratio of Error(i) to Errorinit, where Error(i) is the error sum of all
current planes and Errorinit is the error of the initial plane (same as Errordrop( j)). Vdrop is the difference
between the Errordrop(i) and Errordrop( j). The smaller Vdrop indicates that the segmentation result is
more approximate a plane. With the number of planes increasing, Errordrop(i) and Errordrop( j) gradually
decrease. Vdrop declines until it is less than the threshold (1× 10−4 in all our experiments), which then
stops the addition of new planes. At this point, all the planes have been extracted, and the mesh is
segmented by the planes. The segmentation result is shown in Figure 2. Different planes are marked
with different colors in each picture. Figure 2a shows the raw RGB model. Figure 2b displays the
segmentation results when using a fixed value of 500. Some objects are not segmented, such as roof
and plants on the ground. Figure 2c presents the results when the planes are dynamically increased.
Unlike in Figure 2b, the main objects are extracted appropriately.

4.1.3. A Fast VSA Plane Segmentation Method Suitable for Multi-Threaded Parallel Processing

In the segmentation process, each time a new plane is added, the errors of all planes need to be
recalculated. Parallel processing is not suitable for this algorithm, which means that the computer
is not able to perform at its maximum performance. To deal with parallelism, the model is split into
multiple blocks on the XOY plane, and then the algorithm uses multi-threading to fully automatically
segment the planes of blocks at the same time. The range of each block is approximately equal, and the
number of blocks is set by the user or can use the default value of 9. As shown in Figure 3, the model is
divided into nine blocks.
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where ݌ܧ௜ and ݌ܧ௝ are the errors of planes ݅ and ݆, respectively, and ݌ܧ is the error of the new 
plane after plane ݅, and ݆ are merged. The plane error is the sum of the error ܧ௙೔ of each face in the 

Figure 3. Dividing mesh into nine blocks.

A plane may be split into multiple parts in this method, and the generated planes would be
merged. The merging of adjacent plane is realized by the dual graph. The dual graph is defined by
mapping every plane to a node in the dual graph, and the two dual nodes are connected by an edge if
the corresponding plane is adjacent in the mesh. An edge collapse in this graph will merge two nodes
into one, which corresponds to grouping their associated faces into a single plane. Figure 4 illustrates
an example. In the dual graph, underlying planes are shown in a different color. Figure 4a is a mesh
where each dual node corresponds to a plane. Similar to edge collapse [53], a new vertex is created
after each contraction. The edge is contracted on the top of the graph, and its dual nodes are merged.
After a collapse, the two regions are merged to produce a single region, as shown in Figure 4b.
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For this study, a simple greedy approach is adopted in the merging process, similar to the existing
mesh decimation algorithm. Each edge is assigned a price-value, and the edge with the least price-value
is collapsed in each iteration. The result of the merge should satisfy two objectives: (1) The effect on the
approximate error of the plane should be minimized after merging, and (2) the merged region with a
more regular shape should be prioritized. Thus, the price-value of the edge is defined by:

Err
(
Ni, N j

)
= Errplane

(
Ni, N j

)
+ Errshape

(
Ni, N j

)
, (5)
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where the price-value Err
(
Ni, N j

)
is composed of two components: Errshape

(
Ni, N j

)
and Errplane

(
Ni, N j

)
.

The first term Errplane
(
Ni, N j

)
in Equation (5) corresponds to the first objective, which measures the

change of error before and after the plane merge. It is defined as:

Errplane
(
Ni, N j

)
=

Ep−max
(
Epi, Ep j

)
Ep

Ep =
n∑

i=0

E fi


, (6)

where Epi and Ep j are the errors of planes i and j, respectively, and Ep is the error of the new plane after
plane i, and j are merged. The plane error is the sum of the error E fi of each face in the plane. The value
of Ep is greater than Epi or Ep j. The larger the value of Ep, the merged result less approximate to a
plane, and Errplane

(
Ni, N j

)
will increase.

The second term Errshape
(
Ni, N j

)
in Equation (5) corresponds to the second objective, which

measures the changes of shape. It is defined as:

Errshape
(
Ni, N j

)
=

Er−max(Eri,Er j)
Er

Er = ρ2

4πω

, (7)

where Eri and Er j are the shape factors of planes i, j, respectively, Er is the shape factor of the merging
planes i and j. Er is the ratio of the squared perimeter ρ2 to the squared perimeter of a circle with
area ω. In the ideal case (r = 1), the plane is a circle. The larger value of r corresponds to the more
irregular plane. To quickly calculate the shape factor, the area and the perimeter of the plane have to be
determined. The area is easy to calculate, which is simply the sum of the area of the constituent planes.
For the perimeter, the values are not additive. In each plane, the perimeter information is recorded
in a dual node. When two planes are merged, the perimeter of the resulting plane is the sum of the
perimeters of the constituent planes minus twice the length of the boundary separating them.

Figure 5 shows the changes of the merged result after the shape factor is added. Each color
represents a plane in each result. In Figure 5b, only the plane error is considered, and the merged result
is irregular. In Figure 5c, the merged result shows a more regular form than Figure 5b, after the shape
factor is added.
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The geometry attribute of the mesh is not altered by this merging algorithm. Each vertex remains
in its original position, and the connectivity of faces is unchanged. Only the number of nodes in the
graph is constantly decreasing. When the minimum price–value of the edge reaches the set threshold,
the merging algorithm stops collapsing, and the merge is completed.
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4.2. Texture Chart Generation Method with the Mesh Planar-Structure Information

A texture chart is a set of topologically adjacent faces with the same image label. The result of
the texture chart generation depends on the selected image label for each face. Typically, there is
more than one visual image for each face, and choosing an optimal visual image from all candidate
images for each face is essentially a multi-label graph cut optimization problem. As shown in Figure 6,
we constructed an undirected weighted graph G of mesh, where the number of nodes and the number
of faces is equal. Each face in the surface model is regarded as a node in graph G, and the edges
between nodes represent the adjacent relationship between faces. There are k terminal nodes, with each
corresponding to an image in the graph. The edges connecting the terminal node and common nodes
are t-link, which means that the face is visible on this image. Moreover, the edges connecting the
common nodes are n-link, indicating an adjacent relationship between the two faces. When considering
these edges as pipelines, finding the max flow from one terminal to another terminal is a Max Flow
problem. Liu et al. [54] pointed out that when the n-link edges are located in the max flow and separate
the terminal nodes, the cut of these edges is the minimum cut. Therefore, this becomes a MaxFlow cut
and MinCut problem.
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Figure 6. Our multi-labeled graph.

The graph cut energy function is the mathematical expression of the actual problem and provides
the bridge between the graph cut theory and specific problems. The weights of the edges are determined
by the MRF energy function in the graph. Compared with the original MRF energy function, the mesh
model’s structural information (plane) is introduced and integrated with the visual information of the
3D triangle face on the image as the constraint condition of the smoothness term’s value. Our improved
energy function formula is as follows:

E(P) = Edata( f , l) + Esmooth( f , l, p) =
∑

fi∈Face

Ql( fi) +
∑
{ fi, f j}∈N

W
(

fi, f j, li, l j, pi, p j
)

(8)

The data item Edata( f , l) indicates the possibility of node fi selecting the image with the label li.
The visual quality Ql( fi) of the face on the image is used as the value of the data item. Esmooth( f , l, p) is
the smoothness term, which affects the image selection of the adjacent faces. To ensure that the faces
do not deviate too far from the original segmentation plane during the optimization process, this study
also takes the angle between each pair of adjacent nodes

{
fi, f j

}
, the charts that the nodes belong to,

and the selected image, as three factors. Different weights wi to W
(

fi, f j, li, l j, pi, p j
)

were given for the
six different cases, as presented in Table 1.
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Table 1. The value of Esmooth( f , l, p).

Conditions Value

li = l j
pi , p j

α < Angle w1
α > Angle w2 = ∞

pi = p j / w3 = 0

li , l j
pi = p j

α < Angle w4
α > Angle w5 = ∞

pi , p j / w6 = ∞

Texture mapping should prioritize image quality. When the adjacent faces are on the same chart
and can be captured by the same image (li = l j, pi = p j), the value of the smoothness term is 0 (w3 = 0).
On the contrary, when the adjacent faces are neither in the same plane nor captured by the same image,
the value of the smoothness term is infinite (w5 = ∞, w6 = ∞). If the dihedral angle is greater than the
threshold Angle (30 degrees in this study) (pi , p j, α > Angle), the visual quality on the same image
cannot be assured, and the smoothness term is also infinite (w2 = ∞). The above four cases have fixed
parameters, and the optimization effect of the energy function depends on the settings of w1 and w4.
The optimization of texture charts would eventually affect the display effect. The display effect can be
evaluated by the texture quality of each face and the number of texture charts. In this study, we propose
the use of texture clarity to evaluate the optimized texture quality. Formula Qtex is defined as follows:

Qtex =

∑
fi∈Face Q( fi)

np
, (9)

where Q( fi) is the visual clarity for each face on the specified image after optimization, and np is the
number of texture charts after optimization. As shown in Figure 7, the influence of w1 and w4 on the
optimization effect is tested separately by the control variable method. When w1 = 1, w4 ∈ (0, 100),
the texture visual quality increases rapidly, and the number of texture charts continuously decreases.
When w4 > 100, the optimization effect begins to converge. When w4 = 1, w1 ∈ (0, 10000), the texture
clarity declines slowly, and the number of texture charts gradually increases. The change is not obvious.
When w1 < w4, it would be more advisable to reduce the number of texture charts and improve the
display effect of textures. In this study, we used w1 = 1 and w4 = 100 as the smoothness term’s value.

Remote Sens. 2020, 12, 3908 10 of 21 

The display effect can be evaluated by the texture quality of each face and the number of texture 
charts. In this study, we propose the use of texture clarity to evaluate the optimized texture quality. 
Formula 𝑄௧௘௫ is defined as follows: 𝑄௧௘௫ = ∑ 𝑄(𝑓௜)௙೔∈ி௔௖௘𝑛௣ , (9) 

where 𝑄(𝑓௜) is the visual clarity for each face on the specified image after optimization, and 𝑛௣ is 
the number of texture charts after optimization. As shown in Figure 7, the influence of 𝑤ଵ and 𝑤ସ 
on the optimization effect is tested separately by the control variable method. When 𝑤ଵ = 1,𝑤ସ ∈ (0,100), the texture visual quality increases rapidly, and the number of texture charts continuously 
decreases. When 𝑤ସ ൐ 100 , the optimization effect begins to converge. When 𝑤ସ = 1 ， 𝑤ଵ ∈ (0,1 × 10ସ), the texture clarity declines slowly, and the number of texture charts gradually increases. 
The change is not obvious. When 𝑤ଵ ൏ 𝑤ସ, it would be more advisable to reduce the number of 
texture charts and improve the display effect of textures. In this study, we used 𝑤ଵ = 1 and 𝑤ସ = 

(a) Texture clarity (b) Number of texture charts

Figure 7. The influence of 𝑤ଵ, 𝑤ସ on optimization results: (a) fix the values of 𝑤ଵ,𝑤ସ, respectively, 
the changes of texture clarity; (b) fix the values of 𝑤ଵ,𝑤ସ, respectively, the change of texture charts’ 
number. 

Moreover, the value of the data item needs to be normalized. This is because the fluctuating 
value of the energy is supposed to be in the same order of magnitude in the graph cut problem; 
otherwise, the expected result and the abstract model will intensify the difference. Here, we adopted 
the value of 99.5% for the normalization. 

For this study, we used the 𝛼-𝛽 𝑠𝑤𝑎𝑝 optimization algorithm to solve the energy function. This 
algorithm can split the initially labeled data set and transform the multidimensional undirected 
graph into a two-dimensional simple undirected single graph, thereby avoiding the uncertainty of t-
link and n-link capacity [55]. The basic idea behind this algorithm is that by exchanging α and β label 
sets, a new label set 𝐿௡௘௪  can be formed by assuming that there are two labels 𝛼 and 𝛽 in the 
known label set 𝐿 and the segmented set 𝑃. To ensure that the cut in the Graph-Cuts is smaller than 
the original ones in the new label set, the algorithm is iterated until the minimum cut in the Graph-
Cuts appears. The label set 𝐿 that splits the set 𝑃 can be expressed as 𝑃௟ = ൛𝑝 ∈ 𝑃ห𝑙௣ = 𝑙ൟ, where 𝐿 
is the definitional domain of the label set, and 𝑃௟ = ൛𝑝 ∈ 𝑃ห𝑙௣ = 𝑙ൟ is the subset of label 𝐿 in the set 𝑃. The 𝛼-𝛽 𝑠𝑤𝑎𝑝 is applied to a given set of labels 𝛼 and 𝛽, indicating the exchange of 𝑃ఈ and 𝑃ఉ 
and forms a new segmented set 𝑃௡௘௪. The remaining set of 𝛼 and 𝛽, which is not contained in label 𝐿, remains unchanged. 

4.3. Texture Charts Boundary Smoothing 

The texture chart generated according to the graph-cut would result in a jagged boundary, 
increasing the sampling error of the chart's boundary seam. A smoothing method needs to be adopted 

Figure 7. The influence of w1, w4 on optimization results: (a) fix the values of w1,w4, respectively, the
changes of texture clarity; (b) fix the values of w1,w4, respectively, the change of texture charts’ number.

Moreover, the value of the data item needs to be normalized. This is because the fluctuating value
of the energy is supposed to be in the same order of magnitude in the graph cut problem; otherwise,
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the expected result and the abstract model will intensify the difference. Here, we adopted the value of
99.5% for the normalization.

For this study, we used the α-β swap optimization algorithm to solve the energy function.
This algorithm can split the initially labeled data set and transform the multidimensional undirected
graph into a two-dimensional simple undirected single graph, thereby avoiding the uncertainty of t-link
and n-link capacity [55]. The basic idea behind this algorithm is that by exchanging α and β label sets,
a new label set Lnew can be formed by assuming that there are two labels α and β in the known label set
L and the segmented set P. To ensure that the cut in the Graph-Cuts is smaller than the original ones in
the new label set, the algorithm is iterated until the minimum cut in the Graph-Cuts appears. The label
set L that splits the set P can be expressed as Pl =

{
p ∈ P

∣∣∣lp = l
}
, where L is the definitional domain

of the label set, and Pl =
{
p ∈ P

∣∣∣lp = l
}

is the subset of label L in the set P. The α-β swap is applied to
a given set of labels α and β, indicating the exchange of Pα and Pβ and forms a new segmented set Pnew.
The remaining set of α and β, which is not contained in label L, remains unchanged.

4.3. Texture Charts Boundary Smoothing

The texture chart generated according to the graph-cut would result in a jagged boundary,
increasing the sampling error of the chart’s boundary seam. A smoothing method needs to be adopted
to shorten the boundary length. For this study, two boundary smoothing principles are proposed when
the face is visible in the selected image of the adjacent texture chart. These principles are implemented
as follows:

• Quantity priority principle: Traverse all adjacent charts of the face, and count the number of
texture charts. If two or more faces belong to the same texture chart, the current face is also added
to this largest texture chart.

• The longest side principle: Count the length of the three sides of the face if the texture charts to
which the adjacent faces belong are different. Sort the edges in order from large to small, and the
current face is added to the texture chart corresponding to the longest edge.

Figure 8 presents the results of boundary smoothing, where the different texture charts are
represented by different colors. In the image, there are only two texture blocks around the triangles
T1 and T2. According to the principle of number dominance, T1 and T2 are smoothed to the pink
and green charts, respectively. For the triangle surface T3, three texture charts surround the surface,
which, according to the longest side principle, is optimized into the green texture chart.
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5. Experiments and Analysis

To verify the effectiveness of our algorithm, we utilized the model using different data types and
images from different regions with varying numbers and angles. The experiment content includes
two parts: qualitative assessment and quantitative evaluation. We compared the experimental results
with the open-source program OpenMVS, which provides a complete set of processes to recover
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the full surface of the scene from being reconstructed. OpenMVS is an open-source method that
is convenient for others to learn and improve and can be easily transplanted to other application
scenarios. This experiment is modified based on OpenMVS, and the theoretical content of this study is
implemented by replacing the code of the texture chart generation.

The experimental models and images are divided into three data sets. The image details are
specified in Table 2. Figure 9 shows the 3D models without texture. The experimental models were all
generated from the corresponding images using OpenMVS. Among them, Church is a close-range model
(building gate), Villa is a small-scale model (a building), and City is a large-scale model (the entire city).
These models cover the major reconstruction types, and it is of universal significance to texturing them.
The computer environment used in the experiments was a Win10 64-bit operating system, with 64G
computer memory, Intel Core i7 (3.6 GHz, four cores, and eight threads). The test program was written
in the C++ language, and the model display software was MeshLab [56].

Table 2. Experimental data information.

Model Number of Images Image Size (Pixels × Pixels) Number of Faces Area

Church 25 3072 × 2048 2.1× 104 13.2 m2

Villa 161 3072 × 2048 6.01× 106 794.7 m2

City 151 4000 × 3000 1.02× 107 577,431 m2
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5.1. Qualitative Assessment Experiments

5.1.1. Qualitative Comparison of the Number of Texture Charts

To verify the effect of our proposed approach, our algorithm and the OpenMVS method were used
to generate the texture charts. Our algorithm contains two results planar structural segmentation and
generated texture chart. Planar structural segmentation results were produced using the methodology
discussed in Section 4.1. The method used in generating texture chart results is discussed in Sections 4.2
and 4.3. The default value of 9 was used for the number of blocks.

The results are presented in Figures 10–12. In each method, different colors represent different
texture charts. The number of texture charts generated by our algorithm is less than the number
generated by OpenMVS.

From the local zoom view, the boundaries of planer structural segmentation results are mostly
located in high curvature regions of the models, such as wall corners (Church: region 1 of Figure 10;
Villa: region 1 and 2 of Figure 11; City: region 1 and 3 of Figure 12) and staircase edges (Church:
region 2 of Figure 10; Villa: region 1 of Figure 11), and can represent all the planes of the model well.
For the results of our method, the texture charts differed significantly. In the plane region, the texture
charts were further segmented by MRF energy function. In the non-planar region, A large number
of planes are merged. For example, in region 3 of Figure 11, due to the undulations of roof tiles,
the OpenMVS and plane segmentation results showed large numbers of fragments. In the results using
our MRF energy function, the number of texture charts is significantly declined. The same observation
can be made for the observatory’s dome in the City (region 1 and 3 of Figure 12).
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Figure 11. The texture charts with different methods for Villa. In each method, different colors represent
different texture charts; (a) OpenMVS results; (b) planar structural segmentation results; (c) our results.
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Figure 12. The texture charts with different methods for City. In each method, different colors represent
different texture charts; (a) OpenMVS results; (b) planar structural segmentation results; (c) our results.

5.1.2. Qualitative Comparison of Texture Reconstruction Results

The texture charts produced in Section 5.1.1 were used for texture reconstruction. The texture
reconstruction result of our algorithm and OpenMVS is visually shown in Figures 13–15. As shown by
comparing the overall display effects, the texture reconstruction effects generated by the two methods
are relatively similar. However, the overall effect generated by OpenMVS is darker, and the model
texture resolution is lower, which is due to the large number of generated texture charts. From the
local zoom view, OpenMVS generated a large number of texture charts that resulted in problems,
such as color inconsistency, mapping errors, and seam lines. For example, errors and inconsistencies
can be found in the generated images displaying the wall corner of the Church (region 1 and 3 of
Figure 13), the roof of the Villa (region 1 of Figure 14), and the parking area of the City (region 2 of
Figure 15). In contrast, our algorithm significantly reduced or even eliminated some of these problems.
Using our proposed approach, more texture information was retained, and the problem of miscutting
and large color discontinuity between texture charts had been resolved.
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5.2. Quantitative Evaluation Experiments

5.2.1. Efficiency Comparison with OpenMVS Texture Reconstruction Algorithm

In Section 4.1.3, we showed that our algorithm could improve the efficiency of texture chart
segmentation through the model split. In both the OpenMVS and our proposed algorithm, the color
adjustment algorithm by Lempitsky et al. [28] is adopted, which separately adjusts the color of the
texture image corresponding to each pair of adjacent texture charts. The reduction in the number of
texture charts would significantly result in less time required by the color adjustment algorithm.

To verify if our method can improve the efficiency in plane segmentation, we compared the time
consumed with original VSA algorithm. As shown in the summary of results presented in Table 3,
our fully automatic plane segmentation algorithm consumed less processing time than the original
VSA algorithm. The highest efficiency improvement was found in the processing of the City model.

Table 3. Efficiency comparison of VSA and our method.

Model VSA (s) Our Method (s) Time Decreased

Church 8.8 5.9 32.9%
Villa 483.2 148.4 69.2%
City 891.0 278.7 68.7%

This experiment simplifies the mesh model to different data quantities to test the texture
reconstruction efficiency of our method. In Figure 16, the texture reconstruction running time from the
proposed approach is compared with the OpenMVS method for the three models. The horizontal axis
is the number of triangles of the simplified model, and the vertical axis is the running time. The bar
with a red border is the statistical results of running time using the OpenMVS method, and the bar with
green borders is the statistical results from our proposed approach. Overall, the total time for texture
reconstruction generated in our method was shorter than in the OpenMVS. With the number of faces
increased, our proposed algorithm was able to shorten the running time. In terms of image scoring,
the two methods registered similar times due to having similar image scoring strategies. Since our
proposed approach uses parallel computing, the segmentation efficiency is better than the OpenMVS.
In terms of color adjustment, owing to cutting down the number of texture charts, the running time
decreased when the proposed algorithm was used. With the number of faces increased, the efficiency
of color adjustment significantly improved. The results suggest that the efficiency improvements of
our method are more significant for the texture mapping of larger scenes.
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5.2.2. Quantitative Comparison of the Number of Texture Charts

The number of texture charts is a quantitative evaluation index that is currently used more
frequently [57,58]. Figure 17 presents the statistics of the number of texture charts generated by
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OpenMVS and our proposed algorithm. Different methods are marked with different colors. As shown
in Figure 17, the texture charts generated by our proposed algorithm have been significantly reduced
compared with the OpenMVS technique. Besides, the number of texture charts generated by our
method is smaller than the number of model planes.
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5.2.3. Quantitative Comparison of the Total Length of Texture Seam-Line

The seam-line is the common boundary edge between two adjacent texture charts. Texture color
discontinuities are prone to appear at the seam-line. The longer the seam-line, the more the color errors.
Calculating the length of the seam-line can effectively measure the texture discontinuity problem of
texture reconstruction results. Our algorithm can reduce the length of the seam-line by reducing the
number of texture charts. To verify the improvement in the reconstruction effect, we analyzed the
seam-line length. The statistical results of the seam-line length in Figure 18. The seam-line length of
the texture chart generated by our method is significantly smaller than the boundary length generated
by OpenMVS.
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5.2.4. Quantitative Comparison of Texture Clarity

Shan et al. [59] mentioned that the resolution (clarity) of texture is an important indicator of the
true degree of authenticity of texture reconstruction. However, if only the clarity is used, the method of
directly specifying the sharpest image for each triangle face will get the highest score. It is unreasonable
because the number of texture charts also needs to be considered. Therefore, this paper uses the average
texture clarity of each texture chart (formula 9) as the evaluation index. The statistical results of texture
clarity are shown in Figure 19. The texture clarity generated by our algorithm is gradually improved
with the amount of data increasing, while the texture clarity generated by OpenMVS is gradually
decreasing. This suggests that our proposed algorithm could improve the texture reconstruction effect.
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5.3. Discussion

Based on experiments on three typical sets of UAV data with different reconstruction range,
the experimental conclusions are as follows: (1) the improved OpenMVS texture chart generation
method proposed in this paper was suitable for scenes with different reconstruction ranges. Compared
with the original OpenMVS texture chart generation method, our method reduced the number of
texture charts, and exerted a profound improvement on the miscuts and color differences between
texture charts. The texture reconstruction results were more natural. (2) Due to the improved VSA
plane segmentation algorithm adopted multithread parallel processing, compared with the original
VSA algorithm, the proposed algorithm highly boosted the extraction efficiency of mesh model planar
structure features. To a certain extent, it also improved the efficiency of OpenMVS texture reconstruction
algorithm. Compared with the original OpenMVS texture chart generation method, the proposed
method greatly reduced the number of texture charts, shortened the total length of the seam-line,
and significantly improved the average texture chart clarity.

From the experiments, however, we also found that there is still room for improvement in our
method. Parallel computing requires the merging of texture charts, which would still require the use
of considerable time. For future studies, the algorithm can be further improved to achieve a more
detailed and faster 3D texture reconstruction.

6. Conclusions

Texture reconstruction is a hot topic in the field of digital photogrammetry and computer vision.
Given insufficient consideration of the smoothness term in the MRF energy function constructed by
existing 3D texture reconstruction methods, the generated texture chart results still had considerable
fragment problems (which will result in serious local miscuts and color discontinuity between texture
charts and reduce the execution efficiency), and jaggy boundaries between texture charts. This study
fully utilized the planar structure information of the mesh model and the visual information of the 3D
triangle face on the image and proposed an improved, faster, and high-quality texture chart generation
method based on the OpenMVS texture chart generation algorithm. The main methodology is as follows:
first, the visual quality of different visual images is scored for each triangle face. The plane structural
features of the mesh model are extracted, and the processing flow is partitioned into three parts:
(1) splitting mesh into blocks; (2) automatic segmentation of all planes in each block; and (3) merging
of planes that are on the same plane between adjacent blocks. Finally, the plane structure information
of the model is integrated into the MRF energy function. The graph cut is used to minimize the energy
function to obtain the texture charts, and the boundary of the texture chart is smoothed.

In general, we proposed a novel OpenMVS-based texture reconstruction method based on the
fully automatic plane segmentation algorithm using the improved variational shape approximation
framework for 3D mesh models. Our method solves the problem of the existing MRF energy function,
wherein it only considers the selection of the image label of the adjacent triangle face for the smoothness
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term and ignores the planar-structure information of the model. Compared with the original OpenMVS
texture chart generation method, this study’s method achieved the following three goals: (1) improving
the operating efficiency of the OpenMVS texture chart generation method to a certain extent; (2) reducing
the number of texture charts (it helps ameliorate the problem by miscuts and large color discontinuity
between texture charts); (3) to a certain extent, minimizing the sampling error of the boundary seam-line
of texture charts.
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