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Abstract

:

High-quality focusing with accurate phase-preserving is a significant and challenging step in interferometric synthetic aperture radar (InSAR) imaging. Compared with conventional frequency-based imaging algorithms, the time-domain back-projection algorithm (TDBPA) can greatly ensure the accuracy of imaging and phase-preserving by point-to-point coherent integration but suffers from huge computational complexity. In this paper, we propose an efficient InSAR imaging method, called a frequency-domain back-projection algorithm (FDBPA), to achieve high-resolution focusing and accurate phase-preserving of InSAR imaging. More specifically, FDBPA is utilized to replace the traditional point-to-point coherent integration of TDBPA with frequency-domain transform. It divides the echo spectrum into uniform grids and transforms the range compression data into the range frequency domain. Phase compensation and non-uniform Fourier transform of the underlying scene are implemented to achieve image focusing in the wavenumber domain. Then, the interferometric phase of the target scene can be preserved by accurate phase compensation of the target’s distance. FDBPA avoids the repetitive calculation of index values and point-to-point coherent integration which reduces the time complexity compared with TDBPA. The characteristics of focusing and phase-preserving of our method are analyzed via simulations and experiments. The results demonstrate the efficiency and high-quality imaging of the FDBPA method. It can improve the imaging efficiency by more than three times, while keeping similar imaging accuracy compared with TDBPA.
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1. Introduction


Synthetic aperture radar (SAR) [1,2,3,4,5,6] is a breakthrough in the field of modern remote-sensing science. It replaces the wave-front spatial sampling set obtained by the real array antenna with the echo time sampling sequence received by the synthetic array element at different spatial locations. In recent decades, SAR has demonstrated significant applications in terrain mapping, natural resource exploration, and target tracking field due to its strong transmission, all-weather, and all-day features. Interferometric synthetic aperture radar (InSAR) [7,8,9,10,11] is developed on the basis of SAR technology to higher imaging dimensions. Combining the phase information and geometric relationship of two or more pairs of SAR images relative to the same scene, InSAR can acquire a high-resolution Digital Elevation Model (DEM) and an orthophoto map of a large area. Hence, InSAR has become an effective and important remote-sensing technology for a large rolling terrain, and it is of great significance to terrain mapping, natural disaster monitoring, and resource investigation. High-precision measurement and sensing is not only one of the inevitable trend in the future development of InSAR technology but also an urgent need in the current InSAR applications. In recent years, more and more high-precision space-borne InSAR satellite systems that are developed for terrain observation, such as ALOS2 PalSAR satellite [12], Cosmo-Skymed system [13], TerraSAR/TanDEM-X binary system [14], and RCM satellite constellation [15], have been successfully launched and operated. These satellites make a great contribution to the management and exploration of the geological environment and other issues on a global scale by InSAR technology.



Serval types of algorithms based on conventional SAR image formation have been developed in the past few decades. Generally, these algorithms can be divided into two categories: one is the frequency-domain-based algorithm, e.g., range-Doppler algorithm (RDA) [16,17,18,19], chirp scaling algorithm (CSA) [20], wavenumber-domain algorithm (WKA) [21,22,23,24,25]. Another is the time-domain-based algorithm, such as the matched filter algorithm (MFA) and the back-projection algorithm (BPA) [26,27,28,29]. Classical frequency-domain algorithms are limited in their precision due to processor approximations, e.g., the platform is moving uniformly in a straight line or the reference focusing function is the same in all areas of the underlying scene. In practice, these assumptions are not always true, such as the reference focusing function will cause defocusing and phase errors of the area which are far from the reference scene center. Hence, to improve the focusing quality of InSAR, error compensation is necessary for these frequency-domain-based algorithms. Usually, the compensation process in these algorithms is complex and difficult to accurately. Moreover, the traditional frequency-domain-based methods are range-plane projection-based imaging, which may result in the interferometric phase wrapping and the target geometry distortion serious if the terrain is abrupt. In addition, due to the influences of airflow, obstacles, and other factors, the movement trajectory of the radar platform usually is complex and deviates greatly from the ideal trajectory in practice. It increases the difficulty of frequency-domain focusing, resulting in a decrease in imaging accuracy and phase extraction accuracy.



Different from the frequency-domain-based algorithms, time-domain back-projection algorithm (TDBPA) is more suitable for SAR high-resolution imaging in the case of the complex trajectory of the platform, because it can provide precise focusing and phase information of a large scene by point-to-point coherent integration without any assumption constrained. Making use of the trajectory positions from auxiliary measuring equipment, such as the inertial measurement unit (IMU) or global positioning system (GPS), TDBPA can compensate for the phase delay of the scene directly and avoid range migration correction in the frequency-domain-based algorithm. Furthermore, the imaging plane of TDBPA can be selected as a surface, which greatly reduced the geometric distortion and the overlaying caused by complex rugged topography. Therefore, even in the condition of non-ideal motion trajectory and complex terrain, TDBPA still performances well for high-precision focusing and interferometric phase extraction of a large scene. However, huge complexity and low efficiency is one obvious shortcoming of TDBPA, suffer from due to the point-by-point integration, which restricts its practical application [30,31,32,33]. Compared with the computational complexity of the frequency-domain algorithms   O  (   N 2  log N  )    for an   N     ×     N   image, the complexity of TDBPA grows as   O  (   N 3   )   , which makes it difficult to be real-time imaging in InSAR large scene observation. To improve imaging efficiency of TDBPA, some efficient modified TDBP methods based on sub-aperture decomposition and scene segmentation, such as the fast factorized back-projection algorithm (FFBPA) [34,35,36,37,38,39], have been proposed for SAR imaging. Compared with the conventional TDBPA, FFBPA can reduce the computational complexity, but its imaging accuracy may decrease if the number of decomposed sub-aperture increased. Hence, FFBPA may not be suitable for InSAR high-resolution imaging with a complex trajectory.



To further overcome the drawback of TDBP, an efficient method via transform domain focusing, named as the frequency-domain back-projection algorithm (FDBPA) [40,41,42], is proposed for SAR efficient imaging. In Reference [40], the presented FDBPA transfers the point-to-point coherent integration of conventional TDBPA to the wavenumber domain. It samples the spectrum of the SAR echo data after range compression and projects the spectrum data into the wavenumber domain. Each frequency grid in the wavenumber domain contains the information of the whole image scene. Then the focused image can be obtained by taking inverse Fourier transform of the wavenumber transform data. Owing to the index of each frequency grid is uniform, the step of index value calculation can be performed only once. Compared to TDBPA, FDBPA has improved imaging efficiency and kept similar imaging precision. In Reference [41], the authors introduce the application of FDBPA in stepped-frequency SAR, which improves the computation efficiency and realizes the automatic spatial spectra cutting. In Reference [42], an efficient three-dimensional imaging method based on FDBPA is proposed for SAR imaging, the results also demonstrate the great improvement of imaging efficiency. However, only the efficiency and aggregation degree are analyzed in these FDBPA methods, without considering the phase retention, the topographic relief effect, and the phase derivation relationship of rugged topography. These FDBPA methods cannot be used for InSAR imaging directly. Moreover, the theoretical proof of these FDBPA is only based on the simulation data, without the support of the experiment results of a large scene. Exploiting the advantages of FDBPA is still a challenging issue in InSAR imaging.



In this paper, inspired by the FDBPA [40], we propose an efficient imaging method to achieve high-resolution focusing and accurate phase-preserving of InSAR imaging. The proposed method adopts a non-uniform Fourier transform instead of coherent integration and uses the accurate distance between antennas and imaging spots instead of reference distance to compensate for the delayed phase. In the scheme, the antenna position information is introduced in the azimuth non-uniform Fourier transform and the fully utilized in compensating the delayed phase of the echo signal. Compared with the traditional frequency-domain InSAR imaging algorithm, the proposed algorithm introduces the antenna position information and improves the imaging and phase accuracy. Compared with the time-domain InSAR imaging algorithm, it avoids the repetitive calculation of index and improves imaging efficiency. Therefore, the proposed algorithm is adopted to SAR imaging system, the interferometry system and bistatic system with larger scene. However, due to the complex geometric relationship of bistatic system, the range from transmit-system and receive system to the target scene is calculated separately, which leads to the uniform orthogonal distribution of the frequency grid. Thus, it is necessary to improve the algorithm to process the data from the bistatic system. In this paper, the feasibility of the proposed algorithm is verified by the simulation and measured data of different airborne interferometry system.



The rest of this paper is organized as follows: The second section describes the model of InSAR imaging and the principle of TDBP. The proposed FDBPA for InSAR imaging is introduced in the third section. In the fourth section, the simulations and experiments are applied to demonstrate the effectiveness of the proposed algorithm. The fifth part analyzes the imaging characteristics of FDBPA. Finally, the conclusions and future work are illustrated in the sixth section.




2. InSAR Imaging Model


2.1. Geometric Model


The classical geometric model of InSAR imaging is shown in Figure 1. The InSAR system adopts the single input single output (SISO) working model. The coordinate of the scattering point  p  is  p .   p m   ( t )    and    p s   ( t )    denote the coordinate of the main antenna and slave antenna at the   t - t h   slow time, respectively. The range between the scattering point  p  and antennas is    l m   (  t , p  )    and    l s   (  t , p  )   .   R c   denotes the distance from the antenna to the center of the target scene.  B  is the baseline length of the InSAR system.



The echo signal of a target with time-delayed   Δ τ   can be written as follows:


  m  (  t , τ  )  = κ exp  (  j 2 π  f c   (  τ − Δ τ  )  + j π  K r     (  τ − Δ τ  )   2   )   



(1)




where   κ = σ r e c t  (    τ − Δ τ    T r     )  r e c t  (   t   T a     )    is a window function, and  σ  is the scattering coefficient of target points,   Δ τ   denotes the time-delayed of the target and   Δ τ =   2 l  ( n )   / C   ,   r e c t  ( ⋅ )    is the rectangular window function,    f c    is the center frequency of radar system,    K r    is the Doppler frequency rate,    T r    and    T a    are the pulse period in the range direction and azimuth direction, respectively, and    | τ |  <    T r   2  ,  | t |  <    T a   2   .




2.2. TDBP Method


The basic idea of TDBP is point-to-point coherent integration and time-delayed phase compensation. Firstly, the echo data of InSAR are range-compressed by the matched filter method, which usually achieves in frequency domain. Specifically, the InSAR echo is transformed into the range frequency domain and multiplied by the reference focusing function. The signal of InSAR after range compression can be described as follows:


  s  (  p , t , l  )  = γ  (  l  (  p , t  )   )  exp  (    − j 4 π l  (  p , t  )   / λ   )   



(2)




where   l  (  p , t  )  =    ‖  p −  p m   ( t )   ‖   2   ,  p  is the coordinates of the target point,   γ  (  l  (  p , t  )   )    denotes the ambiguity function of range direction, and  λ  is the central wavelength of the radar system.



Owing to TDBPA is not restricted by the imaging space and the echo can be projected to any plane, the suitable imaging space should be selected and divided into a grid first. For each grid point of imaging space, the range history will be calculated. According to the index value of the range cell, TDBPA projects range-compressed signal to the selected plane and simultaneously compensates the phase function from the range history. Finally, the formula of the focused signal of TDBPA can be expressed as follows:


    s  (  p , l  )    =    ∫ t   γ  (  l  (  p , t  )   )  exp  (    − j 4 π l  (  p , t  )   / λ   )  exp  (    j 4 π l ′  (  p ′ , t  )   / λ   )  d t         ≈  χ Ω   (  p , l  )  exp  (    j 4 π l  (  p ,  t 0   )   / λ   )     



(3)




where    χ Ω   (  p , l  )  =    ∫ n   s  (  p , t , l  )     d t  ,   l ′  (  p ′ , t  )  =    ‖  p ′ −  p m   ( t )   ‖   2    and   p ′   is the coordinate of the target  p  in the selected imaging plane.



For the target point  p , the interferometric phase of InSAR can be written as follows:


  φ  ( p )  = ∢ exp  (    j 4 π  (   l m   (  p ,  t 0   )  −  l s   (  p ,  t 0   )   )   / λ   )   



(4)




where    l m   (  p ,  t 0   )  =    ‖  p −  p m   (   t 0   )   ‖   2    and    l s   (  p ,  t 0   )  =    ‖  p −  p s   (   t 0   )   ‖   2   ; and    t 0    denotes the azimuthal time when the master and slave antennas are closest to the target scene.



Obviously,    l m   (  p ,  t 0   )    and    l s   (  p ,  t 0   )    can be accurately calculated in the TDBP algorithm, hence the high property of phase preserving can be achieved according to (5).




2.3. Problem Formation


In the conventional frequency-domain-based algorithms, the procedure of image formation mainly decomposes the two-dimensional focusing into two cascaded one-dimensional processing, furthermore, FFT is used to achieve imaging focusing in the frequency domain. Hence, its computational complexity is   ο  (   N 2  log N  )    for an   N       ×       N   image. Although these algorithms are very fast, they are limited by several assumed conditions. E.g., if there are high-order phase compensation errors, these methods may be very difficult to accurately compensate for the error and suffer from serious defocusing.



As mentioned above, unlike frequency-domain-based algorithms, TDBPA adopts point-by-point accumulation in the spatial domain, so the accuracy of the image focusing and phase preservation can be significantly improved. According to the procedure of point-by-point accumulation, it leads to an increase in the computational complexity of TDBPA to   ο  (   N 3   )   . Obviously, for a large scene with   10000 × 10000   cells, TDBPA is 2500 times slower than the frequency-domain algorithm. It seriously affects the real-time processing capability of the radar data. Although there are some fast BP imaging methods based on the improvement of methods and optimization of operation flow, e.g., FFBP method and GPU parallelization, the improvement of methods will lose precision and phase, and GPU parallelization is limited by hardware performance. Therefore, how to achieve high-efficiency, high-fidelity InSAR imaging with high precision is still a huge problem.



At present, a frequency-domain-based back-projection algorithm can not only ensure the imaging accuracy but also improve the imaging efficiency, which provides ideas for solving the problem of InSAR imaging.





3. InSAR Imaging via FDBPA


3.1. Theory


Inspired by the basic focusing theory of both frequency-domain-based algorithms and time-domain-based algorithms, FDBP adopts the idea of back projection to eliminate the azimuth and range coupling.



As mentioned above, the equation of TDBPA can be described as follows:


  s  ( l )  =    ∫ t   s  (  t , l  )  ⋅ exp  (  j   4 π l  ( t )   / λ   )     d t  



(5)




where  l  and  t  are the distance in range direction and azimuthal time in the time domain; and  λ  denotes the wavelength.



Converting (5) to the two-dimensional wavenumber domain, the formula will be converted to the following:


  S  ( K )  =    ∫  Ω       ∫ t   s  (  t , l  )  ⋅ exp  (  j   4 π l  ( t )   / λ   )     d t    exp  (  − j K L  )  d L  



(6)




where  K  is the wavenumber vector and   K = [  k y  ,  k r  ]   for 2D imaging;    k y    and    k r    are the wavenumber in azimuth and range direction, respectively;  L  is the space vector, and   L = [  l y  ,  l r  ]  ;    l y    and    l r    are the distance in azimuth and range direction, respectively; and   Ω   is the selected imaging space.



Equation (5) is the processing result of the conventional time-domain back-projection algorithm, (6) is the results of the wavenumber-domain back-projection algorithm. Obviously, the representations of them are very similar. Therefore, we can apply the coherent accumulation in the wavenumber domain as the equivalent of focusing imaging in the time domain.



After some rearrangements, (6) can be written as follows:


  S  (   k y  , ω  )  =    ∫   l r        ∫ t   s  ( l )        exp  (  − j  k y  v t  )  d t ⋅ exp  (  − j ω  l r   )  d  l r   



(7)




where  l  is the distance between platform and imaging scene and   l =    ‖  P −  P m   ‖   2   ,  v  is the azimuthal velocity of the platform,  ω  is the angular frequency of the echo signal.



According to the wave theory,    k y    and  ω  are not orthogonal. Their relationship can be expressed as   ω =  C 2     k y    2  +  k r    2    −  ω 0   , where    ω 0    is the carrier angular frequency,    k y  =   2 π  f d   / v    and    f d    is the Doppler frequency. The central wavenumber in the azimuth direction is    k  y c     and    k  y c   =   4 π sin  ( β )   / λ   ,  v  is the velocity of the radar platform,  β  is the squint angle. It shows the coupling in azimuth and range direction. FDBPA uses the idea of back projection to realize decoupling.



Taking the back projection, (7) can be converted to the following:


  S  (   k y  ,  k r   )  =    ∫ t   s  (  t ,  k r   )  exp  (  − j  k y  v t  )  d t     



(8)




where   s  (  t ,  k r   )  = B P  {  s  (  t , ω  )   }   , denoting back-projection processing on   s  (  t , ω  )   . Owing to the fact that    k y    and  t  are the uniform variables in the frequency domain and time domain, respectively, the coherent accumulation in (8) can be considered as the azimuthal non-uniform Fourier transform of   s  (  t ,  k r   )   .



To reflect the phase factor term in (8), the formula above also can be described as follows:


  F  (   k y  ,  k r   )  = S ′  (   k y  ,  k r   )  exp  (  − j  (     k r    2  +  k y    2    −  k r   )  R  )   



(9)




where   S ′  (   k y  ,  k r   )  =    ∫  Ω       ∫ t   s  (  t , l  )        exp  (  − j K L  )  d L  ,   R =    ‖   p 0  −  p m   (   t 0   )   ‖   2   ,    p 0    is the coordinates of central point of the target scene,    p m   (   t 0   )    is the coordinates of the main antenna at    t 0  - t h   slow time, in which    t 0    is the slow time when the distance from platform to target scene is smallest,   F  (   k y  ,  k r   )    denotes the wavenumber-domain-focused image data, imaging result   f  (  x , y  )    can be obtained from the 2D IFFT of   F  (   k y  ,  k r   )   . The detailed description of this conclusion has been proved in References [27,36].   f  (  x , y  )    contains the amplitude and phase information of the imaging scene and can be described as follows:


  f  (  x , y  )   = Asinc   (  a x  )   sin c   (  b y  )  exp ( − j 4 π l / λ )  



(10)




where  a  and  b  represent for the constant-coefficient relating to InSAR system parameters. Then the interference phase of FDBPA can be obtained by the following formula:


  φ = ∢ exp  (    j 4 π Δ l  / λ   )  ,  



(11)




where   Δ l =  l s  −  l m   , and    l m    and    l s    are the distance from the master and slave antenna to the imaging scene.



According to the imaging geometric relationship    l s    2  =  l m    2  +  B 2  − 2 B  l m  cos  (  α +  π / 2  − θ  )   , in which  B  is the length of baseline,  θ  is the antenna incident angle,  α  is the baseline angle of inclination, The height of the target points can be calculated by the following formula:


  h =   λ  R 1  sin ( θ )   2 π B cos ( θ − α )    φ h   



(12)




where    R 1    is the center distance, and    φ h    is the phase of height obtained by  φ  after phase filtering, removing of flat earth effect, and phase unwrapping. The basic processing chain of InSAR and detailed information of phase unwrapping are introduced in References [43,44,45].




3.2. Algorithm Flow


According to the theoretical derivation above, there are mainly four steps for InSAR imaging: The first step is range compression, the second step is calculating the index, the third step is back projection, and the last one is inverse Fourier transform.



The main flow of InSAR imaging based on is demonstrated as follows (Algorithm 1):



	Algorithm 1: InSAR Imaging via FDBPA



	Input: raw echo data    s m   (  n , τ  )    and    s s   (  n , τ  )    , antennas information    l m   ( n )    and    l s   ( n )    .

Output: focused image data    f m   (  x , y  )    and    f s   (  x , y  )   .

1: Range Compressed

   s m   (  n , r  )  = IFFT  {   S m   (  n ,  f τ   )  * H  (   f τ   )   }    ,

where    S m   (  n ,  f τ   )    is the raw echo data in the range frequency domain,   H  (   f τ   )    is the range reference function and   H  (   f τ   )  = exp  (    j π  f τ    2   /   K r     )    .

2: Calculation of Index Value

a: grid division

  d k r =   2 π   W r   , d k y =   2 π   W y    

  N r =  ⌈    W r   d r    ⌉  , N y =  ⌈    W y   d y    ⌉   

where    ⌈ ⋅ ⌉    is the sign of ceil;   W r × W y   is the size of the target scene; and   d r   and   d y   are range and azimuth spatial resolution, respectively.

b: the calculation of index value

  I D =    (        k r  2  +   k y  2     / 2  −  k 1   )   /  d k   + 1   ,

where    k r    and    k y    are the range and azimuth frequency scaled by     2 π  / C    , respectively;   d k   and    k 1    are the frequency space and starting frequency scaled by     2 π  / C   , respectively;

and   d k =     2 π  f s   / N   / C    ,    k 1  =   4 π  / λ  −   d k ⋅ N  / 2    .

3: Back Projection

a: 1D Fourier transform

   s m   (  n , ω  )  = F F T  {   s m   (  n , r  )   }   

b: ID extraction by Sinc-interpolation

   s m   (  n ,  k r   )  = sin c  (   s m   (  n , ω  )   )   

c: non-uniform Fourier Translation

   S m   (   k y  ,  k r   )  = N F F T  {   s m   (  n ,  k r   )   }   

where   N F F T  { ⋅ }    denotes the non-uniform Fourier translation.

d: Phase compensation

     S ∧   m   (   k y  ,  k r   )  =  S m   (   k y  ,  k r   )  exp  (  − j  (     k r    2  +  k y    2    −  k r   )   R  y , r    )    ,

where    R  y , r     is the distance from the center of the target point    (  y , r  )    to the antenna.

4: Two-Dimensional Inverse Fourier Transform

   f m   (  x , y  )  = I F F T  {  I F F T  {   S m   (   k y  ,  k r   )   }   }   

The processing step of    s s   (  n , τ  )    is the same as    s m   (  n , τ  )    . The interferometric phase can be obtained by the images data of    f m   (  x , y  )    and    f s   (  x , y  )    after registration.









3.3. Phase Stability


Under the influence of an unstable imaging environment, the trajectory of the antenna platform is not an ideal linear motion. We assume the actual coordinates of radar antennas are    P m    and    P s    , respectively; and    P w    is the actual coordinates of imaging points. The error-free antenna signal of scattering point after two-dimensional focused imaging can be expressed as follows:


   S r   (   P w   )  =  S m   (   P w   )  exp  (  − j 4 π      ‖   P m  −  P w   ‖   2   / λ   )   



(13)




where    S m   (   P w   )    denotes the range-azimuth ambiguity function of the master antenna corresponding to the target point    P w   .



Taking the RD algorithm as an example of the traditional frequency-domain algorithm, it firstly compresses the original echo signal, then corrects the distance migration in the two-dimensional frequency domain, and finally compresses the corrected echo data. The phase of the frequency-domain focusing images can be expressed as follows:


   S  R D    (   P w   )  =  S m   (   P w   )  exp  (  − j 4 π      ‖   P m    ′  −  P w    ′   ‖   2   / λ   )   



(14)




where    P m    ′  = V t  ,  V  is the average velocity of the radar platform, and    P w    ′    denotes the reference point, which is the center of the imaging scene.



In the proposed algorithm, the original echo data are compressed firstly. Then the data are projected into image wavenumber domain, and the non-uniform Fourier transform is implemented in the azimuth; finally, the delayed phase of the echo is compensated according to the measurement position information of antennas and scene, and the two-dimensional inverse Fourier transform is performed. Different from the traditional frequency-domain algorithm, the proposed algorithm introduces the precise antennas position information in the process of azimuth-to-Fourier transform. Secondly, the actual distance between the target points and the antennas is used instead of the reference distance when compensating for the delayed phase of the echo. Thus, the equation of the focusing scene by the proposed algorithm can be written as follows:


   S  F D B P    (   P w   )  =  S m   (   P w   )  exp  (  − j 4 π      ‖    P m   ″   −   P w   ″    ‖   2   / λ   )   



(15)




where     P m   ″     denotes the coordinate of the InSAR platform obtained by the GPS and IMU of the radar system,     P m   ″   = V t  ,  V  is the instantaneous velocity of radar platform, and   V =  [   v r  ,  v y   ]    for 2D imaging;     P w   ″     is the coordinate corresponding to the target point    P w    on the imaging plane.



When antennas vibrate and deviate from the ideal antenna trajectory, the azimuth phase error of the traditional frequency-domain algorithm and the proposed algorithm can be expressed as   Δ  ϕ  R D    (   P w   )  =   4 π  (     ‖   P m    ′  −  P w   ‖   2  −    ‖   P m  −  (   P w   )   ‖   2   )   / λ    and   Δ  ϕ  F D B P    (   P w   )  =   4 π  (     ‖    P m   ″   −  P w   ‖   2  −    ‖   P m  −  P w   ‖   2   )   / λ   , respectively. The precise antenna position information obtained by high-precision positioning tools and IMU(inertial measurement units) makes the coordinate     P m   ″     close to    P m   . Compared with   Δ  ϕ  R D    ,   Δ  ϕ  F D B P     can be viewed as   Δ  ϕ  F D B P   ≈ 0  .



For complex terrain, the azimuth phase error of the traditional frequency-domain algorithm and the proposed algorithm can be expressed as   Δ  ϕ  R D    (    P w  ′   )  =   4 π  (     ‖   P m  −   P w  ′   ‖   2  −    ‖   P m  −   P w  ′   ‖   2   )   / λ    and   Δ  ϕ  F D B P    (    P w   ″    )  =   4 π  (     ‖   P m  −   P w   ″    ‖   2  −    ‖   P m  −   P w   ″    ‖   2   )   / λ   , respectively. FDBP-based InSAR algorithm can make use of the distance calculated by the measured antenna trajectory information and the coordinates of target points in the imaging field to compensate for the delayed phase. For non-reference points, the phase error of the RD algorithm is much larger than that of the FDBP algorithm. Thus, compared with the traditional frequency-domain algorithm, the proposed algorithm can better adapt to the complex terrain. In conclusion, compared with the traditional frequency-domain InSAR imaging algorithm, the proposed algorithm makes full use of the position information of the antenna and imaging scene, which improves phase stability, and avoids the phase error and compensation caused by the non-ideal trajectory of the antenna.




3.4. Computational Complexity


InSAR imaging algorithm based on TDBPA can be divided into two steps: the range compression and TDBPA. Their computational complexity can be described as   ο  (   N a  ×  N r  log  N r   )    and   ο  (   N a  ×  (  2  N r  log  N r  + 2  N x  ×  N y   )   )   , respectively;    N a    and    N r    are the number of imaging cells in the azimuth direction and range direction, respectively; and    N x  ×  N y    is the imaging scene size.



According to the detailed algorithm flow above, the computational complexity of the proposed method consists of four parts. The computational complexity of range compression is   ο  (   N a  ×  N r  log  N r   )    which is consistent with the InSAR imaging algorithm based on TDBPA. The complexity of the division of spectrum grid, back projection, and 2D inverse FFT are   ο  (   N x  ×  N y   )   ,   ο  (   N a  ×  (  2  N r  log  N r   )  + log  N a   )   , and   ο  (   N x  ×  N y  log  (  max (  N x  ,  N y  )  )   )   , respectively.



The main complexity of time-domain-based InSAR imaging comes from TDBPA, and the proposed algorithm suffers from the huge computational complexity mainly from back-projection. Hence, the decisive complexity of TDBPA and FDBPA are   ο  (  2  N a  ×  (   N r  log  N r  +  N x  ×  N y   )   )    and   ο  (  2  N a  ×  N r  log  N r   )   , respectively. Obviously, FDBPA can significantly improve the computational efficiency of InSAR imaging, and the gap between the imaging efficiency of TDBPA and FDBPA becomes more obvious with the increase of scene area. It demonstrates the advantages of FDBPA in InSAR real-time imaging with large scenes.





4. Results


To verify the feasibility and effectiveness of the proposed algorithm, the simulated and actual echo data are processed by TDBP, FDBP, RD, and FFBP algorithm, respectively. In all the experiments, a computer with Intel Core i7-8700K 3.7 GHz CPU, 32 GB RAM, and NVIDIA GeForce RTX 2060 6 GB hardware capabilities, “MATLAB” programming language, CUDA 10.1, CUDNN software has been used.



4.1. Simulation Data


To compare the performance of the proposed algorithm with several classical imaging algorithms, the simulation data are processed by imaging algorithms based on TDBPA, FDBPA, RDA, and FFBPA, respectively. The main simulation parameters of InSAR are shown in Table 1. The original simulation scene is a cone with the size of   250 m     ×     250 m     ×     65 m  . The reflection coefficient of each target point in the simulation scene is different from another according to its distance from the antenna and the unique incident angle. Figure 2a shows the simulation cone scene model. Antenna jitter is added in the trajectory and the actual trajectory is shown in Figure 2b.



The amplitude images and interferograms are shown in Figure 3. For comparing the results under the same situation, TDBPA and FFBPA both select the slant plane as the imaging plane. The top of Figure 3 shows the amplitude images of imaging results. Patently, all these algorithms can produce focused images well while the focused scene produced by TDBPA and FDBPA are clearer. The bottom of Figure 3 shows the interferometric images; they have the consistent distribution of interferometric fringes which demonstrates that they reflect the consistent terrain information. However, it is obvious that the interferogram obtained by the RD algorithm appears more noise points. To quantitatively evaluate the focusing effect and phase-preserving performance of FDBPA, amplitude images are evaluated by image entropy (ENT) and image sharpness (SHA) in this article, while residue, coherence (COH), signal-to-noise ratio (SNR), and sum absolute phase difference (SPD) are used to evaluate the quality of InSAR interferometric phase. Table 2 shows the detailed measurement values of the indicators above.



ENT represents the image entropy, and the formula of ENT is as follows:


  E N T = −   ∑  j = 1  M     ∑  i = 1  N   p  (  c  (  i , j  )   )      ln  (  p  (  c  (  i , j  )   )   )   



(16)




where   p  ( ⋅ )    is the probability of the occurrence of each gray level. Images entropy shows how chaotic the image is. Generally, the smaller the ENT, the better the quality of the amplitude image. However, this rule is not applicable in all cases. Especially for the experiment data, owing to the complexity of the real scene, the evaluation criteria of obtained results are not absolute. Therefore, we pay more attention to the comparison of the indicators of multiple algorithms in this paper. The formula of image sharpness can be expressed as follows:


  S H A = 10 * log  (    ∑ i       ∑ i    |  f  (  i , j  )   |     4     )   



(17)




where   f  (  i , j  )    is the pixel value of the focused image. In contrast to ENT, the larger the value of SHA, the better quality of the image.



The residue (RES) is one of the most important indicators to represent the interference phase quality. It seriously affects the phase unwrapping in InSAR imaging processing. The definition of RES is as follows:


  R E S =   ∑  i = 1  4    Δ i    =  {     0    n o  t   r e s i d u e     2 π   p o s i t i v  e   r e s i d u e     − 2 π   n e g a t i v  e   r e s i d u e      



(18)




where    Δ i    denotes the wrapping phase gradient of the pixel.



SPD denotes absolute phase difference (SPD). For noiseless phases, the phase gradient of adjacent pixel points should be a relatively small value since the terrain is slowly changing. When there is noise in the phase, the phase gradient of adjacent pixels will increase sharply. Based on this principle, Li et al. proposed the sum of phase gradients (SPD). Compared with the residue based on the wrapping phase gradient, the absolute phase gradient and the absolute phase gradient are calculated based on the absolute phase, so they can more accurately reflect the denoising ability of the filtering algorithm. A detailed explain about this can be seen in Reference [46]. The equation of SPD can be written as follows:


  S P D =   ∑ m     ∑ n    (   1 8    ∑  i = 1   − 1      ∑  j = 1   − 1     |  ϕ  (  m , n  )  − ϕ  (  m + i , n + j  )   |       )       



(19)







SPD is calculated based on the absolute phase, so the quality of interferograms can be accurately reflected. In general, the small residue and SPD means the higher the quality of the interferograms, while the coherence coefficient and SNR are the opposite. The coherence (COH) between complex images is often used to measure the similarity between images and the quality of the interferograms. The coherence is defined as follows:


  C O H =    |  E  [   S 1   S 2    *   ]   |      E  [     |   S 1   |   2   ]  E  [     |   S 2   |   2   ]       



(20)




where  ∗  is the conjugate sign, and    S 1    and    S 2    denote the complex image information. Moreover, the signal-to-noise ratio can be obtained by the formula   S N R =   C O H  /   (  1 + C O H  )     .



As we can see from Table 2, all these image quality indexes of FDBPA are close to TDBPA. ENT, RES, and the value of SPD of FDBPA are slightly lower than that of TDBPA, while SHA, COH, and SNR of FDBPA are the opposite. These data demonstrate that FDBPA achieves similar imaging accuracy and phase-preserving property with TDBPA in processing the simulation data. Patently, the performances of RDA and FFBPA are closer to each other and worse than TDBPA and FDBPA. Although the ENT of RDA and FFBPA is lower than that of TDBPA and FDBPA, it is obvious that FDBPA and TDBPA have a better focusing effect according to the amplitude images in Figure 3.



To verify the imaging efficiency of FDBPA, imaging simulations under different scene sizes were implemented with imaging algorithms based on TDBPA, FDBPA, RDA, and FFBPA, respectively. The records of running time are shown in Table 3. It demonstrates that (1) FDBPA is more efficient than TDBPA when the imaging scene size is the same. It can enhance efficiency by three times at least compared with TDBPA. (2) As the increase of the target area, the advantages of FDBPA become more apparent (3) The imaging efficiency of FFBPA is similar to that of FDBPA, but with the increase of scene size, its performance is lower than that of FDBPA finally. (4) RDA has the fastest imaging speed.



Simulations results in this chapter verify the feasibility of FDBPA in InSAR imaging. It can improve computational efficiency while keeping similar imaging accuracy and property of phase-preserving with TDBPA. It means that the InSAR imaging algorithm based on FDBPA has great application advantages and prospects.




4.2. Experiment Data


The measured data of this experiment are obtained from an airborne InSAR system based on the operation mode of single send and double receive. The airborne platform flew 5230 m above the mountainside and collects echo data of the scene. The main system parameters of InSAR are as follows: the carrier frequency,    f c  = 16   GHz  ; the signal bandwidth,    B r  = 800   MHz  ; the sampling frequency,    f s  = 1.2   GHz  ; the antenna aperture length,   D = 0.4   m  ; the pulse repetition frequency,   P R F = 1352  ; the platform height,   H = 5230   m  ; the radar incident angle,   θ    = 0   °   ; the baseline length,   B = 3   m  ; and the reference distance,   R 0 = 4987   m  . This experiment selects part of raw scene data that can reflect the imaging effect to be processed by TDBPA, FDBPA, RDA, and FFBPA, respectively.



The imaging scene is a rolling hillside. As shown in the amplitude images of Figure 4, all of these algorithms can well restore the scene, while TDBPA and FDBPA have better focus effects. Except for the slope depression, the traces of artificial mining, the trees also can be clearly distinguished in the amplitude images of Figure 4c,d. Interferograms contain terrain elevation information of the target scene. Interferograms with consistent interferometric fringes in Figure 4 show that the elevation information obtained by these used algorithms is uniform. Patently, the interferometric image of RDA has more noise points and TDBPA and FDBPA have a similar interferometric effect. Meanwhile, the interferometric image of FFBPA looks brightest and clearest because FFBPA based on sub-aperture imaging has a filtering effect on the echo data that reduces the noise points in the interference graph phase.



Table 4 shows the quality indicators of Figure 4. The quality indexes of TDBPA and FDBPA are very close compared with the other two algorithms, and FDBPA performs slightly worse than TDBPA within a reasonable range which probably because of environmental noise. Furthermore, It demonstrates that the FDBPA and TDBPA have a better focusing accuracy and property of phase-preserving than RDA and FFBPA. Experiment results further prove that in practical application, FDBPA is an effective InSAR imaging algorithm. It can achieve similar imaging accuracy and the property of phase-preserving with TDBPA.



Figure 5 shows the results of InSAR imaging with a farmland scene. The measured data of this experiment were obtained from an airborne InSAR system based on the operation mode of single send and double receive. The main system parameters of InSAR are as follows: the carrier frequency,    f c      =     35   GHz  ; the signal bandwidth,    B r      =     900   MHz  ; the sampling frequency,    f s      =     1   GHz  ; the antenna aperture length,   D     =     0.2   m  ; the pulse repetition frequency,   P R F     =     2500  ; the platform height,   H     =     1020   m  ; the radar incident angle,   θ   =     30  °   ; the baseline length,   B     =     3   m  ; and the reference distance,   R 0     =     5000   m  . This experiment selects part of raw scene data that can reflect the imaging effect to be processed by TDBPA, FDBPA, and RDA, respectively. Table 5 shows the comparison of indicators. It is clear that the imaging efficiency of FDBP is better than TDBPA, while the imaging accuracy and the phase precision are better than TDBP algorithm when processing the same data.



Figure 6 shows the results of airborne InSAR imaging with a large scene. The radar system work in Ka-band and    f c      =     37   GHz  . The ideal imaging resolution is 0.5 × 0.5, the signal bandwidth    B r      =     300   MHz  , the imaging scene size is 4096 × 3400. The partial imaging details are shown in the highlighted red wireframe. Patently, the amplitude images of InSAR imaging algorithm based TDBP shows the best imaging effect, the amplitude image of RD-based InSAR imaging has obvious defocusing as shown in Figure 6b, while the amplitude image of InSAR imaging algorithm based FDBP shows a similar imaging effect with TDBP. The COH of interferogram in Figure 6a–c is 0.812, 0.802, and 0.809, respectively, which demonstrates the phase-preserving ability of the proposed algorithm is better than the traditional frequency-domain algorithm. InSAR algorithm based on TDBP, RD, and FDBP spent 8805.7, 37.28, and 1102.40 s, respectively, to process the airport echo data with the GPU. It shows that the proposed algorithm improves imaging efficiency, compared with TDBPA.





5. Performance Analysis


5.1. The Number of Frequency Grids


FDBPA applies back-projection ideal to the range frequency domain. Grid division is the most important step in the frequency back-projection algorithm. Different from the grid division of the time-domain back-projection algorithm, the range of the frequency-domain grid is a fixed value   2 π  . Therefore, the interval of frequency grids and the number of frequency grids become important indexes to determine the imaging accuracy of FDBPA. To further explore the imaging characteristics of FDBPA, we will test the influence of these two parameters on the proposed algorithm one by one.



For testing the impact of the number of frequency grids on FDBPA, fixing the interval of grids, FDBPA with different numbers of grids are implemented to obtain the amplitude images and interferograms from the raw echo data of the simulation cone. The simulation system parameters are the same as the simulation parameters in the fourth part. The qualities of imaging results are measured by entropy, residue, coherence, absolute phase difference, and so on.



Figure 7 shows simulation results of FDBPA with the number of grid points of   1000     ×     1000  ,   2000     ×     2000  ,   4000     ×     4000  , and   6000     ×     6000  , respectively. Obviously, details of the cone scene in the amplitude images of Figure 7a–c are well restored, and interferometric fringes of interferograms are clear and consistent. There are similar and the change is not obvious. However, as shown in Figure 7d, the focused image is blurred seriously and the interferometric fringes become indistinct. It demonstrates when the interval of grids fixed, with the increase of grids, the scope of the spectrum search is expanded. When the scope reaches a certain level, zero-frequency information will be obtained in the echo data, causing the original scene information covered. According to (17), (18), and (19), the value of sharpness, residue, and the absolute phase difference is related to the number of frequency grids. For eliminating the impact of the change of the number of frequency grids on image evaluation indicators, 2D interpolation is carried out to fix all the focused images size to   6000     ×     6000  . Figure 8 shows the changing trend of ENT and RES of the focusing results.



Table 6 is the quality evaluation of imaging results under different numbers of frequency grids. Obviously, with the increase of grids, the quality of amplitude images and interferograms continue to decrease slightly, and the value of all the indicators changes dramatically when the grids increase to   6000     ×     6000  . Simulation results show that FDBPA can achieve the best imaging effect with the grids calculated by the grid division equation in the third chapter, and when the imaging resolution is consistent with the InSAR system, FDBPA can obtain the best imaging results.



The results of measured data in Figure 9 and Figure 10, and Table 7 confirm the validity of the above conclusions. Figure 9 is the imaging results and Table 7 gives the quality indicators of images in Figure 9. Figure 10 shows the quality indicators of more control groups. Patently, the effect on image quality is minimal when the number of grids varies within a reasonable range. When the number of grids increases to   7000     ×     7000  , obvious noise points appear in the amplitude image, and the interferogram quality falls. Furthermore, the indicators show the best performance when the grid is   1502     ×     2000   which is calculated by grid division formulas with system parameters.




5.2. The Interval of Grids


To observe the influence of the grid interval on the proposed algorithm, simulations under different intervals of grids are carried out. The remaining simulation parameters are consistent with that in the fourth section. Fixing the number of grids and observing the imaging characteristics of FDBPA with the grid interval of 0.5, 0.75, and 1.5  K , respectively, where   K = 2 π / W  , and  W  is the imaging scene range. According to the time-frequency-domain transformation principle, the increase of frequency interval leads to the decrease of interval in the time domain, which results in a reduction in the size of the focused images. When the value of grids interval exceeds  K , the target scene will be out of the range of the focused images and the phenomenon of image overlap appears. To show the imaging effect of the algorithm clearly, the amplitude images and interferometric images shown below are the part of the target scene in the focus images when the grid interval is less than  K .



Figure 11 is the results of the simulation data and shows the amplitude and interferometric images of the target scene. As can be seen from it that with the increase of grid interval, the target scene size increases, the details of the target scene get richer and the interference fringes in the interferograms become clearer. The main characters of the cone in Figure 11a,b, and Figure 11c are well restored and the interferometric fringes are distinct. The reduction of the proportion of the target scene in the focusing image causes the reduction of the resolution of the target scene, which also leads to the loss of the detail information of the restored images in Figure 11a,b. As shown in Figure 11d, when the grid interval exceeds  K , the target scene exceeds the scope of the focused image, resulting in image aliasing and image focusing failure.



Similarly, Figure 12 shows only the scope of the target scene of real-data. It is clear that with the increase of grid interval within the scope of  K , the information of restored images increase. Figure 12d shows the restored results when the grid interval is  K . Patently, spectrum aliasing results in a sharp decrease in image focusing. What differs from the simulation results above is the loss of the focused images information in azimuth with the reduction of grids interval. This is because the image information on both sides of azimuth is obtained from radar half aperture data. The frequency range of the back-projection decreases with the reduction of the grid spacing, resulting in the loss of the azimuthal data of the image and the degradation of the image quality. With the shrink of grids interval, the target scene information in the azimuthal edges will get smaller until it completely disappears.



The experimental results show that the quality of amplitude images and the interference images get better with the increase of the grid interval within the range of  K . When the value of the grid interval exceeds  K , the focus image quality will decrease dramatically due to the problem of spectrum aliasing. Therefore, the optimal frequency grid interval of the proposed algorithm is  K .




5.3. Scene Area


The grid division formulas demonstrate that the interval of grids and the number of grids are calculated from image scene size  W  and vary with the size of the imaging scene. Figure 13 is the target scene of imaging results with the imaging scene size is the 1, 1.5, 2, and 2.5 times of the original scene, respectively. The increase of the scene area leads to the decrease of the interval of grids and the increase of grids, while the number of imaging cells of the target scene in focused images is invariable. It is obvious that the amplitude images and interferograms are consistent with each other and have similar imaging effect under different imaging scene size. Table 8 shows the indicators of the images in Figure 13. The value of these indexes varies in a reasonable range with the increase of scene size. Figure 14 is the experiment results. The amplitude images and interferograms with different imaging scene sizes have similar effects. With the increase of the size of the imaging scene, the contour of the sunken part of the terrain from the amplitude diagram becomes clear. Correspondingly, the interferometric phase in the corresponding part of the interference image is also becoming clearer and easier to distinguish. The simulation results and actual measurement experiments prove that the enlargement of the imaging range can enrich the image details to some extent.





6. Conclusions


In this paper, we propose an InSAR imaging algorithm based on FDBPA with high-precision focusing and accurate phase-preserving. It applies the idea of back-projection in the frequency domain, to resolve the defocusing problem caused by range migration correction (RMC) of the traditional frequency-domain algorithm. The proposed algorithm introduces the precise antennas and scene-position information obtained from the advanced positioning system and inertial measurement unit in the imaging process. Furthermore, when compensating for the delay phase in the two-dimensional wavenumber domain, we use the real distance information from each field to the antenna, instead of the reference scene distance, which improves the focusing and phase precision and ensures the phase accuracy and stability of the proposed algorithm. The back-projection step in frequency domain avoids the repetitive calculation of the index values of the back-projection in time domain and improves the imaging efficiency on the base of the time-domain InSAR imaging algorithm. Moreover, the larger the imaging scene is, the more obvious the effect will be.



Simulation and experiment results in the fourth section primarily verify the feasibility of the proposed algorithm. The InSAR imaging algorithm based on FDBP can achieve imaging and phase accuracy similar to that of the time-domain algorithm, which is much higher than that of the frequency-domain InSAR imaging algorithm. Compared with the time-domain imaging algorithm, the proposed scheme can improve the imaging efficiency by at least three times. As the scene grows larger, its imaging efficiency advantages become more and more obvious. Results in the fifth section demonstrate that with the increase of frequency grids number, the imaging effect goes up and then down, and with the increase of grid interval, the imaging effect goes up and then down. The frequency grid number and grid spacing of the FDBP-based InSAR imaging algorithm can be calculated by the equations in calculation of index of Section 3.2, where the imaging scene size should be the same as the real measured scene size.
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Figure 1. Geometric model of the interferometric synthetic aperture radar (InSAR) system. 
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Figure 2. Simulation scene and antennas. (a) Original cone scene. (b) The trajectories of dynamic antennas and ideal antennas. 
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Figure 3. The imaging results of the simulated cone: (a) range Doppler (RD), (b) fast factorized back-projection algorithm (FFBP), (c) time-domain back-projection algorithm (TDBPA), and (d) frequency-domain back-projection algorithm (FDBP) (top: amplitude, middle: interferograms, and bottom: coherence-map). 
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Figure 4. The results of the experiment: (a) RD, (b) FFBP, (c) TDBP, and (d) FDBP (top: amplitude, middle: interferogram, and bottom: coherence-map). 
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Figure 5. The results of the experiment: (a) TDBP, (b) RD, and (c) FDBP (top: amplitude, and bottom: interferogram). 






Figure 5. The results of the experiment: (a) TDBP, (b) RD, and (c) FDBP (top: amplitude, and bottom: interferogram).



[image: Remotesensing 12 03527 g005]







[image: Remotesensing 12 03527 g006 550] 





Figure 6. InSAR imaging results of the airborne large scene. (a) TDBP, coherence (COH): 0.812, time: 8805.70 s; (b) RD, COH: 0.802, time: 37.28 s; and (c) FDBP, COH: 0.809, time: 1102.4 s (top: amplitude, and bottom: interferogram). 
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Figure 7. The results of the simulated cone: (a) 1000 × 1000, (b) 2000 × 2000, (c) 4000 × 4000, and (d) 6000 × 6000. (Top: amplitude. Bottom: interferogram.). 
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Figure 8. Quality index of simulation data. 
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Figure 9. The results of experiments: (a) 2000 × 2000, (b) 4000 × 4000, (c) 5000 × 5000, and (d) 7000 × 7000. (Top: amplitude. Bottom: interferogram.). 
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Figure 10. Quality indicators of real-data. 
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Figure 11. The results of the simulated cone: (a) 0.5 K, (b) 0.75 K, (c) K, and (d) 1.5 K. (Top: amplitude. Bottom: interferogram.). 
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Figure 12. The results of experiments: (a) 0.25 K, (b) 0.5 K, (c) 0.75 K, and (d) 1.5 K. (Top: amplitude. Bottom: interferogram.). 
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Figure 13. The results of simulation: (a) 1 times, (b) 1.5 times, (c) 2 times, and (d) 2.5 times. (Top: amplitude. Bottom: interferogram.). 
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Figure 14. The results of experiments: (a) 1 times, (b) 1.5 times, (c) 2 times, and (d) 2.5 times. (Top: amplitude. Bottom: interferogram.). 
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Table 1. Simulation parameters.
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	Symbol
	Meaning
	Value





	    f c    
	Carrier frequency
	10 GHZ



	    f s    
	Sampling frequency
	390 MHZ



	    B r    
	Bandwidth
	300 MHZ



	  D  
	Antenna aperture length
	0.9993 m



	   P R F   
	Pulse repetition frequency
	500



	  H  
	Platform height
	4000 m



	  θ  
	Incident angle
	     45  ∘    



	  B  
	Baseline length
	5 m










[image: Table] 





Table 2. Quality indicators of imaging results.
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	Indicator
	RD
	FFBP
	TDBP
	FDBP





	Entropy
	1.762
	1.742
	1.930
	1.911



	Sharpness
	0.00069
	0.0011
	0.0031
	0.0036



	Residue
	9.1 × 105
	7.8 × 105
	3.8 × 105
	3.6 × 105



	coherence
	0.820
	0.821
	0.869
	0.884



	SNR
	0.4506
	0.4509
	0.4648
	0.4692



	SPD
	4.49 × 106
	3.63 × 106
	1.89 × 106
	1.80 × 106



	time(s)
	5.3
	63.7
	144.3
	68.5







SNR = signal-to-noise ratio; SPD = sum absolute phase difference.
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Table 3. Comparison of imaging time.
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	Scene Size
	RD(s)
	FFBP(s)
	TDBP (s)
	FDBP (s)





	1024 × 1024
	0.41
	218.82
	877.53
	344.89



	2048 × 2048
	1.41
	746.74
	3523.32
	1135.66



	4096 × 4096
	6.40
	3531.60
	14,443.20
	3991.83



	8192 × 8192
	22.25
	19365.08
	60,541.36
	14920.49
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Table 4. Comparison of quality imaging results.






Table 4. Comparison of quality imaging results.





	Indicator
	RD
	FFBP
	TDBP
	FDBP





	Entropy
	1.2373
	1.3467
	1.1820
	1.1943



	Sharpness
	496.90
	582.95
	587.36
	589.76



	Residue
	4.4 × 106
	2.7 × 106
	3.1 × 106
	3.2 × 106



	coherence
	0.7878
	0.8045
	0.8183
	0.8116



	SNR
	0.4406
	0.4458
	0.4500
	0.4480



	SPD
	1.61 × 107
	1.11 × 107
	1.20 × 107
	1.25 × 107
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Table 5. Comparison of quality imaging results.
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	Indicator
	TDBP
	RD
	FDBP





	Entropy
	1.9202
	1.8289
	1.8927



	Residue
	4.0 × 105
	12.0 × 105
	5.0 × 105



	SPD
	1.42 × 106
	4.17 × 106
	1.83 × 106



	Time(s)
	1616.8
	11.1
	397.7
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Table 6. Images’ quality indicators under different grid number.
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	Grids
	ENT
	RES
	COH
	SNR
	SPD





	1000 × 1000
	1.890
	1.00 × 106
	0.836
	0.4553
	4.7 × 106



	2000 × 2000
	1.912
	1.34 × 106
	0.818
	0.4502
	6.1 × 106



	4000 × 4000
	1.918
	1.56 × 106
	0.816
	0.4495
	6.9 × 106



	6000 × 6000
	1.980
	1.02 × 106
	0.788
	0.4408
	5.2 × 107







ENT = entropy; RES = residue.
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Table 7. Images’ quality indicators under different grid numbers.
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	Grid Number
	ENT
	SHA
	RES
	COH
	SNR
	SPD





	1502 × 2000
	1.324
	466.82
	5.0 × 106
	0.811
	0.448
	2.1 × 107



	2000 × 2000
	1.326
	466.41
	6.9 × 106
	0.807
	0.447
	2.7 × 107



	4000 × 4000
	1.332
	452.90
	9.4 × 106
	0.787
	0.440
	3.7 × 107



	5000 × 5000
	1.341
	451.52
	1.1 × 107
	0.786
	0.440
	4.3 × 107



	7000 × 7000
	1.372
	450.94
	1.6 × 107
	0.772
	0.436
	6.3 × 107







SHA = sharpness.
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Table 8. Images’ quality indicators under different scene size.
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	Scene Size
	ENT
	RES
	COH
	SNR
	SPD





	1K
	1.971
	36226
	0.833
	0.4545
	1.4 × 105



	1.5K
	1.968
	38546
	0.809
	0.4471
	1.5 × 105



	2K
	1.969
	36270
	0.813
	0.4484
	1.4 × 105



	2.5K
	1.966
	34394
	0.817
	0.4496
	1.3 × 105
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