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Abstract: Snow plays a critical role in hydrological monitoring and global climate change,
especially in the Arctic region. As a novel remote sensing technique, global navigation satellite
system interferometric reflectometry (GNSS-IR) has shown great potential for detecting reflector
characteristics. In this study, a field experiment of snow depth sensing with GNSS-IR was conducted
in Ny-Alesund, Svalbard, and snow depth variations over the 2014–2018 period were retrieved. First,
an improved approach was proposed to estimate snow depth with GNSS observations by introducing
wavelet decomposition before spectral analysis, and this approach was validated by in situ snow
depths obtained from a meteorological station. The proposed approach can effectively separate the
noise power from the signal power without changing the frequency composition of the original
signal, particularly when the snow depth changes sharply. Second, snow depth variations were
analyzed at three stages including snow accumulation, snow ablation and snow stabilization, which
correspond to different snow-surface-reflection characteristics. For these three stages of snow depth
variations, the mean absolute errors (MAE) were 4.77, 5.11 and 3.51 cm, respectively, and the root
mean square errors (RMSE) were 6.00, 6.34 and 3.78 cm, respectively, which means that GNSS-IR can
be affected by different snow surface characteristics. Finally, the impact of rainfall on snow depth
estimation was analyzed for the first time. The results show that the MAE and RMSE were 2.19 and
2.08 cm, respectively, when there was no rainfall but 5.63 and 5.46 cm, respectively, when it was rainy,
which indicates that rainfall reduces the accuracy of snow depth estimation by GNSS-IR.

Keywords: GNSS interferometric reflectometry; snow depth variations; snow surface characteristics;
wavelet analysis; Svalbard

1. Introduction

The Arctic region, one of the regions with the most significant temperature increases, has exhibited
a significant response to climate change [1], and the snow and glaciers in Svalbard have changed
sharply in recent years [2,3]. Snow is a critically important and rapidly changing feature of the
Arctic [4], but snow depth observations in the Arctic are still insufficient in terms of quantity and
quality. Ultrasonic sensors can only obtain the snow depth at certain points, and the discreteness
and uneven distribution of sites severely restrict the real-time acquisition and application of snow
information [5]. Remote sensing methods can obtain large-scale snow information, but the accuracy
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is seriously affected by factors such as cloud and atmospheric refraction and they are incapable of
directly obtaining snow depth information [6].

With the rapid development of global navigation satellite system interferometric reflectometry
(GNSS-IR) technology, it has received increasing attention from the remote-sensing community and is
applied in many research fields, including the monitoring of sea-surface wind [7], soil moisture [8,9]
and snow depth [10–13]. At low satellite elevation, the antenna of a GNSS station will receive both
the direct signal transmitted by the satellite and the signal reflected by objects around the antenna.
The two signals will interfere with each other and cause a deviation called the multipath error. Since the
reflected signal received by the antenna carries reflector information, the physical characteristics of
the reflector can be determined by accurately extracting the reflected signal from the original signal.
In the field of snow depth estimation with the signal-to-noise ratio (SNR), Larson first proposed the
feasibility of using SNR observations to detect the height of the reflecting surface [14] and found a good
correlation between the snow depth obtained by GPS L1 SNR observations and ultrasonic snow depth
measurements [15]. Jacobson inferred both snow depth and snow density for a snow-covered ground
reflector using GPS multipath signals and obtained an estimate of the snow water equivalent [16].
Larson applied snow depth estimation based on SNR observations to a complex terrain, and the results
showed that GPS stations with poor observation quality, such as those in forests, were not suitable for
snow depth measurement [17]. Nievinski proposed forward/reverse models based on GPS multipath
reflected signals, and parameterized unknown snow characteristics were used to estimate snow depth
variation [18]. Tabibi combined GPS and GLONASS SNR observations to estimate snow depth, and the
results of the two systems were comparable in terms of accuracy [19]. Wang used GPS and BDS
SNR observations in Ny-Alesund for snow depth estimation and found that the accuracy of GPS is
slightly higher than that of BDS due to the difference between the number of visible satellites and the
spatial distribution of the two constellations [20]. Durand used GPS SNR observations collected by a
glacier-observation station and successfully determined the variation in snow depth, providing a new
data source for the study of glacier mass balance [21]. Wei investigated the topographic conditions
in snow depth estimation and proposed a strategy to improve the results [22]. At the same time,
Ozeki and Heki used GPS geometry-free observations (L4) for multipath analysis for the first time and
then derived snow depth variation. The results were worse than those of SNR observations due to
the influence of the ionosphere [23]. Jin successfully obtained snow depths and snow temperatures
using the non-parametric bootstrapping model and L4 observations [24]. Yu analyzed the estimation
difference between the combination of the dual-frequency carrier phase and the combination of the
single-frequency phase with a pseudorange. The results show that there is little difference between the
two methods and the SNR observations, but the estimation results for the dual-frequency carrier phase
exhibit higher accuracy and higher data utilization [25].

Generally, GNSS observations are greatly affected by the noise power, which cannot be ignored
in snow depth estimation with SNR observations. In addition, the effects of snow accumulation
and melting as well as the impact of meteorological observations on the snow depth estimation
need to be further investigated, because they can cause differences in the reflection characteristics
of the snow surface. In this paper, an improved method is proposed that involves performing
wavelet decomposition before Lomb Scargle periodogram (LSP) spectrum analysis to reduce the
influence of noise power and improve the estimation accuracy; the results were verified by field
work. The snow depth in Ny-Alesund, Svalbard, over the 2014–2018 period was retrieved from
GNSS-IR. To better understand the relationship between the estimation method and snow-surface
characteristics, the accuracy of the snow depth estimation during the accumulation, melting and
stabilization periods were compared, and the impact of rainfall on snow depth estimation was analyzed
with meteorological observations.
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2. Data and Methods

2.1. Data

A field experiment with GNSS-IR to sense snow depth variations was carried out in Ny-Alesund
(78◦55′N, 11◦55′E), Svalbard, as shown in Figure 1. The local environment is ideal for snow depth
estimation due to the radio silence in Ny-Alesund and flat ground around the GNSS tracking station.
Considering a 1.67 m-high antenna, the specular reflection footprint is within a circle of ~20 m in a
planar area when the satellite elevation angle is 5◦–25◦. Therefore, the shape of the terrain can be taken
as a small plane and has almost no influence on snow depth estimation. The GNSS station is equipped
with a Unicore UR4B0 receiver and a Novatel GNSS-750 antenna, and GPS L1 SNR observations from
2014 to 2018 were collected at a sampling rate of 30 s. The meteorological station at Ny-Alesund,
approximately 230 m from the GNSS station, provided in situ snow depth measurements and rainfall
observations. The in-situ snow depth measurements from the meteorological station were collected at
UTC 6 h every day. All the meteorological observations can be found at http://eklima.met.no, which
contains historical data and real-time meteorological observations from the Norwegian Meteorological
Institute (NMI).
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is a case that illustrates the failure of LSP in obtaining the main frequency, because two peaks can be 
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Since it is particularly important to control the quality of the GNSS observations in snow depth 
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Figure 1. (a) Map of location of Ny-Alesund in Svalbard. (b) Picture of local environment surrounding
GNSS station, photographed by the authors in field work in 2018.

2.2. Method

2.2.1. Approach Based on LSP Spectral Analysis

Note that the signal-to-noise ratio, after removing the trend term, is a sine-like function that
oscillates with the change in satellite elevation. The oscillation frequency can be obtained by
differentiating the change in satellite elevation with time. Because the frequency characteristics contain
height information, we can derive the snow depth estimation from the height of the antenna phase
center relative to the reflector. In this paper, SNR observation data with a satellite elevation of 5◦–25◦

were selected for further processing and analysis. Since the SNR sequence is not sampled at equal
intervals, LSP spectral analysis is often used to process the non-uniformly sampled signal-to-noise
ratio sequences after trend removal to obtain the main frequency [26,27]. Due to the influence of
thermal and environmental noise, on some occasions, it is difficult to obtain the main frequency of the
signal-to-noise ratio sequences via LSP spectral analysis. Figure 2 shows the spectral results of the
de-trended SNR sequence for GPS pseudo-random number (PRN) 19 on February 28, 2018. This is a
case that illustrates the failure of LSP in obtaining the main frequency, because two peaks can be found,
which correspond to two main frequencies and can cause an error in snow depth estimation. Since it
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is particularly important to control the quality of the GNSS observations in snow depth estimation,
an improved approach is proposed in the next section.Remote Sens. 2020, 12, x FOR PEER REVIEW 4 of 16 
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Figure 2. LSP spectral analysis results for the SNR sequences for GPS PRN 19 on February 28, 2018.
A peak corresponds to a main frequency, but two similar peaks mean the failure of LSP in obtaining the
main frequency.

2.2.2. Improved Approach Based on Wavelet Analysis

Commonly used methods for improving the signal-to-noise ratio include the empirical modal
solution, independent component analysis, wavelet decomposition and so on. However, under low
signal-to-noise ratio conditions, there may be aliasing effects with the empirical modal solution,
the autocorrelation matrix of the signals may have zero eigenvalues, and the whitening process cannot
be completed for independent component analysis. By contrast, the multi-resolution characteristics
of wavelet decomposition can accurately represent the local information of the signal in the time
and frequency domains and overcome the shortcomings of the short-time Fourier transform at the
single-resolution scale. Wavelet decomposition is now widely used in time-frequency analysis,
signal-to-noise separation and weak-signal extraction [28,29]. In this study, before performing LSP
spectral analysis on the SNR sequence, wavelet decomposition was carried out to reduce the influence
of the noise power. Grossmann and Morlet proposed the use of wavelet decomposition to express
the signals that meet the conditions as a series of successive approximation expressions for the first
time, and each of these expressions is the smoothed form of the original signal, corresponding to
different resolutions [30]. Wavelet analysis has the advantage of multiple resolutions, and both the
time and frequency windows can be dynamically adjusted according to the specific form of the signal.
Multi-resolution analysis is a set of functions that construct closure approximation L2(R), and the set of
functions constitutes a normalized orthogonal basis. For any given signal, its expansion in wavelet
space can be described as

f (t) =
∑
j∈Z

fw j =
∑
j∈Z

∑
k∈Z

〈
f (t),ψ j,k(t)

〉
ψ j,k(t) (1)

where Wj is the orthogonal complement of the closed subspace Vj on L2(R); Ψ(t) is a function in L2(R).
The corresponding multi-resolution analysis is

f (t) =
∑
j∈Z

〈
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where ϕ is the scale function, j and j’ are the resolution scale, J is the maximum resolution scale, and k
is the translation scale.

For the signal-to-noise ratio sequences after trend removal, the Mallat algorithm was used for
multi-resolution analysis, and the features of interest are extracted by reconstructing the original signal
structure [31]. The corresponding frequencies of different resolution scales can be calculated as

w j =
1

‖ϕ j,k‖
2
0

∫
w
∣∣∣ϕ j,k

∣∣∣2dw (3)

∆w j =
1

‖ϕ j,k‖
2
0

{∫
(w−w j)

2
∣∣∣ϕ j,k

∣∣∣2dw
} 1

2

(4)

where wj is the center frequency and ∆wj is the frequency radius. Since wj is an orthogonal complement
of Vj, w is also an orthogonal sequence set.

After a comparative experiment, a compactly supported orthogonal wavelet decomposition was
performed with a wavelet order of 6 [32]. The results of the discrete wavelet decomposition of the SNR
sequences of the PRN17 satellite on February 28 of 2018 are shown in Figure 3.
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cA6], where cD is the detailed coefficient of the sequence, and cA is the approximation coefficient of 
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Figure 3. Wavelet decomposition results for the dSNR sequence for GPS PRN 19 on February 28, 2018.
The wavelet decomposition of the signal has the following structure: [cD1, cD2, cD3, cD4, cD5, cD6,
cA6], where cD is the detailed coefficient of the sequence, and cA is the approximation coefficient of
the sequence.

Different resolution scales correspond to completely different frequencies, and the higher
the resolution scale, the narrower the frequency window. The coefficients obtained by wavelet
decomposition correspond to different signal frequencies, such as the receiver thermal-noise frequency,
environmental-noise frequency and signal frequency related to snow depth. To further determine the
depth-related frequency in the original signal, LSP spectral analysis was performed on the coefficients
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at each resolution scale; the results corresponding to the different resolution scales are shown in
Figure 4.
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Figure 4. LSP Spectrogram of cD4, cD5, cD4+cD5 and cD5+cD6 after wavelet decomposition.
The combination of cD4+cD5 clearly shows only one peak compared to the other coefficients or
coefficient combinations.

The main frequencies obtained by LSP spectral analysis at cD4, cD5, cD4+cD5 and cD5+cD6 were
14.18, 19.41, 14.25 and 16.35 Hz, and the corresponding snow depths were 35.07, −14.18, 34.41 and
14.43 cm, respectively. According to the measurements provided by the Ny-Alesund weather station,
the snow depth measured at 6:00 UTC on 28 February 2018, was 27 cm. Therefore, cD4+cD5 is more
effective for denoising than the other coefficients. For cD4, although also close to the true values,
the results do not show good denoising effects. After multi-resolution analysis, the reconstructed
spectral-analysis results are in good agreement with the measured snow depth.

After estimating the snow depth from individual SNR sequences, a filtering procedure was
applied to obtain the daily average snow depth by using observations of all the satellites over the
whole azimuth in one day. Results with random errors over three standard deviations were eliminated,
as were negative estimations of daily snow depth.

3. Results and Discussion

3.1. Daily Averaged Snow Depths over 5 Years

Since a filtering procedure was applied to the individual snow depth retrievals in this study,
we first checked the accuracy of individual satellite-derived and measured snow depths. Figure 5
presents two cases of the comparison between the individual satellite-derived and measured snow
depths in one day. There were more than 30 operational satellites in the GPS constellation during the
field experiment, and GPS satellites orbit the earth every 12 hours, with one rising arc and one setting
arc, which means more than 120 dSNR sequences can be used to estimate the snow depth in one day.
As shown in Figure 5, although more than 100 individual satellite-derived snow depths were acquired
in one day, they were remarkably scattered due to the effect of noise.
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Figure 5. Scatterplot of individual satellite-derived snow depths versus in-situ snow depths on Jan.
30, 2015 (a) and Apr. 30, 2015 (b). Red squares represent the measured snow depths from field work,
collected at UTC 6 h every day. Blue circles correspond to snow depths derived from different satellites.

Figures 6 and 7 shows the comparison between individual satellite-derived and measured snow
depths in 2014 and 2015, which can fully represent the effects of the filtering procedure under different
snow packs (shallow, medium and thick). Similar to those in Figure 5, the snow depths obtained
by using individual satellites only have an accuracy of a few tens of centimeters, consistent with
the results of [15,23]. Compared to the soil surface, the snow surface is significantly more spatially
heterogeneous [33]. Therefore, a filtering procedure for the daily average is necessary because of the
low accuracy of the snow depth estimated from individual satellites.
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Figure 6. Scatterplot (a) and line plot (b) of individual satellite-derived snow depths versus in-situ
snow depths in 2014. Red lines represent the measured snow depths from field work. Scatterplot
of all individual satellites is more beneficial to show the dispersion of individual satellite-derived
snow depths in one day, while line plot of selected individual satellites better highlights the trends of
individual satellite-derived snow depths.
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snow depth in Ny-Alesund during the 2014–2018 period is presented in Figure 8, and the 
performance of LSP and the proposed approach is also compared in Figure 8. The data from January 
to June of each year were analyzed in detail because the snow depth changes remarkably during this 
period, while the snow depth in other periods is very small or even 0. 

  
                            (a)                                        (b) 

  
                            (c)                                       (d) 
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The estimated daily snow depths were obtained by averaging individual satellite-derived snow
depths for one day. The comparison between the estimated daily snow depth and measured daily
snow depth in Ny-Alesund during the 2014–2018 period is presented in Figure 8, and the performance
of LSP and the proposed approach is also compared in Figure 8. The data from January to June of each
year were analyzed in detail because the snow depth changes remarkably during this period, while the
snow depth in other periods is very small or even 0.

Table 1. Statistical results for the two methods for snow depth estimation over five years. STD denotes
the standard deviation of snow depth estimations, while MAE and RMSE represent the differences
between the estimated and referenced snow depths.

Year

STD (cm) MAE (cm) RMSE (cm)

LSP
LSP after
Wavelet

Decomposition
LSP

LSP after
Wavelet

Decomposition
LSP

LSP after
Wavelet

Decomposition

2014 8.42 7.90 11.32 10.88 15.54 15.32
2015 6.08 6.14 4.26 4.34 5.52 5.62
2016 7.03 7.12 4.06 4.07 5.41 5.44
2017 6.74 6.32 4.30 4.14 5.46 5.12
2018 7.37 6.51 4.69 4.44 5.67 5.34
mean 7.13 6.80 5.72 5.57 7.52 7.37

Figure 8 shows that the snow depth in Ny-Alesund reaches a maximum in spring, with slow
accumulation in winter and fast melting in summer. Compared to that in 2014, the amount of snow
in Ny-Alesund has declined remarkably in recent years, and the snow depth has generally been
lower than 40 cm. Moreover, frequent fluctuation of the snow depth can be observed in Figure 5.
The temperature rise in the Arctic region, one of the most significant regions of temperature increase
in the 21st century, is aggravating the loss of snow cover year by year. Although there is a certain
systematic error between the estimated and measured snow depth, the two methods generally remain
consistent with the field measurements.
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Figure 8. Daily averaged snow depths based on the two methods in 2014 (a), 2015 (b), 2016 (c), 2017
(d) and 2018 (e). Red line represents the measured snow depth from field work. Green and blue
lines denote the snow depths estimated with LSP and LSP after wavelet decomposition, respectively.
The error bars show the daily standard deviations of the GNSS-based estimations, and the average
standard deviations were ∼7.13 and 6.80 cm for LSP and LSP after wavelet decomposition, respectively,
as also shown in Table 1.

3.2. Performance of the Improved Approach

To verify the reliability and applicability of the proposed approach, the standard deviation (STD),
root mean square error (RMSE) and mean absolute error (MAE) of the two approaches were analyzed
in detail. The RMSE and MAE can be used to evaluate the difference between the estimated value and
referenced value, while the STD is used to quantify the variation or dispersion of a set of data [34–36].

Table 1 compares the two methods for snow depth estimation. The STD is a good indicator of the
stability of the results. It can be observed that the proposed approach has higher precision than the
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LSP method in terms of the STD, indicating that its results are more robust. Furthermore, the MAEs
of the estimated and measured values are 5.72 and 5.57 cm, and the RMSEs are 7.52 and 7.37 cm,
respectively, for the LSP approach and the proposed approach, which means that the proposed method
is more consistent with the field measurements than the original approach. By comparing the accuracy
in different years, we can see that the improvement is limited because the wavelet decomposition
transform is only a denoising method and does not change the frequency characteristics contained in
the original signal. When the noise is large, as shown in Figure 2, the improvement effect is obvious;
however, when the noise is small, the accuracy of the two methods is roughly equivalent.

As discussed in the method section, after estimating the snow depth from individual SNR
sequences, the daily average snow depth was obtained using observations of all the satellites over the
whole azimuth in one day. For the daily snow depth estimation, snow depths derived from individual
satellites with random errors over three standard deviations were eliminated during data processing,
so data utilization is an important indicator for evaluating the reliability of the improved method.
Figure 9 represents the data utilization rates of the two methods over 5 years, and Table 2 shows the
annual mean data utilization rates of the two methods. Compared with the LSP method, the improved
wavelet-based method has significantly higher data utilization, especially in 2014, 2016 and 2018,
and the mean data utilization rate over 5 years increased from 72.18% to 80.94% for the improved
method, which means that the improved method is more robust and reliable.
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2018 (e). Blue and red lines denote the data utilization rates for snow depth estimation with LSP
and LSP after wavelet decomposition, respectively. The data utilization rate refers to the ratio of
individual-satellite-derived snow depths actually used to calculate the daily averaged snow depth.

Table 2. Annual data utilization rate of the two methods over five years. The data utilization rate
denotes the annual mean of daily data utilization rates.

2014 2015 2016 2017 2018 Mean

LSP 78.66% 81.80% 57.94% 78.77% 63.72% 72.18%
LSP after wavelet decomposition 83.74% 85.05% 75.59% 84.68% 75.60% 80.94%

3.3. Effects of Snow-Surface Characteristics on Estimated Snow Depth

The estimated snow depth is strongly affected by the reflected snow surface characteristics.
The influence of dry snow conditions were discussed by Jacobson [10], Larson [14] and Henkel [37].
Najibi further investigated the interactions of snow accumulation, snow melting, bare soil, and fixed
snow depth [38]. Koch derived snow height under three periods, including the beginning of the
snow-covered season, snow accumulation period, and snow melting period [39]. In this study,
given the complex snow conditions in Ny-Alesund, the changes in snow depth were divided into
the following three stages: the snow-ablation, snow-accumulation and snow-stabilization stages.
The differences between the estimated and measured values at different stages were studied in detail.
The snow-accumulation stage is defined as an increase in snow by 2 cm for three consecutive days,
while the snow-ablation stage is defined as a decrease in snow by 2 cm for three consecutive days.
By contrast, the snow-stabilization stage refers to a change in snow depth within 1 cm for three
consecutive days. The results are shown in Table 3.

Table 3 shows that the proposed approach performs better than the traditional approach under
most snow states. At the snow-accumulation stage, the MAE and RMSE of the estimated and
measured results decreased by 16.83% and 26.90%, respectively, while at the snow-accumulation stage,
they decreased by 12.18% and 12.48%, respectively. At the snow-stabilization stage, they decreased
by 9.01% and 12.53%, respectively. The accuracy of the two approaches in the stable-snow period
is significantly higher than that in the changing-snow period, and the improved accuracy of the
proposed approach is more obvious in the changing-snow period. These results are possibly because
the physical parameters of the surface—such as the dielectric constant, snow-particle size and surface
roughness—are different during different snow periods. The periods will have a certain effect on the
received signal power, and the penetration of the L-band signal will also be different. According to a
previous study [38], although there is a difference in the amplitude of the accumulating and melting
trends, the effect of snow accumulation and snow melting on reflected GPS signals has similar pattern
when compared to each other. Koch also pointed out that comparing the GPS-derived snow height with
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the validation data, the agreement for dry snow in accumulation period (RMSE: 0.13 m) and wet snow
in melting period (RMSE: 0.14 m) is very good [39]. By contrast, under stable-snow condition, the snow
depth derived from GNSS-IR can be more accurate. Although the observation noise is large in the
snow-accumulation and ablation periods, wavelet decomposition shows good denoising effects and can
improve the estimation in this period. During the stable-snow period, the physical characteristics of the
snow surface are stable and minimally affected by the observation noise. The wavelet decomposition
does not change the frequency composition in the original signal, so there is no obvious difference
between the two approaches at this point. Upon comparing the estimation results of the two approaches
for different years, it can be found that, except for 2015, the proposed approach significantly improves
the accuracy when the snow changes. A possible reason is that the snow changes in 2015 were relatively
slow, while the snow depths in other years experienced relatively large fluctuations. In summary,
the proposed approach can significantly improve the accuracy of snow depth estimation when the
snow depth changes drastically.

Table 3. Statistical results for estimated snow depths with respect to in-situ snow depths in situations
of different snow-surface characteristics.

Year

Snow-Accumulation Stage Snow-Ablation Stage Snow-Stabilization Stage

LSP
LSP after
Wavelet

Decomposition
LSP

LSP after
Wavelet

Decomposition
LSP

LSP after
Wavelet

Decomposition

MAE
(cm)

2014 7.06 4.66 9.85 9.05 4.98 4.97
2015 3.76 3.95 3.54 3.25 3.86 3.25
2016 6.13 5.78 5.67 4.85 2.74 2.63
2017 6.31 4.65 4.20 3.77 4.73 4.33
2018 6.23 4.82 5.12 4.65 2.36 2.35
mean 5.90 4.77 5.68 5.11 3.73 3.51

RMSE
(cm)

2014 8.58 5.70 11.18 10.37 5.34 5.17
2015 5.30 5.31 4.31 4.03 3.93 3.38
2016 8.51 8.03 7.54 7.11 3.69 3.49
2017 8.64 5.04 6.43 4.99 5.06 4.03
2018 8.40 5.93 5.69 5.18 2.77 2.83
mean 7.89 6.00 7.03 6.34 4.16 3.78

3.4. Effects of Rainfall on Estimated Snow Depth

Rainfall accelerates the melting or freezing of snow by changing its density and dielectric constant.
In this study, the local rainfall data were used to analyze the influence of rainfall on GNSS-IR-based snow
depth estimation for the first time. The meteorological station in Ny-Alesund, Svalbard, also provides
rainfall observations, which makes the research on the effects of rainfall feasible. Figure 10 shows several
typical examples of the impact of rain, where Figure 10a,b are cases without rainfall, and Figure 10c,d
are cases with rainfall. A statistical comparison of the snow depth estimation with and without rainfall
is shown in Table 4.

Table 4. Statistical results for estimated snow depths with respect to in-situ snow depth in situations
with and without rainfall.

Year
MAE (cm) RMSE (cm)

No Rainfall Rainfall No Rainfall Rainfall

2014 4.45 11.81 4.41 11.66
2015 1.32 4.41 1.43 4.22
2016 1.40 2.76 1.68 3.21
2017 2.57 4.29 2.58 4.60
2018 0.71 4.16 0.81 4.31
mean 2.19 5.63 2.08 5.46
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Figure 10. Estimated snow depths in situations with (a and b) and without (c and d) rainfall. Red and
green lines represent the measured and estimated snow depths, respectively. Blue lines denote the
amounts of rainfall during this period.

From Figure 10 and Table 4, it can be observed that when the snow depth variation is stable,
the estimations agree well with the field measurements. When there is no rainfall, the differences
between the estimations and field measurements are smaller; however, when the rainfall changes
greatly, the estimations fluctuate greatly and decrease in accuracy. Based on all the results over 5 years,
it can be found that the MAEs of the estimation results without and with rainfall are 2.19 and 5.63
cm, and the RMSEs are 2.08 and 5.46 cm, respectively, which means that the estimation accuracy is
significantly higher when there is no rainfall. A possible reason is that rainfall affects the snow’s
dielectric constant and physical characteristics, such as size and density.

4. Conclusions

GNSS-IR is a new remote sensing technique for snow depth estimation. In this study, long-term
GNSS observations from 2014 to 2018 in Ny-Alesund were collected and used to retrieve snow depths
with GNSS-IR. First, an improved approach based on wavelet decomposition was proposed to improve
the accuracy of snow depth estimation with GNSS-IR. Due to the good denoising effect of wavelet
decomposition, the noise power and signal power can be accurately separated without changing
the frequency composition in the original signal, which can significantly improve the accuracy and
reliability of the estimations. The errors with the proposed method were lower, and the data utilization
was better. The validity of the proposed approach is particularly obvious when the snow depth
changes sharply. Second, the accuracy of snow depth estimation during the three periods of the
accumulation, ablation and stabilization of snow cover is discussed in this paper. The results show that
snow depth estimation is more accurate during the snow-stabilization period, and more complicated
snow surfaces are present during the snow-accumulation period. The difference in estimation accuracy
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during different snow-cover periods is quite obvious. Finally, combined with the local meteorological
observations at Ny-Alesund, the influence of rainfall on the accuracy of GNSS-IR estimation was
studied for the first time. The results show that the accuracy of snow depth estimation without rainfall
is significantly higher than that with rainfall.

With the development of global navigation satellite systems, future research can focus
on combinations of observations at different frequencies and from different navigation satellite
constellations. In addition, the snow water equivalent can be further calculated from snow depth
variation once the snow density is determined. Future work could also focus on the influences of snow
type, snow wetness, grain size and snow density on GNSS-IR snow depth estimations to improve the
retrieval precision further.

Author Contributions: J.A., P.D. and B.Z. conceived of the study, supervised the experiments and improved the
manuscript. J.L., S.A., Z.W. and Q.Y. contributed to the analysis and discussion. All authors have read and agreed
to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China, grant number 41531069,
41941010 and 41874031, and the Fundamental Research Funds for the Central Universities of China, grant number
2042019kf0220, and supported in part by the Science and Technology Fund of Hubei Province grant number
2018AAA070 and 2018CFA007.

Acknowledgments: The authors are grateful to the Norwegian Meteorological Institute for providing
meteorological observations in Ny-Alesund. We also greatly appreciate the field work support from the
Chinese Arctic and Antarctic Administration and Polar Research Institute of China.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Box, J.E.; Colgan, W.T.; Christensen, T.R.; Schmidt, N.M.; Lund, M.; Parmentier, F.-J.W.; Brown, R.; Bhatt, U.S.;
Euskirchen, E.S.; Romanovsky, V.E.; et al. Key indicators of Arctic climate change: 1971–2017. Environ. Res.
Lett. 2019, 14, 045010. [CrossRef]

2. Ai, S.; Ding, X.; An, J.; Lin, G.; Wang, Z.; Yan, M. Discovery of the Fastest Ice Flow along the Central Flow
Line of Austre Lovénbreen, a Poly-thermal Valley Glacier in Svalbard. Remote Sens. 2019, 11, 1488. [CrossRef]

3. Bruland, O.; Sand, K.; Killingtveit, Å. Snow Distribution at a High Arctic Site at Svalbard. Hydrol. Res. 2001,
32, 1–12. [CrossRef]

4. Bokhorst, S.; Pedersen, S.H.; Brucker, L.; Anisimov, O.; Bjerke, J.W.; Brown, R.D.; Ehrich, D.; Essery, R.L.H.;
Heilig, A.; Ingvander, S.; et al. Changing Arctic snow cover: A review of recent developments and assessment
of future needs for observations, modelling, and impacts. Ambio 2016, 45, 516–537. [CrossRef] [PubMed]

5. Zhu, Y.; Shen, F. Snow Depth Determination Based on GNSS-IR. In Proceedings of the China Satellite
Navigation Conference (CSNC), Beijing, China, 22–25 May 2019; pp. 98–105.

6. Botteron, C.; Dawes, N.; Leclère, J.; Skaloud, J.; Weijs, S.V.; Farine, P.-A. Soil Moisture & Snow Properties
Determination with GNSS in Alpine Environments: Challenges, Status, and Perspectives. Remote Sens. 2013,
5, 3516–3543.

7. Komjathy, A.; Zavorotny, V.; Axelrad, P.; Born, G.; Garrison, J. Gps Signal Scattering From Sea Surface:
Comparison Between Experimental Data And Theoretical Model. In Proceedings of the Fifth International
Conference on Remote Sensing for Mar. and Coastal Environments, San Diego, CA, USA, 5–7 October 1998.

8. Zavorotny, V.; Larson, K.; Braun, J.; Small, E.; Gutmann, E.; Bilich, A. A Physical Model for GPS Multipath
Caused by Land Reflections: Toward Bare Soil Moisture Retrievals. IEEE J. Sel. Top. Appl. Earth Obs.
Remote Sens. 2010, 3, 100–110. [CrossRef]

9. Boniface, K.; Walpersdorf, A.; Guyomarc’h, G.; Deliot, Y.; Karbou, F.; Vionnet, V.; Nievinski, F.
GNSS reflectometry measurement of snow depth and soil moisture in the French Alps. In Proceedings of the
2015 IEEE International Geoscience and Remote Sensing Symposium (IGARSS), Milan, Italy, 26–31 July 2015;
pp. 5205–5207.

10. Jacobson, M. Dielectric-Covered Ground Reflectors in GPS Multipath Reception—Theory and Measurement.
Geosci. Remote Sens. Lett. IEEE 2008, 5, 396–399. [CrossRef]

11. Chen, Q.; Won, D.; Akos, D.M. Snow depth sensing using the GPS L2C signal with a dipole antenna.
EURASIP J. Adv. Signal Process. 2014, 2014, 106. [CrossRef]

http://dx.doi.org/10.1088/1748-9326/aafc1b
http://dx.doi.org/10.3390/rs11121488
http://dx.doi.org/10.2166/nh.2001.0001
http://dx.doi.org/10.1007/s13280-016-0770-0
http://www.ncbi.nlm.nih.gov/pubmed/26984258
http://dx.doi.org/10.1109/JSTARS.2009.2033608
http://dx.doi.org/10.1109/LGRS.2008.917130
http://dx.doi.org/10.1186/1687-6180-2014-106


Remote Sens. 2020, 12, 3352 15 of 16

12. Siegfried, M.R.; Medley, B.; Larson, K.M.; Fricker, H.A.; Tulaczyk, S. Snow accumulation variability on a West
Antarctic ice stream observed with GPS reflectometry, 2007–2017. Geophys. Res. Lett. 2017, 44, 7808–7816.
[CrossRef]

13. Vey, S.; Guntner, A.; Wickert, J.; Blume, T.; Thoss, H.; Ramatschi, M. Monitoring Snow Depth by GNSS
Reflectometry in Built-up Areas: A Case Study for Wettzell, Germany. IEEE J. Sel. Top. Appl. Earth Obs.
Remote Sens. 2016, 9, 4809–4816. [CrossRef]

14. Larson, K.M.; Gutmann, E.D.; Zavorotny, V.U.; Braun, J.J.; Williams, M.W.; Nievinski, F.G. Can we measure
snow depth with GPS receivers? Geophys. Res. Lett. 2009, 36. [CrossRef]

15. Larson, K.M.; Small, E.E. Estimation of Snow Depth Using L1 GPS Signal-to-Noise Ratio Data. IEEE J. Sel.
Top. Appl. Earth Obs. Remote Sens. 2016, 9, 4802–4808. [CrossRef]

16. Jacobson, M. Inferring Snow Water Equivalent for a Snow-Covered Ground Reflector Using GPS Multipath
Signals. Remote Sens. 2010, 2, 2426–2441. [CrossRef]

17. Larson, K.M.; Nievinski, F.G. GPS snow sensing: Results from the EarthScope Plate Boundary Observatory.
GPS Solut. 2013, 17, 41–52. [CrossRef]

18. Nievinski, F.G.; Larson, K.M. Inverse Modeling of GPS Multipath for Snow Depth Estimation-Part I:
Formulation and Simulations. IEEE Trans. Geosci. Remote Sens. 2014, 52, 6555–6563. [CrossRef]

19. Tabibi, S.; Geremia-Nievinski, F.; van Dam, T. Statistical Comparison and Combination of GPS, GLONASS,
and Multi-GNSS Multipath Reflectometry Applied to Snow Depth Retrieval. IEEE Trans. Geosci. Remote Sens.
2017, 55, 3773–3785. [CrossRef]

20. Wang, Z.; Liu, Z.; An, J.; Lin, G. Snow depth detection and error analysis derived from SNR of GPS and BDS.
Acta Geod. Cartogr. Sin. 2018, 47, 8–16.

21. Durand, M.; Rivera, A.; Geremia-Nievinski, F.; Lenzano, M.G.; Monico, J.F.G.; Paredes, P.; Lenzano, L.
GPS reflectometry study detecting snow height changes in the Southern Patagonia Icefield. Cold Reg.
Sci. Technol. 2019, 166, 102840. [CrossRef]

22. Wei, H.; He, X.; Feng, Y.; Jin, S.; Shen, F. Snow Depth Estimation on Slopes Using GPS-Interferometric
Reflectometry. Sensors 2019, 19, 4994. [CrossRef]

23. Ozeki, M.; Heki, K. GPS snow depth meter with geometry-free linear combinations of carrier phases. J. Geod.
2012, 86, 209–219. [CrossRef]

24. Jin, S.; Najibi, N. Sensing snow height and surface temperature variations in Greenland from GPS reflected
signals. Adv. Space Res. 2014, 53, 1623–1633. [CrossRef]

25. Yu, K.; Wang, S.; Li, Y.; Chang, X.; Li, J. Snow Depth Estimation with GNSS-R Dual Receiver Observation.
Remote Sens. 2019, 11, 2056. [CrossRef]

26. Lomb, N.R. Least-squares frequency analysis of unequally spaced data. Astrophys. Space Sci. 1976, 39,
447–462. [CrossRef]

27. Scargle, J.D. Studies in astronomical time series analysis. II—Statistical aspects of spectral analysis of
unevenly spaced data. Astrophys. J. 1982, 263, 835. [CrossRef]

28. Wang, X.; Zhang, Q.; Zhang, S. Water levels measured with SNR using wavelet decomposition and
Lomb–Scargle periodogram. GPS Solut. 2018, 22. [CrossRef]

29. Bilich, A.; Larson, K.M. Mapping the GPS multipath environment using the signal-to-noise ratio (SNR).
Radio Sci. 2007, 42, RS6003. [CrossRef]

30. Grossmann, A.J. Decomposition of Hardy Functions into Square Integrable Wavelets of Constant Shape.
Soc. Ind. Appl. Math. 1984, 4, 723–736. [CrossRef]

31. Mallat, S.G. A Theory for Multiresolution Signal Decomposition: The Wavelet Representation. IEEE Trans.
Pattern Anal. Mach. Intell. 1989, 11, 674–693. [CrossRef]

32. Daubechies, I. Ten Lectures on Wavelets; Society for Industrial and Applied Mathematics: Philadelphia, PA,
USA, 1992.

33. Gutmann, E.D.; Larson, K.M.; Williams, M.W.; Nievinski, F.G.; Zavorotny, V. Snow measurement by GPS
interferometric reflectometry: An evaluation at Niwot Ridge, Colorado. Hydrol. Process. 2012, 26, 2951–2961.
[CrossRef]

34. Armstrong, J.S.; Collopy, F. Error measures for generalizing about forecasting methods: Empirical
comparisons. Int. J. Forecast. 1992, 8, 69–80. [CrossRef]

35. Willmott, C.J.; Matsuura, K. On the use of dimensioned measures of error to evaluate the performance of
spatial interpolators. Int. J. Geogr. Inf. Sci. 2006, 20, 89–102. [CrossRef]

http://dx.doi.org/10.1002/2017GL074039
http://dx.doi.org/10.1109/JSTARS.2016.2516041
http://dx.doi.org/10.1029/2009GL039430
http://dx.doi.org/10.1109/JSTARS.2015.2508673
http://dx.doi.org/10.3390/rs2102426
http://dx.doi.org/10.1007/s10291-012-0259-7
http://dx.doi.org/10.1109/TGRS.2013.2297681
http://dx.doi.org/10.1109/TGRS.2017.2679899
http://dx.doi.org/10.1016/j.coldregions.2019.102840
http://dx.doi.org/10.3390/s19224994
http://dx.doi.org/10.1007/s00190-011-0511-x
http://dx.doi.org/10.1016/j.asr.2014.03.005
http://dx.doi.org/10.3390/rs11172056
http://dx.doi.org/10.1007/BF00648343
http://dx.doi.org/10.1086/160554
http://dx.doi.org/10.1007/s10291-017-0684-8
http://dx.doi.org/10.1029/2007RS003652
http://dx.doi.org/10.1137/0515056
http://dx.doi.org/10.1109/34.192463
http://dx.doi.org/10.1002/hyp.8329
http://dx.doi.org/10.1016/0169-2070(92)90008-W
http://dx.doi.org/10.1080/13658810500286976


Remote Sens. 2020, 12, 3352 16 of 16

36. Shiffler, R.E.; Harsha, P.D. Upper and Lower Bounds for the Sample Standard Deviation. Teach. Stat. 1980, 2,
84–86. [CrossRef]

37. Henkel, P.; Koch, F.; Appel, F.; Bach, H.; Prasch, M.; Schmid, L.; Schweizer, J.; Mauser, W. Snow Water
Equivalent of Dry Snow Derived From GNSS Carrier Phases. IEEE Trans. Geosci. Remote Sens. 2018, 56,
3561–3572. [CrossRef]

38. Najibi, N.; Jin, S.; Wu, X. Validating the Variability of Snow Accumulation and Melting From GPS-Reflected
Signals: Forward Modeling. IEEE Trans. Antennas Propag. 2015, 63, 2646–2654. [CrossRef]

39. Koch, F.; Henkel, P.; Appel, F.; Schmid, L.; Bach, H.; Lamm, M.; Prasch, M.; Schweizer, J.; Mauser, W. Retrieval
of Snow Water Equivalent, Liquid Water Content, and Snow Height of Dry and Wet Snow by Combining
GPS Signal Attenuation and Time Delay. Water Resour. Res. 2019, 55, 4465–4487. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1111/j.1467-9639.1980.tb00398.x
http://dx.doi.org/10.1109/TGRS.2018.2802494
http://dx.doi.org/10.1109/TAP.2015.2414950
http://dx.doi.org/10.1029/2018WR024431
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Data and Methods 
	Data 
	Method 
	Approach Based on LSP Spectral Analysis 
	Improved Approach Based on Wavelet Analysis 


	Results and Discussion 
	Daily Averaged Snow Depths over 5 Years 
	Performance of the Improved Approach 
	Effects of Snow-Surface Characteristics on Estimated Snow Depth 
	Effects of Rainfall on Estimated Snow Depth 

	Conclusions 
	References

