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Abstract: Monitoring infrastructures is becoming an important and challenging issue. In Italy,
the heritage consists of more than 60,000 bridges, which need to be inspected and detected in
order to guarantee their strength and durability function during nominal lifespan. In this paper,
a non-destructive survey methodology for study concrete bridges surface deterioration and viaducts
is presented. Terrestrial and unmanned aerial vehicle (UAV) photogrammetry has been used for
visual inspection of a standard concrete overpass in L’Aquila (Italy). The obtained orthomosaic has
been processed by means of Object-Based Image Analysis (OBIA) to identify and classify deteriorated
areas and decay forms. The results show a satisfactory identification and survey of deteriorated areas.
It has also been possible to quantify metric information, such as width and length of cracks and
extension of weathered areas. This allows to perform easy and fast periodic inspections over time in
order to evaluate the evolution of deterioration and plan urgency of preservation or maintenance
measures.

Keywords: object-based image analysis (OBIA); UAV photogrammetry; concrete bridges; monitoring;
cracks; classification; decay mapping

1. Introduction

In Europe, one of the most challenging problems is ageing infrastructure. A lot of countries
are working to study technical ways to survey and monitor bridges, viaducts and highways.
Italy, also due to its orographic conformation, has a great infrastructure heritage in terms of bridges,
viaducts and overpasses, consisting in about 63,575 structures. Among them, approximately 19,000
belong to the railway network managed by RFI (Rete Ferroviaria Italiana); 14,575 are located on
the road and motorway network managed by ANAS (Azienda Nazionale Autonoma delle Strade)
and approximately 30,000 are managed by Concessionaires, Regions, Provinces and Municipalities.
Infrastructures average age is over fifty years and, although they regularly provide their function, they
show a constant ageing correlated to environment, service and time [1]. Since 2013, 15 bridges have
collapsed in Italy, causing deaths and injuries in half of the cases [2]; among these, the most known
collapse is represented by the Polcevera viaduct in Genoa (Italy) on August 14, 2018, in which 43
people died [3].

Starting from the awareness of the numerous problems related to ordinary ageing of the structures,
there is the need to ensure safety and adequate performance over time. This is possible through a
constant cognitive process and the application of methods and techniques that periodically monitor
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and control the structures. From these considerations, the need to experiment with techniques and
methods for periodic inspections and controls of bridges and viaducts over time arises.

In this paper, a non-destructive methodology for the study of the surface deterioration
of reinforced and prestressed concrete bridges and viaducts has been developed.
Traditionally, the methodology involves concrete expertise with visual inspection and NDT
(Non-Destructive Tests). Then, the survey through both terrestrial and UAV (Unmanned Aerial Vehicle)
digital photogrammetry is performed. Photogrammetry consists of set of procedures which
allows to acquire frames of physical objects and transform them to its metric representation [4].
Digital photogrammetry (image-based systems) is a widely relevant technique used for 3D
reconstruction of architectural objects, for survey of areas and cities or for inspections and
control of infrastructures. It can acquire large quantities of data ensuring accurate measurements;
moreover, thanks to the development of computer vision, processing times are faster. It has been
known that in the last decades, photogrammetry has undergone interesting innovations (i.e., Structure
from Motion) to obtain a detailed 3D model useful for complete survey and important support
for the management of structures and infrastructures [5–9]. Due to the development and costs
reduction of UAV technologies, this technique is increasingly used for the detection of large
and difficult-to-access areas. Therefore, digital photogrammetry is widely used in various fields,
including bridge engineering; specifically it is an excellent solution for inspections, study and accurate
assessment of the state of conservation of bridges and viaducts. Many examples about application of
this technique for bridge inspection can be found in literature: the results of a pilot project which
goal is monitoring the structural deformations of bridge over the Bosphorus in Istanbul in real time
using ground photogrammetric technique is presented by Avsar et al. [10]. The aim of the study is to
improve the efficiency of inspection and facilitate the early identification of deformations, in order
to prevent the long-term deterioration of the structure. Moreover, an accurate 3D geometric model
of Basento bridge (Potenza, Italy) was carried out by UAV digital photogrammetry [11]. Due to the
bridge complexity in terms of the shape, the purpose of the work was to generate an accurate global
bridge model and to assess the state of conservation.

In other studies, a digital photogrammetry technique is used to measure deformations during
load tests [12–15]. Beyond bridges and viaducts, digital photogrammetry is also used to determine the
possible presence of deteriorations on infrastructures such as dams [16,17].

An interesting investigative campaign was conducted using digital terrestrial and UAV
photogrammetry on the Chia-nan concrete bridge (Tainan, Taiwan) [18]. The study aimed to identify
deteriorations (such as spalling concrete) and cracking frameworks present on reinforced concrete
bridge surfaces. The study started from the realization of photogrammetric model, followed by
Object-Based Image Analysis (OBIA). The main purpose was to automatically identify spalling and
crack patterns, achieving an accuracy of 92%–93%. On the same research line, several studies have
been carried out [19–25]. Besides the UAV photogrammetry [26], several geomatics techniques are
used in the literature for the same purpose, like total station [27–29], GNSS (Global Navigation
Satellite System) [30–32] and laser scanner [33–36].

The survey by means of a total station allows to reach millimetre and sub-millimetre accuracy,
with ranges of the order of hundreds of meters. However, it allows to acquire the position of isolated
points and, therefore, the execution times of a large size survey are high; in addition, for high distances,
reflectors (prism) have to be used. Moreover, the cost of the equipment is in the medium-high range.
GNSS positioning techniques detect the points position with accuracies ranging from millimetre to
centimetre, depending on the type of receiver. This technique allows to detect, as well as total station,
the position of isolated points, that is where the receiver is positioned. They are generally used as
GCPs (Ground Control Points). Laser Scanner allows to detect a large number of points (point cloud)
with high detail, reaching millimetre/centimetre accuracies. The latest generation laser scanners are
able to extrapolate, in addition to the coordinates (x, y, z) of each single point, other very important
information, such as the reflectance, colour and normal direction of each single point. However, in the
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case of 3D survey of large and articulated objects, multiple scans are required at different points of view
to avoid shadow areas. In this case, reference targets to align the clouds during the data processing
are necessary. Despite the short times for data acquisition, this survey technique requires more time
for data processing operations (noise cleaning, cloud alignment, meshing). This technique is adopted
not only for the rapid and accurate survey of the geometry of bridges and viaducts, but also for the
study of deterioration on the bridges and viaducts surfaces. This application is particularly interesting
from the point of view of the conservation, as it allows to carry out non-destructive checks with speed,
accuracy and objectivity, repeated over time. However, traditional laser scanner survey is often not
enough and it is therefore integrated with RGB image analysis in order to have more information.
In this case, the cost of the equipment is higher.

Therefore, the choice of the suitable technique is made considering the type of problem to
be detected, the accuracy to be achieved, times, costs and other characteristics such as flexibility
and accessibility. Currently, there are no relevant techniques that can individually satisfy all the
requirements. It is advantageous, indeed, using different techniques in synergy. However, in literature,
the most used and satisfactory techniques are photogrammetry and laser scanning. Of course, it is
necessary to validate the results with in situ visual inspection carried out by expertise.

In the present study, terrestrial and UAV digital photogrammetry has been used for a visual
inspection of a bridge in L’Aquila (Italy). The technique guarantees levels of precision suitable
for the purpose. In addition, acquisition times are shorter and do not require the use of targets.
Finally, although the data processing times are greater than the laser scanner survey, this technique has
lower overall costs. Moreover, the technique provides more information thanks to the correspondence
between chromatic characteristics and position of the detected points. These features make
photogrammetry more flexible than the laser scanner. Then, in this paper, in situ decay and terrestrial
and UAV photogrammetry are performed for the survey. Secondly, the high quality images obtained by
photogrammetry are subsequently processed through Agisoft PhotoScan Pro software. The processing
provides point clouds (sparse and dense), 3D photogrammetric model and orthomosaic of the study
area. About orthomosaic, after contrast improvement and edge detection operations, the image
analysis is performed using OBIA, by means of the open source software Orfeo ToolBox (OTB).
OBIA, in alternative to pixel based method, is an object-based image analysis method, which means
that the units are image objects instead of pixels [37]. Objects are vector polygons generated from
the raster image through the clustering of pixels having similar characteristics [38]. The final result
will be a vector map consisting of all the objects. In addition to the spatial coordinates and spectral
characteristics, semantic information are associated to the object. OBIA technique consist in two
main steps: segmentation and classification [24]. Segmentation subdivides an image into separate
portions (objects or segments). Classification is defined as the process that provides thematic maps
within the image. The term “thematic map" indicates an image consisting of a set of points (pixels)
to which, in addition to the spatial coordinates, a class (or category or label) is associated; the class
can be representative of several characteristics. The OBIA technique allows to analyze and classify the
images by exploiting not only the radiometric information of the individual pixels, as happens for the
pixel-based approach, but also considers the spatial (dimensions, mutual distances, number of pixels
per object, etc.) and topological information [37].

The presented methodology allows us to detect and classify the presence of deteriorated areas
(spalling areas, crack patterns, etc.) on the object surface [24,39,40]. The results show the potential of
the method for inspections and periodic control of the structures.

2. Materials and Methods

In this work, the overpass located in Via Campo di Pile, industrial center of L’Aquila (Italy)
(Figure 1), was studied. It is developed in the N-S direction, between SS.17 and Via Salaria Antica
Ovest (L’Aquila, Italy) and it was built between the late 80 s and early 90 s. Overall length of the
straight structure is 225 m, consisting in 9 spans, with supported beams and 50 years nominal lifespan.
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Pillars are monolithic elements made of reinforced concrete composed of vertical and horizontal
parts, which have rectangular shape section 2 × 3 m and variable height according to the orography.
The overpass is surmounted by 5 symmetrical beams for each span, of rectangular section with variable
height from 1 m to 2 m and base of 2 m; the length from the interlocking section is 3.8 m.

Figure 1. Aerial view of the studied overpass in Via Campo di Pile, L’Aquila, Italy (Image from
Google Maps).

After a preliminary inspection of the whole overpass structure, the second pillar in the N-S
direction was chosen as representative (Figure 2).

Figure 2. Case study pillar.

An accurate visual inspection on all overall structure allowed to classify and quantify the
decay forms. On a Region Of Interest (ROI), chosen because it shows few but difficult pathologies
(cracks) to be detected, an accurate mapping of the surface was carried out; on the base of the
reliefs, the rate of each identified altered form was estimated according to practice procedures.
Later, the presence of superficial pathologies in the investigated element was identified and detected
using digital photogrammetry technique and OBIA. The methodology flowchart is presented
in Figure 3.

The first step of acquisition phase consists of survey planning. Starting from the knowledge
of camera parameters (focal length and sensor dimension, see Table 1) and imposing a GSD
(Ground Sample Distance) equal to 1 mm , survey distance of about 5 m is calculated, with an
adequate longitudinal and transverse overlap. 125 images, 98 from the ground (red ones in Figure 4)
and 27 oblique aerial from UAV (blue ones in Figure 4), were acquired by terrestrial and UAV survey.
UAV characteristics are reported in Table 1. In order to scale the model to real world and to evaluate
the quality of the survey, several Ground Control Points (GCPs) and Check Points (CPs) were acquired
with Total Station TS30 Leica. Acquisition step required around 4 h of work.
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Figure 3. Methodology flowchart.

Table 1. Technical specifications of the instruments used for terrestrial and UAV photogrammetry.

Sensor

Camera Sony Alpha 6000
Resolution 24 MP
Focal length 16 mm

Sensor dimension Width 23.5 mm
Height 15.6 mm

Weight 345 g

UAV

Typology Micro UAV- Hexacopter
Brand Flytop
Model FlyNovex
Weight at teakeoff 6.00 kg
Maximum wind velocity for safe operation Gusts up to 30 km/h (8 m/s)
Autonomy 20 min in hovering at 25 ◦C
Operating altitude 1–150 m
ENAC Certification Yes

Data were elaborated by means of Agisoft Photoscan Pro [41]. An initial check on the
photos quality is carried out by the software, according to parameters such as sharpness,
lighting conditions, stability. A value ranging from 0 (poor quality) to 1 (optimal quality) is given and
images with values greater than 0.6/0.7 are selected. In this case study, only 5 images were removed.
Then, the 3D model of the pillar was obtained following the processing chain of the elaboration
phase (Figure 3). It consists of bundle adjustment, dense point cloud generation and mesh and
texture creation. In this step, 9 GCPs were included in the elaboration to scale the 3D model and 4
CPs were used to evaluate the quality of the obtained photogrammetric model (Figure 5), with RMS
(Root Mean Square) error of about 1.5 cm.
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Figure 4. Scheme of terrestrial (in red) and unmanned aerial vehicle (UAV) (in blue) photogrammetry
images acquired for the analysis.

The OBIA was tested on a representative portion of the pillar. For this purpose, a high definition
orthomosaic is generated starting from the 3D model, identifying a projection plane through three
known points (Figure 5). Image processing operations for contrast enhancement and edge detection
were carried out by Orfeo ToolBox (OTB) 7.1.0 open source software.

Figure 5. Location and distribution of Ground Control Points (GCPs) and Check Points (CPs) used in
the model and axes of the orthomosaic.

In order to discriminate altered and unaltered areas, contrast is improved through the OTB
“ContrastEnhancement” function [42]. The purpose of this algorithm is to emphasize or improve the
contrast to facilitate the extraction of information which is not evident in the original images, in order
to support the image analysis operations [4]. In this case study, for contrast enhancement, linear stretch
algorithm was used instead of non-linear improvement methods [43], according to Rau et al. [18].

Then, in order to emphasize the edges where there are sudden changes in light intensity of
a digital image, like the edge between a crack (low intensity area) and the surrounding unaltered
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concrete surface (high intensity area), edge detection is performed [44,45]. It was therefore used to
help OBIA segmentation phase, through the OTB “EdgeExtraction” function [46].

Finally, OBIA is performed. The main goal is to obtain a vector map consisting of differentiated
set of objects (cracks, spalling areas, stains). For every object, in addition to spatial coordinates and
spectral characteristics, semantic information is associated. OBIA consists of two steps, segmentation
and classification [47]. In segmentation, vector objects consisting in groups of neighbour pixels
that have similar characteristics (such as brightness, color, texture) are created. Segments are vector
polygons [48]. This process is bottom-up: it starts from a pixel to join other similar pixels to become
an object until predefined homogeneity criteria are reached [18]. It is important to underline that
the segments, composed by many pixels, have additional spectral information compared to the
individual pixels (like average, minimum and maximum values, variance and so on). They also
contain spatial information, like mutual distances between objects, number of pixels which compose
the object, topology, and so forth [37]. Image segmentation is generally divided into four categories [49]
(point-based, edge-based, region-based and hybrid approaches) and there are several segmentation
algorithms, like the “watershed”, the “Mean-Shift Segmentation” (MSS), the “fractal net evolution”
approach, and the “hierarchical segmentation/recursive hierarchical segmentation” [24]. In the case
study, the MSS algorithm present in the Orfeo ToolBox (OTB) open source library was used. The MSS
algorithm generates groups of adjacent pixels (segments) having similar radiometric values. The set of
segments will constitute a vector map, where the radiometric (spectral mode, mean, variance, etc.) and
spatial characteristics deriving from the pixels are associated for each segment. It is composed by three
main steps [50–52]. In order to carry out the segmentation using the MSS algorithm there are three
main parameters to be set:

• spatial radius hs (expressed in pixel unit), affects the connectivity of the elements and the
smoothness of the generated segments. It controls distance (number of pixels) that is considered
when grouping pixels into image segments [53]. The choice depends on the size of the objects in
the image;

• range radius hr (expressed in radiometry unit), affects the number of segments. It refers to the
degree of spectral variability (distance in the n-dimensions of spectral space) allowed in an image
segment. The choice depends on the contrast (the lower the contrast, the lower hr should be);

• minimum region size M (expressed in pixel unit), is the minimum size of the region and it affects
noise; the smaller it is, the larger the small objects will be. It is chosen according to the size of the
smallest objects in the image to be segmented.

The OBIA second step is classification. The image has been segmented into appropriate
image objects, then it is classified by assigning each object to a class (label) based on characteristics
and criteria related to each object or their relationship [48] set by the expert. Since the classes actually
present on the scene (cracks, spalling areas, un-deteriorated concrete, etc.) are known, in the case study,
supervised classification technique was performed [37,54]. The concrete expert provides a series of
practical examples (training data) on which the algorithm builds a decision model to classify the
segments of the entire scene. In the OBIA, the classification will concern objects (segments) which,
as explained above, are areas (vector polygons) consisting of grouped pixels with similar characteristics;
therefore, the training examples will be training areas.

Numerous advantages of this technique have led to prefer OBIA over other techniques.
Segmentation divides an image into objects: human eyes conceptually organize what they see in
the same way. Moreover, by creating objects, the computational burden is less than other techniques,
like pixel-based ones. In addition, image objects take into account many features (like shape, texture,
relationship with other objects) which are not present in single pixels. As last, segmentation reduces
the spectral variability between the classes [37]. On the contrary, segmenting a large dataset could be a
challenge and it is an ill-posed problem, which means that it has not unique solution [54]. Despite of
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these, for the presented case study, where the dataset is not large, OBIA presents the advantage to
discriminate different deteriorated areas on the infrastructure surface.

3. Results

The overall structure presents a good state of conservation; its deterioration is mainly due to decay
and weathering related to ageing phenomena; in particular concrete surfaces are affect by: cracks,
map cracking, spalling, washout, exposed rebars, rock pockets, scaling, dusting, corrosion of rebars,
honeycombs, efflorescences, leaching, detachments and biological colonization. In the considered
ROI (Figure 6), washout, cracks, spalling, detachment, rock pockets, exposed rebar, map cracking
were detected.

Figure 6. Results of photogrammetric process: high resolution 3D model and ROI orthomosaic.

3.1. Digital Terrestrial and UAV Photogrammetry Results

The results of the data processing are the high resolution 3D photogrammetric model and the
ROI high resolution orthomosaic (1.95 mm/pixel ) (Figure 6).

3.2. Image Processing Techniques

3.2.1. Image Contrast Enhancement

The result of contrast enhancement on orthomosaic ROI, using linear stretch algorithm, is reported
in Figure 7.

Figure 7. ROI image after contrast enhancement.

Edge detection result, reported in Figure 8, is obtained by means of Sobel filter, because it allowed
to obtain a better outcome from the point of view of noise, compared to the other filters. The other
filters in OTB, gradient and Touzi, were also tested. The first one computes the gradient magnitude of
the image at each pixel; the second one, instead, is more suitable to reduce speckle in radar images [55];
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Sobel operator calculates the image gradient and then finds the magnitude of the gradient vector,
reducing outlier noises.

Figure 8. Edge detection result using Sobel filter.

3.2.2. OBIA: Segmentation and Classification

Concerning segmentation, based on image characteristics, after several tests, the most suitable
values were hs = 5, hr = 255, M = 125. The vector file made up of different objects (cracks,
spalling areas, outcropping reinforcements, drainpipe, rock pockets, lines generated by the formworks),
whose edges are represented by the orange lines in Figure 9, is reported.

Figure 9. Result of segmented image using the Mean-Shift Segmentation’ (MSS) algorithm, obtained
for hs = 5, hr = 255, M = 125.

Then, supervised classification is performed. Main steps are:

• Classes creation: a label for each type of segment present on the scene to be classified is created;
6 classes reported in Table 2 were defined;

• Training areas definition for each class: training areas for each class were selected on
the orthomosaic. Spectral information (average value and standard deviation) of the orthomosaics
was assigned to the corresponded class of segmented image. Since training data will be used in the
decision model, known and well-located areas that best represent the class are chosen on the part
of the image where each class previously defined is clearly visible and differentiated (Figure 10).
These areas are representative of each class. To ensure an accurate classification, the areas need
to be located where they cover the full range of variability of each class, excluding boundaries
between two or more different classes [56];

• Classifier training: classifier is trained by giving the training areas as example. In the end,
the algorithm create a decision model, that is the set of rules used to classify the other segments
in the image. Support Vector Machine (SVM) algorithm was used; the SVM was not born for
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automatic image classification; however, in the last decade, it has demonstrated great effectiveness
in various applications of high-resolution image analysis [24,57–60]. The SVM algorithm is a
supervised non-parametric classifier based on Vapnik’s statistical learning theory [24,61];

• Classification: the decision model was applied to the entire segmented image, in order to generate
a vector thematic map. Every pixel of the image is associated with a class. The result is showed
in Figure 11.

Table 2. Classes created to perform supervised classification.

Class ID Colour Object Typology

1 Grey Background (not deteriorated concrete)
2 Orange Exposed rebars

3 Light grey Spalling

4 Black Cracks

5 Yellow Formwork lines

6 Light blue Drainpipe

Figure 10. Training areas defined for the supervised classification.

Figure 11. Classified image results. In the upper right side, an example of spalling area size.

4. Discussion

From the results analysis, it can be observed that the image has been segmented into 64 objects—43
segments were classified with the code 1 label, that is non-deteriorated concrete; 9 objects were instead
associated with the class that characterizes the cracks (code 4); 3 classes have been associated to code 3
and other 4 classes to code 5 (spalling and formwork lines, respectively). Finally, segments associated
with the drainpipe and exposed rebars (codes 6 and 2) were 4 for the first class and 1 for the second
(Table 3).
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Table 3. Attribute table summary, obtained using Object-Based Image Analysis (OBIA) classification.

Class ID
and Colour Object Typology Associated

Objects Number
% Associated

Object
Area
(cm2)

%
Area

1 Background 43 67.19 16,734.85 88.08

2 Exposed rebars 1 1.56 78.51 0.41

3 Spalling 3 4.69 504.27 2.65

4 Cracks/Rock pockets 9 14.06 733.94 3.86

5 Formwork lines 4 6.25 79.54 0.42

6 Drainpipe 4 6.25 868.72 4.57

TOTAL 64 100 19,000 100

The greatest number of segments concerns non-deteriorated areas, with about 67% of the objects,
followed by the cracked areas with about 14%, then 5% of segments of spalling areas, drainpipe and
formwork lines around 6%. Finally, the number of segments associated with the exposed rebars
(1.56% in total) occupies a small rate.

Furthermore, 88.08% of the detected surface total area is composed by non-deteriorated concrete;
the associated spalling area is approximately 3.06% (considering 2.65% of spalling plus 0.41% of
exposed rebars); the formwork footprint constitutes a very small portion, which amounts to 0.42%;
finally, the area of the cracks occupies about 3.86% of the surface. However, this value must be further
investigated, since part of it has been associated with lower rock pockets (lower part of Figure 11).
Map cracking, washout and detachment classes were at first identified as decay forms and so a specific
class in the training step was defined, but they were not distinguished by OBIA from the background,
so they were not taken into account in the training areas. When there are large images in terms
of extensions, training areas should have good distribution through the image and they should be
selected taking into account all the different chromatic shades for the same class [40]. As in this case
the dataset consists of a small portion of a pillar, it was sufficient a small number of training areas for
each class. Most of the image, indeed, were correctly classified.

To validate the obtained results, visual inspection was carried out by the concrete expert.
The expert found 7 decay forms (Figure 12): cracks, rock pockets, detachment, map cracking,

exposed rebars, spalling and washout. Drainpipe and formwork lines are not contemplated as
decay forms, but they were included for completeness. Comparing OBIA and visual inspections
percentage areas, quite differences and similarities must be noted. Background class, in Table 3, has a
value of about 88%, instead in Table 4 it is around 72%. The difference is because visual inspection
has appreciated other decay forms (washout, map cracking and detachment) while OBIA has not
reached statistically significant results. This is probably because strong radiometric differences are
not detected. Similarities concern exposed rebars and spalling, which percentage values are close to
each other (Table 4). It can be underlined, indeed, that the reference percentage area for spalling is
2.68%, while the OBIA one is 2.65%. About the exposed rebars, reference value is 0.58%, while OBIA
one is 0.41%.

About the cracks and rock pockets, reference value is 3.42% compared to 3.86% of OBIA one.
The original value of 3.86% was overestimated because OBIA identifies rock pockets as cracks.
Looking at both the images, it can be noticed that the spatial position of the cracks is equal for
the biggest, but different from the thinner ones. However, because of the inherent nature of the cracks,
it is still a challenge to correctly classify them, especially the last mentioned. Despite of this, it must
be underlined that OBIA can detect and distinguish cracks of 2 mm width, which is useful for
diagnosis and/or structural monitoring and survey. The causes of the presence of the cracks are
manifold, as well as their dimensions. Plastic, drying and thermal cracks are caused by concrete mix
design and curing and they occur in the early construction phases. Following cracks are produced
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by typical reinforcement corrosion phenomena (carbon or chloride attack) or spalling of the cover
concrete. Map cracking could be attributed to specific mechanisms as alkali aggregate reactions or
freeze-thawing. At last, other cracks could be correlated with structural problems as settlements or
overloads [62,63]. As maintenance implications, also restored or repaired cracks could be monitored
over time.

Figure 12. In situ mapping of the decay forms identified by the concrete expert.

Table 4. Decay forms areas identified by concrete specialist on the ROI.

Area (cm2) % Area

Background 13,597.00 71.56

Exposed rebars 110.00 0.58

Spalling 510.00 2.68

Cracks/Rock pockets 650.00 3.42

Formwork line 143.00 0.75

Drainpipe 960.00 5.05

Detachment 260.00 1.37

Map cracking 430.00 2.26

Washout 2340.00 12.32

Total image area 19,000.00 100

The ability to save data obtained with the OBIA and to perform metric assessments is very useful
because it allows to make repeatable comparisons (monitoring) over time in order to evaluate the
evolution of deterioration.

The use of an open source software is one of the main advantage of the presented method.
OTB open source software proved to be a powerful tool for OBIA using photogrammetry derived
images, even if developed for other applications [39,64,65].

The current practice of visual inspection for concrete infrastructures, as initial diagnostic phase,
is time-consuming, expansive, difficult to perform in wide, complex and arduous structures and
traffic troublemaking. Moreover, inspections results are mainly qualitative and subjective, leading to
possible inconsistent reports if done by no experts or specialists. At last, inadequate or partial visual
inspections can lead to a wrong destructive and/or NDT diagnostic planning. With quantifiable
and reliable imagery, the UAV Photogrammetry and OBIA developed methodology can potentially
supplement and even substitute visual inspection, at least as first analysis of a large dataset.

5. Conclusions

This paper presents a non-destructive survey methodology for the inspection of concrete
infrastructures and, in particular, of a concrete overpass in L’Aquila. By analysing the results,
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the proposed methodology, UAV photogrammetry and Object-Based Image Analysis (OBIA),
has proved to be satisfactory for the identification, survey and classification of deteriorated
concrete areas. It is also possible to detect geometric characteristics (position, area and dimensions)
and spectral signature for the three bands (RGB) of the aforementioned areas. This method has several
advantages that make it suitable for periodic inspections and checks of bridges and viaducts: the
non-destructiveness of the method, the adaptation to different relief scenarios and, thanks to the use of
UAVs, the possibility of taking aerial images in difficult-to-access areas. In addition, the determined
geometric and spectral characteristics have the possibility of being saved in digital format and used
for comparisons over time, in order to track the evolution of deterioration.

To conclude, as future studies, the authors would like to test the results with more sophisticated
stocastical analysis and then, other machine learning algorithms, using also multispectral sensors,
in order to better determine possible changes in a wider radiations range. In addition, a 3D analysis
could be developed to investigate deterioration all-around.

Design and future developments in this preliminary experimented methodology could be used
to characterize concrete weathering and deterioration, but, above all, to perform efficient inspection
and monitoring. Future develop/train trends through machine learning, properly validate by imaging
classification models and case histories, could allow a decision-making tool for the assessment of
concrete conservation, its deterioration and in situ properties. Of course, it is necessary to emphasize
that imaging classification models must be built in collaboration with concrete specialists and based on
training data verified by validation sets. Inspecting and monitoring the degree of concrete deterioration
with new and fast methodology is essential for its conservation, maintenance and safety guarantee.
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Abbreviations

The following abbreviations are used in this manuscript:

2D Two Dimensional
3D Three Dimensional
ANAS Azienda Nazionale Autonoma delle Strade
CP Check Point
ENAC Italian Civil Aviation Authority
GCP Ground Control Point
GNSS Global Navigation Satellite System
GSD Ground Sample Distance
MSS Mean-Shift Segmentation
NDT Non-Destructive Tests
OBIA Object Based Image Analysis
OTB Orfeo ToolBox
RFI Rete Ferroviaria Italiana
RGB Red Green Blue
RMS Root Mean Square
ROI Region Of Interest
SVM Support Vector Machine
UAV Unmanned Aerial Vehicle
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