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Abstract: Aurora, the spectacular phenomenon commonly occurring in high latitudes, is caused
by the precipitation of energetic particles penetrating the Earth’s atmosphere. Being the result of
solar-terrestrial interactions, electron precipitation significantly contributes to auroral production.
To evaluate its magnitude, a physical quantity describing the characteristics of precipitating auroral
electrons—their characteristic energy—is adopted. In this paper, this quantity is derived from joint
data observed by the ground-based auroral spectroscopic imager located in Antarctica Zhongshan
Station and the particle detectors “Special Sensor J5 (SSJ5)” on the Defense Meteorological Satellite
Program (DMSP) satellites. A postprocessing scheme of ground-based spectral data is proposed
to infer the characteristic energy that successively uses classical brute-force, recursive brute-force
and self-consistent approximation strategies for step-up speed improvement. Then, the inferred
characteristic energies are compared to the average energies calibrated from the relevant electron
data detected by SSJ5 to confirm whether this inference is valid. Regarding DMSP F18/SSJ5, these two
energy estimations about auroral electrons deviate slightly from each other and show a strong linear
relationship. It sheds light on further applications of the valuable aurora spectral data.

Keywords: aurora; atmospheric electron transport; auroral energy; hyperspectral data; DMSP SSJ5

1. Introduction

Solar activities interact with Earth’s atmospheric environment in multiple ways so that cause
various natural phenomenon, change the climate, and affect electronic communications in our daily
life. The interactions between the sun and Earth are driven by energetic particles, a portion of which
enter the Earth near its magnetic poles, precipitate in the atmosphere, and cause ionization, optical
emissions, etc. The atmospheric optical emissions are referred to as aurorae. Studies on them provide
a way to understand how the atmosphere responds to the penetration of auroral particles [1–3] and
unveil the very nature of solar-terrestrial interactions [4–6].

As the name suggests, auroral particles are the particles that induce aurora, most of which are
electrons. Being an indirect indicator of the intensity of atmospheric precipitation and solar-terrestrial
activities, the electron characteristic energy is investigated by drawing the help from both in situ and
ground-based detections. In the former case, satellites [7–9] and sounding balloons [10] facilitate the
direct electron measurements, in which the Special Sensor J5 (SSJ5) particle detector on the Defense
Meteorological Satellite Program (DMSP) satellite monitors the electrons and protons along its orbital
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track with a 90◦ field of view (FOV). By contrast, ground-based instruments like all-sky imagers
(ASI) [11,12], auroral spectrograph (ASG), etc. prevail for long-term observations. The first attempt to
infer the characteristics energy of auroral electrons from the remotely-sensed data by these instruments
was [13], focusing on the emission rate of 472.8 nm and three intensity ratios 630.0/427.8, 557.7/427.8
and 630.0/557.7 for inference. This work derived from simulating the temporal characteristics of ion
densities and composition concerning a typical aurora [14,15]. Recently in [16], the characteristics of
precipitating electrons were estimated for an “inverted-V” aurora event from ground-based emission
data of 427.8, 557.7 and 844.6 nm by using the modified GLobal airglOW (ModGLOW) model [17]. Their
comparison with the detected energies by Ground-to-Rocket Electrodynamics-Electrons Correlative
Experiment (GREECE) shows the feasibility of such estimations. Besides, [18] analyzed the auroral
radiations over Lowell, MA on 22–23 June 2015, and derived the precipitating electron energy and flux
by using the GLobal airglOW (GLOW) model [19].

The inverse problem to solve the precipitation characteristics of auroral particles from ground-based
data is difficult to achieve in practice, so the above-related studies all centre on modelling the auroral
production instead. Models describing electron transportation in the atmosphere are used for the
simulation of auroral emissions, considering that the precipitation electrons are the main energy source
of aurorae. Starting from the exploration of the relationship between the relative atomic oxygen
abundance and emissions of 427.8, 486.1, 630.0, 732.0 and 844.6 nm in the thermosphere [20], the Electron
TRANSport (ETRANS) model was developed on the basis of an electron transport equation derived
by applying altitude and energy boundary conditions to the Boltzmann equation [21]. Boltzmann
3-Constituent (B3C) [22] simulates the auroral electron precipitation by solving a Fokker–Planck
equation, while Atmospheric Ultraviolet Radiance Integrated Code (AURIC) [23] takes the calculated
data by B3C to model the airglow emissions in the far-ultraviolet and near-infrared. The application
of [24] to electron transport equations led to the tomographic inversion of 630.0 nm emission [25,26],
following by the development of GLOW based on Monte Carlo techniques. GLOW was later modified
in various ways: employing a hybrid Monte Carlo/Two-stream (MC2S) to auto-solve the fluxes of
auroral protons, hydrogen atoms and secondary electrons [27], involving the far-ultraviolet emissions
of N2 LBH band system, 135.6 nm and 149.3 nm doublets [28], updating the radiative and chemistry
parameters with the latest data [17] and so on.

Essential for understanding the solar-terrestrial system, observations that monitor the auroral
phenomena have been carried out at Chinese research stations in Antarctica and Arctic. Raw data
generated by ground-based instruments are generally used to create the time-versus-latitude plots
called keograms [29] that represent the time-evolution of auroras. Then, researchers familiar with
relevant studies undertake a further study based on these plots. However, the truth is that these data
per se contain much more auroral information to be represented. With this into consideration, this
paper aims to provide an in-depth application of these data, so that even people who are new to
solar-terrestrial research can have a comprehensive view of Earth’s atmospheric environment.

In this paper, the auroral electron energy is inferred from the ground-based aurora spectral data
(ASD) (provided by the Meridian Space Weather Monitoring Project) generated by the ASG equipped
in Chinese Zhongshan Station (located at 76.38◦E, 69.37◦S) (ZHS) [30,31]. To infer this energy as
fast as possible, the strategies that make the simulated auroral events converge to the real events
retrieved from these spectral data in brute-force, recursively brute-force and self-consistent manners
are developed. The estimation of auroral electron energy from the data observed by ASG is compared
to the estimation from DMSP F16–F18 satellite data jointly observed with ASG for a mutual validation
between both estimations.

The rest of this paper is structured as follows. Section 2 describes ASG and ASD in details
essential for the following sections. Section 3 proposes our adopted model for simulating the electron
transportation and three different approximation strategies used for estimating the auroral electron
energy from ASD based on this model. Section 4 presents the respective implementations of these
strategies concerning a specific frame of ASD. Section 5 introduces the procedures of estimating the
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auroral electron energy from the observed electron data by SSJ5, then compares the estimated energies
from both ASD and F16~F18 SSJ5 data. Section 6 summaries the paper.

2. Ground-Based Hyperspectral Imagery

At ZHS, auroral characteristics are currently acquired with the help of an enhanced synchronous
observation system [32]. Besides ASG, this system consists of multiwavelength all-sky imagers,
multiscale imagers and a radiometer. Up to now, many auroral studies have been presented on the
basis of their observed data [33–35].

ASG, the instrument exclusively used for the spectroscopic observations of aurorae occurring over
ZHS, acquires auroral spectral information along the magnetic meridian and could produce successive
frames of ASD every 20 s. As illustrated in Figure 1, it comprises of six units: (1) a fish-eye lens with
180◦ FOV, (2) a slit with the width of 0.07 mm that controls the light flux, (3) a relay lens, (4) a grism
dispersing the incident light into several monochromatic components, (5) a fixed focus lens, and (6) an
electron-multiplying charge-coupled device (EMCCD) Andor DU8201 which is the key assembly for
photoelectric conversion.
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3.1. Schematic Diagram and Some Basic Concepts 

Figure 1. Auroral spectrograph (ASG) equipped at Zhongshan Station (ZHS).

Each frame of ASD is generated within 15 s and formatted as Flexible Image Transport System
(FITS) file. Containing not only hyperspectral information but also morphological information about
aurorae, such a file stores a fixed number of 16-bit digital counts that can be visualized as an image
with a size of 1024 × 1024. Figure 2 illustrates an example ASD frame. The horizontal and vertical axes
represent the magnetic latitude and bandwidth linearly varying with the position index, respectively,
and the spectral and spatial resolutions are determined by spectrograph calibrations. Analogous to the
pixel value as to images, each digital count can be accessed by using its corresponding spatial and
spectral position indexes together.

Remote Sens. 2020, 12, x FOR PEER REVIEW 3 of 18 

 

auroral electron energy from the observed electron data by SSJ5, then compares the estimated 
energies from both ASD and F16~F18 SSJ5 data. Section 6 summaries the paper. 

2. Ground-Based Hyperspectral Imagery 

At ZHS, auroral characteristics are currently acquired with the help of an enhanced synchronous 
observation system [32]. Besides ASG, this system consists of multiwavelength all-sky imagers, 
multiscale imagers and a radiometer. Up to now, many auroral studies have been presented on the 
basis of their observed data [33–35]. 

ASG, the instrument exclusively used for the spectroscopic observations of aurorae occurring 
over ZHS, acquires auroral spectral information along the magnetic meridian and could produce 
successive frames of ASD every 20 s. As illustrated in Figure 1, it comprises of six units: (1) a fish-eye 
lens with 180° FOV, (2) a slit with the width of 0.07 mm that controls the light flux, (3) a relay lens, 
(4) a grism dispersing the incident light into several monochromatic components, (5) a fixed focus 
lens, and (6) an electron-multiplying charge-coupled device (EMCCD) Andor DU8201 which is the 
key assembly for photoelectric conversion. 

 
Figure 1. Auroral spectrograph (ASG) equipped at Zhongshan Station (ZHS). 

Each frame of ASD is generated within 15 s and formatted as Flexible Image Transport System 
(FITS) file. Containing not only hyperspectral information but also morphological information about 
aurorae, such a file stores a fixed number of 16-bit digital counts that can be visualized as an image 
with a size of 1024 × 1024. Figure 2 illustrates an example ASD frame. The horizontal and vertical axes 
represent the magnetic latitude and bandwidth linearly varying with the position index, respectively, 
and the spectral and spatial resolutions are determined by spectrograph calibrations. Analogous to 
the pixel value as to images, each digital count can be accessed by using its corresponding spatial and 
spectral position indexes together. 

 
Figure 2. Illustration of the aurora spectral data (ASD) frame acquired at Universal Time (UT) 15:41:14 
on28 March 2014, at ZHS. 

3. The Scheme to Estimate the Precipitating Electron Energy 

3.1. Schematic Diagram and Some Basic Concepts 
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on28 March 2014, at ZHS.

3. The Scheme to Estimate the Precipitating Electron Energy

3.1. Schematic Diagram and Some Basic Concepts

The major procedures of deriving the auroral electron characteristic energy from raw ASD are
indicated by the black rounded rectangles in Figure 3. They center on the conversion of true intensity
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ratio from digital counts after calibrating the spectrograph ASG, and successive computation of the
theoretical ratio by substituting different trial characteristic energies into an electron transport model
until both ratios are approximate enough. Besides, the adopted approximation strategy determines the
set of trial characteristic energies, so affects the overall time spent for the derivation.
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It is apparent that the intensity ratios between two optical emissions are the key intermediate for
derivation. The true ratio relates to the constitution of the spectroscopic system. As mentioned in the
previous section, the imaging unit of ASG is an Andor EMCCD camera with the sensor CCD201-20.
Using the knowledge about EMCCD imaging and count conversion concerning Andor cameras [36],
the true ratio concerning the emissions of λ1 and λ2 can be expressed as follows if ASG is regarded as
an equivalent EMCCD sensor.

rtrue(λ1,λ2) =
pλ1

pλ2

·

QEλ2T∗λ2

QEλ1T∗
λ1

(1)

In Equation (1), pλ is the spectrally-averaged digital count with respect to the emission of λ, while
QE and T∗ denote the sensor’s quantum efficiency value and the equivalent system transmittance,
respectively. The digital counts of each emission are averaged in the spectral dimension because it
covers several spectral position indexes in practice due to line broadening effect [37].

On the other hand, the intensity ratio can be numerically calculated as rtheo in Equation (2) by
using an electron transport model which requires inputting the energy spectrum of auroral electrons.
For modelling, the absolute emission intensity is expressed in the unit of column emission rate ε. Due
to the difficulty in quantitatively measuring the column length for a light beam, it is the integral of
volume emission rate η over the available range of altitude h.

rtheo(λ1,λ2) =
ε(λ1)

ε(λ2)
ε(λ) =

∫
∞

0 η(λ, h)dh
(2)

According to the basic principles of spectroscopy, optical emission accompanies with energy
loss when an atom or molecules undergo the transition between different energy levels. For instance,
a particle X loses energy by emitting a photon of the particular wavelength with a certain probability
if it is excited from a low-level energy state l0 to a high-level state u and finally stays in a state l that
has the energy lower than u but higher than l0. In this case, the volume emission rate is related to the
transition probability Au→l, namely Einstein A coefficient of transition u→ l , and the number density
of the particles of the upper state nu as follows.

η(λ) = Au→l · nu (3)

Being the important physical quantity for calculating the absolute intensity and relative intensity
ratio, nu is simulated by using the electron transport model described in the next subsection.
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3.2. The Modified Rees’s Electron Transport Model

Here the electron-impact excitation part of [15], which models the major reaction to excite the
atmospheric neutral constituents, is modified to simulate the transportation of precipitating electrons.
Given the electron energy spectrum, this modified model requires the profiles of neutral atmosphere
and initial ionosphere as the input, implements the equations from (4) to (10), and finally returns the
time derivative of nu. Among these equations, (7)–(9) are referred from the papers of [14], [38] and [39],
respectively. Table 1 gives the units of physical quantities.

∂nu/∂t = ηu − [Au +
N∑
i

a(Qi)n(Qi)]nu (4)

ηu = n0

∫
∞

Eth

Φs(Es, h)σ0u(Es)dEs (5)

Φs(Es) =

∫
∞

Es

ηs(E)dE(
dE
dx

∣∣∣ele +
dE
dx

∣∣∣
neut

) (6)

ηs(Es) =

∑3
i=1 SXi fXi(Es)∑5
i=1 SXi fXi(Es)

· q (7)

q = n0
∫ Epmax

Epmin

ρzmax
zmax∆Eion

·
n(M)z

n(M)zmax
·Λ(z/zmax) · n(Ep)EpdEp

z(h) =
∫
∞

h ρ(h′)dh′ , zmax = 4.57× 10−6E1.75
p

(8)

dE
dx
|ele =


ω2

pe2

ν ln mν3

γe2ωp
, kT ≤ Es ≤

me4

2}2

ω2
pe2

ν ln mν2

}ωp
, Es > me4

2}2

(9)

dE
dx
|neut =

∑
i

n(Xi)
∑

j

Wi jσi j(Es) (10)

Table 1. Units for physical quantities.

Symbol Quantity Common Unit a Equation Number

ε Column emission rate R (2)
η Volume emission rate/Production rate cm−3 s−1 (2)–(7)
A Transition probability s−1 (3), (4)
a Deactivation coefficient cm3 s−1 (4)
n Number density cm−3 (3)–(5), (8), (10)
Φ Flux cm−2 s−1 eV−1 (5), (6)
E Energy eV/keV (5)–(10)
σ Cross section cm2 (5), (10)
f Shape factor eV−1 (7)
ρ Mass density g cm−3 (8)
z Atmospheric depth g cm−2 (8)

dE/dx Stopping power eV cm−1 (9), (10)
a R = Rayleigh [40], cm = center miter, s = second, eV = electron volt, keV = kilo electron volt, g = gram.

The overall production of excited particles is primarily contributed by electron-impact excitation
and reduced by the quenching effect. Variables Au, n and a in Equation (4) represent the spontaneous
emission rate of the excited particles, the number density and the collisional deactivation coefficient
concerning the quenching species Qi, respectively. Equation (5) calculates for the volume emission rate
of these particles. Regarding this equation, n0 is the number density of particles in the initial state l0,
Eth the threshold energy in the unit of eV, Φs the altitude-dependent differential secondary electron
flux and σ0u the energy-dependent excitation cross section.
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For secondary electrons, Equations (6) and (7) are combined to solve their flux Φ and production
rate ηs. Es is their energy in the unit of eV, (dE/dx)

∣∣∣
ele is the stopping power of these electrons, while

(dE/dx)
∣∣∣
neut is that of the neutral gas. Denoted by X1~X5, N2, O2, N, He and H are five major neutral

constituents in the atmosphere. Their weights SX1~SX5 are 1.15, 1.5, 0.56, 0.43 and 0.8, respectively.
f , the shape factor that determines the energy distribution of secondary electrons, depends on the
energies of both primary (auroral) and secondary electrons.

Directly determining the production rate of secondary electrons, the total ionization rate q weakly
depends on the energy distribution of primary electrons. As given in Equation (8), it is obtained by
integrating the modulated differential energy flux of primary electrons n

(
Ep

)
EpdEp over

(
Epmin, Epmax

)
,

where the unit of Ep is keV and the upper limit of the primary energy interval is normally taken
as a value much larger than the lower limit. In this integral function, ∆Eion is the energy loss to
produce an ion pair and Λ is the energy dissipation function. n(M)z is the total number densities at the
atmospheric depth z calculated by purely using the mass density profile, while n(M)zmax

corresponds
to the maximum atmospheric depth zmax that is directly decided by the primary electron energy.

Equations (9) and (10) both express the stopping powers. When to calculate the stopping power
of secondary electrons, there are two cases distinguished by the magnitude of their energy. In their
corresponding equations, m, e, ν and T are the mass, charge, speed and temperature of electrons,
respectively, and ωp is the frequency of electron plasma, lnγ is the Euler’s constant equal to 0.577. With
respect to the neutral stopping power, Wi j denotes the excitation potential and σi j the excitation cross
section for a transition from level Xi to X j.

In fact, Equation (4) is a first-order linear differential function because the production rate ηu is
indeed independent of time. Thus, it can be theoretically and experimentally inferred that nu converges
to a limit value within a certain time, as expressed by Equation (11). This coincides with common sense
that the excited particle loses energy in its lifetime until becoming stable.

nu(t) =
ηu

Au→l +
∑N

i a(Qi)n(Qi)
(11)

Then, the absolute intensity of emission λ is derived by combining Equations (2), (3) and (11).

ε(λ) =

∫
∞

0
Au→lηλ,u/[Au +

N∑
i

a(Qλ,i)n(Qλ,i)]dh (12)

Accordingly, the theoretical intensity ratio is

rtheo(λ1,λ2) =

∫
∞

0 Au1→l1ηλ1,u/
[
Au1 +

∑N
i a

(
Qλ1,i

)
n
(
Qλ1,i

)]
dh∫

∞

0 Au2→l2ηλ2,u/
[
Au2 +

∑N
i a

(
Qλ2,i

)
n
(
Qλ2,i

)]
dh

(13)

3.3. Approximation Strategies

3.3.1. Classical Brute-Force Approximation

In most cases, the energy spectrum of precipitating electrons follows either a Maxwellian or
an exponential distribution [38,41,42], that is, n

(
Ep

)
EpdEp = nαe−Ep/αdEp or n

(
Ep

)
EpdEp = nβe−βdEp.

α and β, the parameters determine the distribution shape, are in the unit of keV. Accordingly,
the energy-independent number fluxes nα and nβ are in the unit of cm−2 s−1 keV−1. Defined as the
ratio of energy flux to number flux [43] given in Equation (14), the characteristic energy of auroral
electrons is α or β/2 if these electrons are Maxwellian- or exponential-distributed. These characteristic
energies are just the auroral characteristics to be derived in this paper.
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〈Ep〉 =

∫
npEpdEp∫

npdEp
(14)

As described above, the absolute intensity of any emission can be simulated from such an energy
spectrum with the help of electron transport model, but it is difficult to reverse this simulation because
the simulated intensity is an integration over the altitude range. Taking this into consideration,
the strategies concerning approximation solving are considered for calculating the characteristics of
electrons from the intensities of certain emissions induced by these electrons.

Let PN be the profile of the neutral atmosphere, PI the initial ionospheric profile and E the trial
value of the characteristic energy (α or β/2), the function representing the electron transport model is
denoted by rtheo = DeduceRatio(PN, PI, E). The preliminary simulations show that rtheo increases with
the trial energy E. On this basis, the core of approximation solving is to take successively the value of E
from a set of energies until the intensity ratio rtheo simulated by using this model is approximate to
the true ratio rtrue converted from the digital counts of ASD. Then, the auroral characteristic energy is
estimated as the last trial energy.

Using the brute-force approximation strategy, it is simple to estimate the auroral characteristic
energy by increasing E with a step of dE from the initial energy El and terminating this increment once
rtheo ≈ rtrue. In this paper, the termination condition holds when the absolute difference between both
ratios is no more than 5× 10−5.

3.3.2. Recursive Brute-Force Approximation

To improve the computational efficiency of brute-force solving, fast implementation is developed
by dynamically adjusting the energy increment dE. Algorithm 1 provides its pseudo code, the major
part of which is a nested while loop that controls the iterative increment of E, of which the outer and
inner loops adjust the incremental step dE and the incremental interval (El, Er), respectively. Besides,
rr denotes the calculated ratio in the current iteration, while rl stores the ratio of the last iteration.
According to the monotonic direct relationship between the calculated ratio and trial energy, it can
be derived that the characteristic energy is within (El, Er) if rtrue falls into the interval (rl, rr). In such
cases, the inner loop is terminated early with the adjusted (El, Er) being the incremental interval of E
for the following iterations, meanwhile, the incremental step is reduced by a factor of 10. The iteration
number largely decreases due to the autoscaling of iterative steps, while the precision concerning the
estimation of characteristic energy remains the same as the traditional brute-force strategy.

Algorithm 1. The brute-force strategy

Input: The true intensity ratio rtrue

Output: The trial characteristic energy E
Initialize: El = −0.9, Er = 10.1, dE = 0, rl = 0, rr = 0
Algorithm:

while El < Er do
E← El + dE E = El + dE
while E < Er do

rr = DeduceRatio(PN , PI, E)
if |rr − rtrue| < 5× 10−5 then

El = Er

break
end if
if rtrue > rl and rtrue < rr then

Er = E
break

end if
El = E
rl = rr

E = E + dE
end while
dE = dE/10

end while



Remote Sens. 2020, 12, 2259 8 of 18

3.3.3. Recursive Brute-Force Approximation

The computational complexities of the described brute-force strategies are somewhat high for
practical applications. Thus, the self-consistent approximation strategy as represented in Algorithm 2
is developed for a further speedup. This strategy implements the self-consistent convergence of E by
using only one while loop that adaptively updates k.

The experimentally observed quasilinear relationship between the simulated intensity ratio and
trial value of characteristic energy, which is manifested as r = E·k, ensures the self-consistency of
approximation solving. It also accords with the empirical conclusion drawn by analyzing the dayside
arc data jointly acquired from DMSP and instruments in the Chinese Arctic Yellow River Station [44].

Algorithm 2. The recursive strategy.

Input: The true intensity ratio rtrue

Output: The trial characteristic energy E
Initialize: k = k0, rtheo = 0
Algorithm:

while |rr − rtrue| ≥ 5× 10−5 do
E = rtrue/k
rtheo = DeduceRatio(PN , PI, E)
k = rtheo/E

end while

4. An Example—Derivation

Among all the visible emissions contained by ASD, the ones with wavelengths of 557.7 and
630.0 nm appear yellow-green and red, respectively. They both are the optical signatures of Earth’s
auroras caused by the excitation of oxygen atoms, so here we focus on them for the following derivation.
Essential for the ratio calculation concerning their true intensities based on Equation (1), QE and T∗ are
94.2% and 91.0% regarding emission 557.7 nm, and are 92.7% and 63.4% regarding emission 630.0 nm,
respectively. For any emission, the calculated true ratios are dependent on the spatial position index
indicating the viewing zenith angle of ASG.

Regarding Figure 2, rtrue equals to 6.3966 taken as the maximum ratio in terms of all spatial
positions. It is used by different approximation strategies for deriving the characteristic energy of
auroral electrons. Then, the auroral productions for different characteristic energies are simulated under
the assumption that the simulated auroral electrons are typical, viz. Maxwellian-distributed. This is
accomplished by using the electron transport model DeduceRatio to calculate a number of theoretical
ratios between the intensities of emissions 557.7 and 630.0 nm. Certain atmospheric parameters
are required by this model, including number densities of N2, O2, N, He and H, total mass density,
electron density, and temperatures of neutral constitutes, electrons and ions within the altitude range of
80~1000 km above ZHS. These parameters are calculated with the help of Mass Spectrometer Incoherent
Scatter Extension 1990 (MSIS-E-90) [45] and International Reference Ionosphere 2016 (IRI-2016 [46] that
model the neutral atmosphere and ionosphere, respectively. Table 2 lists other essential parameters
for DeduceRatio, where the transition probabilities and deactivation coefficients except the ones with
superscripts are referred from [47].
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Table 2. Parameters used in the electron transport model.

λ (nm) 557.7 630.0

u→l O(1S)→O(1D) O(1D)→O(3P)
Eth (eV) 4.18 1.96

Au→l (s−1) 1.26 6.478 × 10−3 a

Au(s−1) 1.26 8.58 × 10−3 a

Q1~QN O2, O N2, O2
a(Q1)~a(QN) (s−1) 1 × 10−13, 2 × 10−13 8 × 10−11, 3 × 10−11

a Referred from [48].

When the recursive brute-force approximation is adopted, the trial value of characteristic energy E
is initialized to increment by 1 keV every iteration from 0.1 keV. Table 3 represents the specific derivation
process of Figure 2. In this table, the number in the bracket denotes the theoretical ratio calculated by
inputting the trial energy listed before this bracket into DeduceRatio. Superscripts “l” and “r” mark the
energy-ratio pairs corresponding to the updated lower and upper bounds of the incremental interval
(El, Er), respectively. It can be observed that the incremental step dE has auto-scaled for five times
until becoming 0.01 eV, and at last the characteristic energy corresponding to the true ratio of 6.3966 is
estimated to be 2096.97 eV. To sum up, there are 37 iterations executed in total. By contrast, if using
the classical brute-force strategy with dE set as 0.01 eV to guarantee that the estimation error is still
less than 5× 10−5, the electron transport model should run 199,697 times. Undoubtedly, the recursive
brute-force strategy is much more efficient.

On this basis, the energy-ratio pairs corresponding to the iterations given in Table 3 are plotted
as points in the “log10(E) - log10(rr)” coordinate system, as represented in Figure 4. Equation (15)
expresses the line fitted by using these points, in which case both the Pearson correlation and adjusted
R-Square coefficients are more than 99.9%. The slop of the fitted line is pretty close to 1, suggesting a
linear relationship between the trial characteristic energy E and theoretical ratio rr which is just the
basic of performing the self-consistent approximation.

log10(rr) = 1.0093log10(E) + 0.4813 (15)
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Table 3. Iterative variation of the incremental step dE and incremental interval (El, Er) of trial energy in
the recursive brute-force derivation regarding Figure 2.

Incremental Step dE (eV) Trial Energy E (eV) (Theoretical Ratio rr) Updated Interval (El,Er)

1000 1010 (3.1)→2010 (6.1)l
→3010 (9.2)r

→ (2010,3010)
100 2110 (6.44)r

→ (2010,2110)

10 2020 (6.16)→2030 (6.19)→2040 (6.22)→2050 (6.25)→2060 (6.28)→
2070 (6.31)→2080 (6.34)→2090 (6.38)l

→2100 (6.41)r
→

(2090,2100)

1 2091 (6.378)→2092 (6.381)→2093 (6.384)→2094 (6.387)→2095 (6.391)→
2096 (6.394)l

→2097 (6.3967)r
→

(2096,2097)

0.1
2096.1 (6.3939)→2096.2 (6.3942)→2096.3 (6.3945)→2096.4 (6.3948)→
2096.5 (6.3951)→2096.6 (6.3954)→2096.7 (6.3957)→2096.8 (6.3961)→
2096.9 (6.3964)l

→

(2096.9,2097)

0.01 2096.91 (6.3964)→2096.92 (6.3964)→2096.93 (6.3964)→2096.94
(6.3965)→2096.95 (6.3965)→2096.96 (6.39654)→2096.97 (6.39657)

As to this approximation, Figure 5 represents its implementations for different initial values of k.
For each implementation, the characteristic energy is estimated as 2096.98 eV. From this figure, it can
be seen that the trial energy E approximates to this estimation after only one iteration and converges
within few iterations. Though the initialization of k does not affect the estimated results, it influences
the time overhead of self-consistent approximation. The processing time reduces when k’s initial value
is close to its true value. For instance, this true value is 100.4813 ≈ 3.029 according to Equation (15) and
there are fewest iterations performed when k = 3. In addition, the self-consistent strategy exhibits a
significant improvement in convergence speed than the brute-force ones as it decreases the number of
iterations by about ten times, from 37 to three or four, so it is adopted for the practical derivations with
k always initialized as three for simplicity.
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5. Experimental Studies

Limited by the current techniques, any in situ instrument cannot provide the continuous energy
spectra of its measured particles. Under this circumstance, because there are no standard data served
as a basis for comparison, the estimation about auroral electron energy by using the above-described
scheme cannot be validated unless other estimations being considered for comparative validation. In
this section, two estimations based on the ASD and SSJ5 data acquired during the joint observations of
ASG and DMSP satellites, respectively, are compared for validating each other. Clearly, if one of them
agrees with the other, our proposed scheme is feasible.

5.1. Joint Observations by ASG and DMSP SSJ5

DMSP satellites are in their respective polar-orbits that pass above or nearly above Earth’s poles
with an orbital period of about 101 min. Each of them sometimes observes the same regions of the
atmosphere as ASG. As particles within the loss cone will precipitate in the atmosphere, a portion of
the energetic particles characterized by SSJ5 cause the auroral emissions imaged by ASG. Thus, SSJ5
and ASG could form a joint observing system.

Observations by SSJ5 and ASG are considered as joint when satisfying: the geographic distance
between a DMSP satellite and ZHS is small, which means this satellite passes over ZHS and is likely
to capture the precipitating auroral electrons. Such distances are calculated by using the respective
two-line element sets for F16~F18 satellites, and here the ASD and SSJ5 data corresponding to distances
of no more than 50 km are selected for performing the comparative estimations.

Besides, ASG scans along the magnetic meridian with a finite FOV and DMSP satellite passes the
plane of this meridian through a specific position. As represented in Figure 6, the effective FOV is
indicated by the green curve while the trajectory of the satellite is in blue. The intersection of the green
and blue curves is just the cross point through which this satellite passes the magnetic meridian plane,
corresponding to the viewing zenith angle of α1. Assuming that ASG has a maximum viewing zenith
angle of αmax, there is no doubt that the data generated when α1 is more than αmax should be removed
from the already-selected joint data because the DMSP satellite is out of ASG’s FOV in such cases.
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5.2. Estimation Concerning the Particle Energy Data Detected by SSJ5

Up to now, the practicability of SSJ5 has been proved by a series of successful observations and
its applications. The first launched SSJ5 monitored the particles of KeV and MeV during the 2003
Halloween Storms [49]. Then, the empirical relationship between the acquired data by Special Sensor
Ultraviolet Spectrographic Imager (SSUSI) and SSJ5 was investigated for their conversion [50]. It is
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presented in [51] that F19/SSJ5 confirmed its passage through the cusp so as to provide the basis for
solving the tomographic reconstruction problem concerning the cusp.

This device divides into six sections to count the number of electrons and ions incident in its
discrete energy channels of specific energies within the range of 30 eV~30 keV [52]. In the mode of
data acquisition, it returns the sum of particle counts from all sections by second. These summed
counts are 9-bit words consisting of 4-bit exponents and 5-bit mantissas, which are log-compressed
for telemetering and then log-uncompressed in the ground stations. Air Force Research Laboratory
(ARFL) developed a calibration algorithm for the uncompressed counts to attenuate the influence of
penetrating particles. According to the description in [52], the mean energy of the detected particles in
a specific second (denoted by ESSJ) is estimated from the corresponding calibrated count by using the
following equation:

Ji =
Ci

Gi·∆t , JEi = JiEi

J =
∑
i

Ji∆Ei, JE =
∑
i

JEi∆Ei

ESSJ =
JE
J

(16)

where ∆t is the channel integration time, Ci, Ei, ∆Ei, Gi, Ji, JEi are the calibrated count, mean energy,
differential energy, channel geometric factor, calibrated particle flux and calibrated particle energy flux
corresponding to the i-th energy channel, respectively. These parameters are provided in [53].

In the combination of Equations (14) and (16), the definitions of 〈Ep〉 and ESSJ are similar. Recall
that each frame of ASD is generated within 15 s, so 〈Ep〉 indicates the averaged characteristic energy
over the exposure time. Accordingly, the 1-s mean energies ESSJ of captured particles throughout the
joint observation by SSJ5 are averaged and the averaged ESSJ is denoted by 〈ESSJ〉 to be consistent
with 〈Ep〉.

Generally lasting for 10~20 s, the duration of joint observation is adjusted to further ensure the
consistency of the estimated ASD and SSJ5 data. Taking an example, if a joint observation event
starts at t0 and ends at t1, while ASG starts to expose at t2 and a frame of ASD is generated 15 s
later, then the starting and ending times of this event should be adjusted as t0 = max(t0, t2) and
t1 = min(t1, t2 + 15), respectively.

5.3. Comparative Estimations Based on the Joint Observations

In this subsection, our estimations of the auroral electron energy from ASD are compared to the
estimations from the joint data generated by SSJ5 detectors on the on-orbit DMSP satellites, namely F16,
F17 and F18. It is mentioned above that for our estimation, the true intensity ratio of a specific spatial
position index is used for deriving 〈Ep〉. Here the true ratio of the spatial position index corresponding
to the viewing zenith angle of ASG at the satellite is taken for the comparison because there is a linear
mapping between such indexes and ASG’s viewing zenith angles.

In the visualized ASD frame of Figure 6, the region between green lines represents the acquired
atmospheric information, while the red line represents the information about the cross point of the
DMSP satellite that is remotely-sensed by ASG and the tag α1 below this line denotes the viewing
zenith angle of ASG when DMSP passes the magnetic meridian plane. Applying the sine law to the
red triangle shown in Figure 7, this angle is calculated from

sinα1

R + h
=

sin(α1 − β)

R
(17)

where β is the geocentric angle, R and h are the radius of the earth and the altitude of the DMSP satellite,
respectively.
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On this basis, the joint observation events since 2013 are analyzed and the estimations about the
characteristic energy of auroral electrons are compared for these events. Relevant results are given in
Table 4. The column of “Frame” gives the creation times of ASD, for example, the frame “134,903” is
created at 13:49:03 UT. Besides, SSJ5 produce unusable negative counts once performing the anomaly
detection concerning particles, so its acquired data under such circumstances should be ignored for
calculating 〈ESSJ〉 and the total time of effective detection for each joint observing event is listed in the
column of teff.

Table 4. Estimations from both auroral spectral data (ASD) and acquired data by Special Sensor J5
(SSJ5) particle detector concerning various joint observing events.

Satellite Day Frame 〈Ep〉 (eV) 〈ESSJ〉 (eV) t1−t0 (s) teff (s)

F16

13/05/31 134903 262.1 285.9 8 8
13/07/15 223614 609.1 145.9 14 7
13/07/31 223243 527.6 8026.8 11 1
13/08/08 223051 318.5 5806.7 14 1
13/08/16 222858 253.2 187.2 8 6
13/08/18 134406 234.7 1472.4 15 15
13/09/03 134027 245.5 2698.8 14 14
13/09/16 223435 300.8 567.3 7 5
13/09/24 223245 237.8 141.1 11 7
14/04/09 221632 435.0 93.6 9 4
14/04/25 221113 354.6 220.8 14 8
14/06/29 131721 225.1 332.6 12 12
14/07/20 220700 309.0 97.8 5 4

F17

13/06/17 230821 303.0 189.6 7 7
13/06/19 142314 245.4 123.8 6 6
13/07/18 231147 235.9 189.5 5 5
13/08/03 230707 424.5 170.0 11 11
13/08/11 230443 258.0 175.7 8 4
13/08/26 231257 364.9 135.9 11 10
13/09/03 231036 341.5 180.3 10 7
13/09/11 230800 392.0 194.1 10 10
13/09/19 230541 355.4 117.2 10 10
14/04/01 231257 364.9 170.8 14 10
14/04/26 143045 535.2 123.0 13 10
14/08/18 231620 320.9 200.5 7 7

F18

13/05/13 163600 281.6 292.9 15 13
13/05/28 012655 251.3 316.3 10 10
13/06/06 011810 285.5 47.2 10 6
13/07/10 163610 269.5 181.5 10 10
13/08/03 011818 322.6 181.1 6 6
13/08/11 012139 239.4 175.4 12 12
13/08/19 012501 229.5 530.5 9 9
13/10/01 163401 335.6 388.8 6 6
14/06/30 011110 1124.6 1060.2 5 5
14/07/25 010740 288.4 126.7 12 12
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Clearly, the deviation between both estimations cannot be avoided since the measured particles
by SSJ5 are not always the ones detected by ASG. From this table, it can be observed that the larger of
the estimated auroral characteristic energies 〈Ep〉 and 〈ESSJ〉 is several times the smaller in most cases.
However, they differ significantly from each other if the effective detection of SSJ5 lasts for a short
time. For instance, when one second of SSJ5′s acquired data is used for the energy estimation, 〈Ep〉

and 〈ESSJ〉 are 527.6 and 8026.8 eV, respectively, or 318.5 and 5806.7 eV. Also, this significant difference
happens for the case that SSJ5 carries out a long-time (14 or 15 s) effective detection.

For the events corresponding to F16~F18 satellites, the average differences between 〈Ep〉 and
〈ESSJ〉 are 1414.5, 180.9 and 118.8 eV, respectively, while the standard deviations are 2293.6, 93.5 and
86.9 eV. Accordingly, the corresponding ratios of the average energy difference to the average energy
deviation are 395.7%, 49.5% and 42.5%. It can be concluded that the energies estimated by using the
observed data from F17 and F18 satellites are more similar to our estimated energies.

Besides, 〈Ep〉 varies with the event more gently than 〈ESSJ〉. Its standard deviation is 161.6 eV,
while that of 〈ESSJ〉 is 1622.1 eV. As illustrated in Figure 8, our estimated energies are within the
derivation range of the estimated energies by using the data from F18 satellite. The fact is that 〈Ep〉

is relevant to 〈ESJJ〉with a high correlation coefficient of 0.85 with respect to this satellite. However,
the differences between 〈Ep〉 and 〈ESSJ〉 are mostly beyond the standard deviation range of any of them
regarding the F16 satellite.
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6. Conclusions

Being the manifestation of atmospheric optical emissions, aurora phenomenon is caused by the
particle precipitation. In this paper, the joint observed data by ground-based hyperspectral imaging and
satellite-borne particle detection are used for estimating the characteristic energy of auroral electrons.
The estimation from spectral data is accomplished with the help of our proposed scheme that obtains
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such energies by approximating the modelled intensity ratio between emissions 557.7 and 630.0 nm to
a value considered as the true ratio. The classical brute-force, recursive brute-force and self-consistent
approximation strategies are successively developed for the progressive improvements in the whole
computation efficiency. Further, this estimation is compared to the estimation based on the detected
electron data by SSJ5 sensors on the DMSP satellites.

The auroral electron characteristic energies estimated from both ground-based ASD and DMSP
SSJ5 data inevitably deviate from each other. However, their comparison reveals that there is a
strong correlation between our estimation and the estimation based on F18/SSJ5 data. This reveals the
possibility to jointly use remotely sensed and in situ data for investigating the auroral characteristics.
Furthermore, the validity of our proposed scheme is confirmed in a somewhat indirect way.

This scheme considerably uses the implicit atmospheric information of the spectral data, which
fills the vacancy in the related studies about aurora spectral data of ZHS. However, the atmospheric
processes that take place are too complex to be simulated. Moreover, the ground-based hyperspectral
imagery of auroral emissions inevitably differs from the in situ detection of these emissions because of
their attenuation in passing through the atmosphere. For a wide application of estimating the auroral
characteristics, these shortcomings should be addressed.

Fortunately, including sufficient atmospheric physical and chemical reactions in the simulation of
electron transportation ensures the estimation accuracy to a certain extent, so this is one direction of
our future work. Taking the attenuation effect into account also benefits the further modification of
our proposed scheme and helps correct the difference between the estimations from ASD and SSJ5
data. The goal of such corrections is to make the estimation from remotely sensed imagery close to that
from in situ data, but, as mentioned above, only a part of the detected particles by SSJ5 will induce the
atmospheric optical emissions observed by ASG, indicating that this difference cannot be eliminated.
Considering this, determining the cross-calibration factor between both ground-based and in situ data
is an attractive attempt.
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