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#### Abstract

In recent years, regional algorithms have shown great potential in the field of synthetic aperture radar (SAR) image segmentation. However, SAR images have a variety of landforms and a landform with complex texture is difficult to be divided as a whole. Due to speckle noise, traditional over-segmentation algorithm may cause mixed superpixels with different labels. They are usually located adjacent to two areas or contain more noise. In this paper, a new semantic segmentation method of SAR images based on texture complexity analysis and key superpixels is proposed. Texture complexity analysis is performed and on this basis, mixed superpixels are selected as key superpixels. Specifically, the texture complexity of the input image is calculated by a new method. Then a new superpixels generation method called neighbourhood information simple linear iterative clustering (NISLIC) is used to over-segment the image. For images with high texture complexity, the complex areas are first separated and key superpixels are selected according to certain rules. For images with low texture complexity, key superpixels are directly extracted. Finally, the superpixels are pre-segmented by fuzzy clustering based on the extracted features and the key superpixels are processed at the pixel level to obtain the final result. The effectiveness of this method has been successfully verified on several kinds of images. Comparing with the state-of-the-art algorithms, the proposed algorithm can more effectively distinguish different landforms and suppress the influence of noise, so as to achieve semantic segmentation of SAR images.
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## 1. Introduction

Synthetic aperture radar (SAR) is a widely used remote sensing imaging system, which can produce high-resolution images and work under all time and all-weather conditions [1]. SAR images have found wide applications in resources, environment, archeology, military and so on [2]. SAR image have a variety of landforms, such as rivers, crops and residential areas. When interpreting SAR images, it is usually necessary to understand these different landforms as independent regions. The interpretation of an image is to get a reasonable description of the image after a series of processing. An important issue in the SAR image applications is the correct segmentation and identification of objectives [3]. As a basic work of SAR image interpretation, SAR image segmentation is to divide a SAR image into several non-overlapping and coherent regions. The pixels in the same region have similarities, while the pixels between different regions have different features [4]. Dividing SAR images into these meaningful areas helps to understand the image from a high level and is convenient for further processing and analysis. However, due to the special imaging mechanism, the SAR image
itself contains many speckle noises [5]. This multiplicative noise makes the processing of SAR images very challenging.

According to the complexity of texture, the application scenarios of SAR image segmentation algorithm can be divided into simple texture (farm crops, water, etc.) scenes and complex texture (residential areas, etc.) scenes. Among various methods for SAR image segmentation, pixel-level algorithms have achieved good results. Since the processing unit is a single pixel, these methods can preserve the detailed information in the image. It also makes the algorithm susceptible to noise. These algorithms are usually suitable for simple texture scenes. In contrast, regional algorithms tend to outperform the pixel-level ones. A superpixel is a small image area having a uniform appearance generated by dividing an original image. These algorithms can preserve the structural information and improve the computational efficiency by replacing thousands of pixels with hundreds of superpixels [6]. However, since the mixed superpixels may exist in the over-segmented image, the segmentation effect largely depends on the over-segmentation algorithm. Neither of these two algorithms can accurately achieve the semantic segmentation for SAR images. Texture analysis and deep learning methods are effective tools of SAR semantic segmentation [7-9]. Deep learning methods are usually supervised and have high requirements on the sample data volume. In addition, texture analysis methods usually need classifier and most of them are only suitable for specific scene. As in reference [7], an unsupervised algorithm to identify the flooded areas from SAR images based on texture information derived from the grey-level co-occurrence matrices (GLCM) texture analysis. This method is only useful when identifying flooded and dry areas.

The pixel-level segmentation algorithm assigns a label to each pixel in the image. The most common one is the clustering algorithms. These methods usually obtain cluster centres by multiple iterations and the similarity measure [10]. Fuzzy techniques are widely used in clustering and the most representative one is fuzzy C means algorithm (FCM) [11]. The main idea of FCM algorithm is to decrease the value of the objective function by updating a fuzzy membership matrix and cluster centres iteratively and deblurring the membership matrix to get the cluster results [12]. Xiang et al. [13] proposed a kernel clustering algorithm with fuzzy factor (ILK_FCM), which used the local information of the image to execute wavelet transform. They also designed a new weight blur factor and added the kernel metrics in the iterative process. Shang et al. [14] proposed the immune clone clustering algorithm based on non-information (CKS_FCM). This algorithm first uses a multi-objective optimisation method to determine the cluster centres and the non-local mean information are added in the clustering process to overcome the effect of speckle noises. To solve the problem that clustering all pixels reduces the efficiency of the algorithm, Pham et al. [15] proposed to process SAR images point-by-point, which extracted key points in the image and only these key points are processed during the clustering. Based on this, Shang et al. [16] put forward the fast key pixel fuzzy clustering (FKP_FCM) algorithm. They only perform fuzzy clustering on key pixels and the clustering results are used to determine the labels of non-key pixels. This method can get very accurate segmentation results in a relatively short time.

The superpixel-level methods usually over-segment the image and extract the features of each superpixels, such as intensity [17], texture [18], edge [19] and so on. Then these features are used to classify the superpixels, pixels in the same superpixel have the same label. Including mean shift [20], a lot of over-segmentation algorithms have been proposed such as normalized cuts (Ncuts) [21], graph-based [22], watershed method [23], Turbo superpixels method [24] and simple linear iterative clustering (SLIC) [25]. SLIC is prominent among these algorithms, since it can produce superpixels quickly without sacrificing much of the segmentation accuracy [26]. SLIC uses k-means clustering method to efficiently generate superpixels, which is proposed by Achanta et al. [25]. However, pure superpixels and mixed superpixels both exist in the SAR images. The pixels in the pure superpixels are from a single class and the mixed superpixels are composed of pixels with different labels, which can seriously affect the accuracy of segmentation [6]. Therefore, when using regional algorithms to segment SAR image, the mixed superpixels should be processed accordingly. To this end, Xiang et al. [27]
proposed a novel superpixel generation algorithm that used the pixel intensity and position similarity to modify the similarity measure of SLIC algorithm, so the proposed algorithm is suitable for SAR images. In order to improve the boundary compliance of superpixels, Zou et al. [28] proposed that the SAR images can be modelled by a generalised gamma distribution to use the likelihood information of SAR image pixel clusters and the small isolated regions are removed in post-processing, which combined the spatial context and likelihood information. Qin et al. [29] improved cluster centre initialisation and introduced the SLIC method into polarimetric synthetic aperture radar (PolSAR) image processing, where the modified Wishart distance revised by the symmetric and was used for local iterative clustering. Wang et al. [30] integrated two different distances to measure the dissimilarity between adjacent pixels and introduced the entropy rate method into the oversegmentation of the PolSAR image. Jiao et al. [6] proposed a new concept, fuzzy superpixels, to reduce the generation of mixed superpixels. According to fuzzy superpixels, this method divided the pixels in the image into two parts: superpixels and pending pixels. The pending pixels are pixels in the overlapping search regions, which need further decision. That is, in fuzzy superpixels, not all pixels are assigned the same label.

The main problems to be solved in this paper is how to achieve land cover classification of SAR image and how to deal with the existence of mixed superpixels. Generally speaking, the more complex the application scenario and the greater the impact of noise, the more likely it is that mixed superpixels will appear. Therefore, in order to overcome the influence of mixed superpixels and speckle noise and improve the adaptability of the algorithm in different application scenarios, inspired by [16], we used superpixels to extend the key point idea to the regional level and proposed a method based on texture complexity analysis and key superpixel to achieve semantic segmentation. FCM can quickly converge and obtain accurate results, so we used the modified FCM to achieve the initial classification of superpixels. Since pixel-level method give each pixel a label and the pixels in mixed superpixels belong to different category, the pixel-level information is used to segment key superpixels. Specifically, the proposed algorithm calculates the texture complexity of the input image by a new texture analysis method, then neighbourhood information simple linear iterative clustering (NISLIC) is used to over-segment the image. For images with high texture complexity, the complex areas are first separated and key superpixels are selected according to certain rules. For images with low texture complexity, key superpixels are directly extracted. Finally, the superpixels are pre-segmented by fuzzy clustering based on the extracted features and the key superpixels are processed at the pixel level to obtain the final result. To make the result more smooth, we used a filtering method in the segmentation of key superpixels. The proposed algorithm not only uses texture analysis to improve the algorithm's ability to segment complex texture scenes, but also overcomes the limitations of the over-segmentation algorithm on final result through the positioning and processing of key superpixels. In addition, the pixel-level information is used to determine the category of pixels in the key superpixels, which can retain more details and improve the accuracy of the segmentation.

The followings are the contributions of this paper:
(1) To achieve land cover classification of a SAR image, a new texture complexity analysis method is proposed. The texture complexity of the input image is calculated using the change frequency of the grey value and the whole information can be grasped simply. The texture feature of each superpixels is also defined by this method which can separate superpixels located in complex landforms and superpixels located in simple landforms.
(2) To overcome the impact of noise in over-segmentation, a new generation algorithm is proposed to improve the robustness of the superpixel generation to speckle noise, which uses the neighbourhood information of pixel to modify the similarity measure.
(3) To deal with the existence of mixed superpixels, the concept of key superpixels is proposed. Key superpixels are mixed superpixels selected by certain rules. So, the segmentation no longer relies on the superpixel generation algorithm.

The remaining parts of this paper are mainly constructed as follows: Section 2 details the algorithm proposed in this paper, Section 3 introduces the experimental setups and algorithm evaluation. Section 4 analyses experimental segmentation results and the fifth section is the discussion.

## 2. Methodology

The pixel-level methods and the regional methods have achieved good performance on SAR images segmentation problem. Neither of these two algorithms can accurately achieve the semantic segmentation for SAR images. The pixel-level methods are slow and susceptible to noise. The regional methods are limited by the existence of mixed superpixels. In this paper, a new semantic segmentation method of SAR images based on texture complexity analysis and key superpixels is proposed (TKSFCM). Texture complexity analysis is performed and on this basis, mixed superpixels are selected as key superpixels. The framework of TKSFCM is shown in Figure 1.


Figure 1. The framework of TKSFCM.

### 2.1. Texture Complexity Analysis of SAR Images

Texture is important visual cues that describe the feature structure of a terrain surface in a finite sampling window. SAR images have a variety of landforms, such as rivers, crops and residential areas. Texture is an important tool for identifying land cover in SAR images and is widely used in SAR image segmentation [31-33]. So far, many methods have been proposed to extract texture features from SAR images, such as GLCM [34], and wavelet transform [35]. However, these methods are usually time-consuming because they require very complex calculations. On the basis of texture feature extraction, it is also necessary to segment the SAR image using a classifier or other methods.

Among different land covers, a residential area has the most disarray texture information. Since the grey value of this area is variable and contains obvious structures, the texture complexity of residential area is high. According to the complexity of the texture, different landforms in the SAR image can be divided into simple texture (farm crops, waters, etc.) and complex texture (residential areas, etc.). In image processing, information entropy is also often used to represent images. Since different texture regions are different in human visual perception, the spatial transformation frequency of grey values is different. The proposed algorithm is mainly for SAR images containing complex landforms. The texture information of the Ries image is analysed by showing its brightness change as shown in Figure 2.


Figure 2. Spatial variation of grey value (take Ries image as example). (a) Spatial variation of grey value in the whole image. (b) Spatial variation of grey values in different land covers.

Spatial variation of grey value in whole Ries image is shown in Figure 2a, where the $x$ and $y$ axis are the length and width of the Ries image, the $z$ axis represents the grey values of the Ries image. It shows that the grey values of complex urban areas in the Ries image are large and varied. Figure 2 b shows the grey histogram of complex residential area and farmland area, respectively. It can be seen intuitively that the grey histogram of complex residential areas fluctuates more than farm crops. Entropy of an image is a statistical form of a feature that reflects the agglomeration characteristics of the image distribution.

In this paper, a new SAR image texture recognition method is proposed to analyse the the texture complexity of the entire image. The texture complexity of each image can be divided as:

$$
\begin{equation*}
T c=-\ln \frac{1}{p} \tag{1}
\end{equation*}
$$

where $p$ is the number of peaks in the greyscale histogram of the image. Due to the speckle noise, the max grey value of the input image is compressed to 100. For the different texture images represented by the red boxes in Figure 2, the compressed greyscale histogram is shown in Figure 3.


Figure 3. The compressed greyscale histogram. (a) Residential area. (b) Farm crops.
It can be seen from Figure 3 that the compressed greyscale histogram presents a relatively compact distribution. Figure 3a represents a complex residential area. Figure 3b represents a simple farmland area. The grey value of residential area changes frequently, multiple peaks and valleys appear with the change of grey value. Farmland area has a low change frequency of grey value, only a few sporadic peaks and valleys appear with the change of greyscale value. Therefore, using the number
of peaks to calculate the texture complexity can directly distinguish the complex area and the simple area. Of course, speckle noise can cause the large grey change frequency. For images with greater noise impact, the texture complexity calculated by this method is higher. However, such images often produce mixed superpixels during the over-segmentation process, and these mixed superpixels contain more noise. Therefore, the texture complexity calculated by this method can be used as a reference for subsequent processing steps.

### 2.2. NISLIC

Assume that a SAR image containing $N$ pixels is pre-segmented into $K$ superpixels. In the standard SLIC algorithm, when performing local k-means clustering, the similarity between pixels is measured by the intensity and position of pixels. However, for SAR images, using only a single pixel value as the intensity constraint in the design process, the influence of the speckle noise is not considered. Therefore, we propose an improved version of SLIC named NISLIC, which uses the neighbourhood information of the pixel. When the pixel intensity in the single-channel SAR image follows the exponential distribution, refer to [30,36], the improved intensity distance between the pixel and the centre can be defined as:

$$
\begin{equation*}
d_{i j}^{1}=2 M \times \log \frac{\bar{I}_{N_{i} \cup_{N_{j}}}}{\sqrt{\bar{I}_{N_{i}} \bar{I}_{N_{j}}}} \tag{2}
\end{equation*}
$$

where $N_{i}$ and $N_{j}$ represent two image blocks with same size centred on pixels $i$ and $j$, respectively. $I_{N_{i}}$, $I_{N_{j}}$ and $I_{N_{i} \cup_{N_{j}}}$ represent the average intensity of these block and their union, respectively. The log-ratio operator is used to suppress the effects of speckle noise. $M$ is the number of pixels in the image block. The use of image blocks instead of a single pixel is to capture local information around the pixel and reduce the effects of noise. Therefore, the size of the image block should not be too large, e.g., $5 \times 5$. The similarity measure of NISLIC is defined as:

$$
\begin{equation*}
D_{i j}=d_{i j}^{1}+\lambda \frac{d_{i j}^{2}}{s} \tag{3}
\end{equation*}
$$

where $d_{i j}^{2}=\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}$ is the spatial distances between the pixel and the centre. $s=\sqrt{N / K}$ is the maximum spatial distance within the class. $\lambda$ is a regularisation parameter that weights the relative contribution of $d_{i j}^{1}$ and $d_{i j}^{2}$ to the integrated distance $D_{i j}$. A larger $\lambda$ indicates that $d_{i j}^{2}$ is more significant than $d_{i j}^{1}$. Usually, the value of $\lambda$ is chosen in [2,6]. Figure 4 intuitively shows the similarity measurement.


Figure 4. The similarity measurement of neighbourhood information simple linear iterative clustering (NISLIC).

As shown in Figure 4, the light grey pixel block represents the search space of pixel $i$, and the dark grey pixel block is $N_{i}$. Remaining blocks are the neighbourhood information of the cluster centres in the search space. The red line represents the spatial distance between pixel $i$ and cluster centre $j$. The followings are the steps of NISLIC:
(1) Initialise the cluster centre, set $K$ initial cluster centres on a regular grid spaced step apart and move the cluster centres to the lowest gradient position in the $3 \times 3$ neighbourhood. (2) Allocate pixels, with the guidance of Equation (3), using local k-means clustering to assign each pixel to the nearest cluster centre in the $2 s \times 2 s$ search space. (3) Update the cluster centres and set each cluster centre as a corresponding pixel of the average value of all pixels. (4) Repeat steps (2)-(3) until the iteration condition is met. (5) Post-processing, use the connected component algorithm to merge small isolated regions into the nearest large superpixel.

A superpixel consists of a set of pixels that satisfy certain constraints, such as position, brightness, edges and texture. For example, if brightness is selected as a constraint, pixels in the same superpixels have almost the same brightness [17]. However, the standard SLIC algorithm does not consider noise effects. Therefore, although the SLIC algorithm can obtain superpixels with moderate size and sharp edges on the natural image, it is difficult to obtain accurate results in SAR images due to the speckle noise [13]. NISLIC uses pixel blocks instead of single pixel, which makes good use of neighbourhood information and overcomes this shortcoming to some extent. When only using the superpixel algorithm to segment SAR images, the labels of all the pixels in the same superpixel are the same. However, due to the mixed superpixels, the error rate of the segmentation result will be high. Therefore, in order to avoid the above situation, we select these mixed superpixels according to certain rules and segment them based on pre-segmentation to obtain more accurate results.

### 2.3. Feature Extraction of Superpixels

SAR images have their unique properties due to their different imaging mechanisms and captured scenes. For example, speckle noise exists in SAR images, and the presentation of the same topographical target is usually non-stationary [37] and has complex variations. Therefore, in order to segment SAR images accurately, it is necessary to extract effective features of superpixels to describe SAR images as comprehensively as possible. The pixel-level features, such as intensity, texture and edge, are commonly used to describe SAR images. In [17], the average level strategy is used to extend the pixel-level features to the superpixel-level: (1) for intensity and texture features, the feature of each superpixel is defined as the average of the corresponding features of all pixels in the superpixel; (2) for edge features, the features of any pair of adjacent superpixels are defined as the average of the edge features of all pixels along the boundary between them.

Firstly, the input image is linearly normalised to $[0,1]$ to obtain the pixel-level intensity characteristics of the image. Then, the intensity average of all the pixels in the superpixel is taken as the intensity feature of the superpixel:

$$
\begin{equation*}
B_{i}=\sum_{b} I_{i} / b \tag{4}
\end{equation*}
$$

where $b$ is the number of pixels in a superpixel. The second feature is texture. Using the grey-scale change frequency of the image, a new texture analysis method is proposed in this paper. Then the texture feature of a single superpixel is:

$$
\begin{equation*}
T_{i}=\sum_{P} p_{j} \cdot\left|p_{j}-B_{i}\right| \tag{5}
\end{equation*}
$$

where $p$ is the set of peak and valley values in greyscale histograms of the $i$ th superpixel. $p_{j}$ is the occurrences number of the $j$ th member in set $p, B_{i}$ is the intensity feature of the $i$ th superpixel. This method can describe the texture features of each superpixel simply and intuitively. The complexity
of complex landforms and simple landforms differ greatly. Therefore, the threshold method can be used to separate superpixels located in complex landforms and superpixels located in simple landforms.

The intensity features and texture features describe SAR image from different aspects. They are two important and complementary features of SAR image interpretation. Comparing to these features, the edge information of image can accurately position the boundaries between objects and is particularly helpful in characterizing gradually changing regions. Therefore, researchers proposed many methods for the edge extraction of SAR images [38-41]. Due to the coexistence of speckle noise and multi-scale objects, it is difficult to extract edges in a SAR image accurately. Reference [17], a multi-scale edge detector is used in this paper to extract edge features. The difference is that the number of edge points in each superpixel is taken as the edge feature of the superpixel:

$$
\begin{equation*}
E_{i}=\sum E_{(j) i} \tag{6}
\end{equation*}
$$

where $E_{(j) i}$ is the number of edge points in the $i$ th superpixel in the $j$ th edge image, and the edge points is extracted by Prewitt kernels.

### 2.4. Position Key Superpixels

When a SAR image is segmented by the over-segment method, the superpixels located inside the objects and obvious to be merged are called pure superpixels. The superpixels located between different objects and doubtful to merge are called superpixels with ambiguity [6], which is also called is the mixed superpixels. TKSFCM tries to extract and process these mixed superpixels as accurately as possible. Here, the mixed superpixels are called key superpixels. Key superpixels should have the following characteristics: (1) located between different objects, and (2) the features are significantly different from their neighbouring superpixels. Characteristic 1 indicates superpixels with a large edge feature value. Characteristic 2 represents that superpixels are more prominent in the neighbourhood. In order to facilitate uniform processing and comparison, the extracted superpixel features are first globally normalized:

$$
\begin{equation*}
X_{i}^{1}=\left(X_{i}-X_{i, \min }\right) \cdot 255 /\left(X_{i, \max }-X_{i, \min }\right) \tag{7}
\end{equation*}
$$

where $X_{i}$ represents the original features of the $i$ th superpixel (intensity $B_{i}$, texture $T_{i}$, edge $E_{i}$ ), $X_{i, \max }$ and $X_{i, \min }$ represent the maximum and the minimum of the features. To visualise the position of key superpixels during experiment, the value of each feature is normalised to [0,255] through Equation (7). Then, calculate the neighbourhood average deviation (NAD) of the intensity feature and the texture feature of the $i$ th superpixel:

$$
\begin{equation*}
X_{i}^{2}=\left|X_{i}^{1}-J_{i}\right| \tag{8}
\end{equation*}
$$

where $X_{i}^{1}$ represents the normalised features of the $i$ th superpixel (intensity $B_{i}$, texture $S_{i}$ ).

$$
\begin{equation*}
J_{i}=\sum_{N} X_{j}^{1} / n \tag{9}
\end{equation*}
$$

where $N$ is the set of the adjacent superpixels of the $i$ th superpixel. By calculating the NAD, the feature similarity relationship between a superpixel and its adjacent superpixels can be reflected. A larger NAD indicates that the adjacent superpixel is more prominent in the neighbourhood, meeting the characteristics 2. Taking intensity feature as an example, the calculation of NAD is shown in Figure 5.

As shown in Figure 5, the left is the intensity feature before calculating the NAD, and the right is the intensity feature after calculating the NAD. Referring to the label colour of Figure 4, taking the superpixel of label 5 as an example, its intensity characteristic value is 194 and the adjacent superpixels have label 2, 3, 4, 6 and 8 . Calculating the NAD means to calculate the average of the difference between the adjacent superpixel and the superpixel of label 5. From the calculation results, the neighbourhood
deviation values of the superpixels with the class labels of 4 and 5 are larger, which conform to the selection rules of key superpixels.


Figure 5. The calculation of neighbourhood average deviation (NAD).
The edge feature extracted in this paper is the number of edge points contained in the superpixel. The more edge points in the superpixel, the more likely this super image exists between different objects, meeting the characteristics 1 . Thus, a superpixel is called a key superpixel, when it satisfies the following condition:

$$
\begin{equation*}
E_{i}^{1} \geq E_{i, \text { mean }}^{1} \|\left(B_{i}^{2}+T_{i}^{2}\right) \geq\left(B_{i}^{2}+T_{i}^{2}\right)_{\text {mean }} \tag{10}
\end{equation*}
$$

where $E_{i, \text { mean }}^{1}$ is the mean value of the edge feature. $B_{i}^{2}$ and $T_{i}^{2}$ represent the NAD of the intensity and the texture feature, respectively. The superpixel satisfying characteristics 1 or characteristics 2 is a key superpixel. However, for SAR images containing multiple landforms or complex areas, this method often divides all complex areas into key superpixels. This is because that the texture features of superpixels located in complex areas are greatly different from other superpixels. Therefore, the otsu algorithm is used to separate the complex and simple regions based on the extracted texture features. Then extract the key superpixels. Taking the Ries image (Figure 6a) as an example, Figure 6b is the separated complex area, and Figure 6c is the selected key superpixel.

(a)

(b)

(c)

Figure 6. The extraction effect of residential area and mixed superpixel (take Ries image as example). (a) Ries image. (b) Separated complex area (residential area). (c) Key superpixel (selected mixed superpixels).

It can be seen from Figure 6 that the area covered by the key superpixels substantially satisfies the characteristics of the mixed superpixels. Therefore, further subdivision of key superpixels can improve
segmentation efficiency. The separated complex area basically covers the residential area in the Ries image. To facilitate further segmentation, superpixels in complex areas are given the same intensity characteristics, which is the maximum intensity feature of these superpixels.

### 2.5. The Segmentation of Superpixels

### 2.5.1. Fuzzy Clustering on All Superpixels

After over-segmenting a SAR image into superpixels, the next task is to cluster similar superpixels to obtain pre-segmentation results. In [42], FCM is used to cluster superpixels. Inspired by the fuzzy local information C-Means (FLICM) method, during fuzzy clustering, the texture features and spatial information of superpixels are added into the objective function as fuzzy factors in this paper:

$$
\begin{equation*}
J=\sum_{i=1}^{N} \sum_{k=1}^{c}\left(u_{k i}^{m} \times\left\|B_{i}-V_{k}\right\|^{2}+G_{k i}\right) \tag{11}
\end{equation*}
$$

where $N$ is the number of superpixels, $c$ is the number of clusters, $m$ is the fuzzy factor. According to [41], the value of $m$ is $2, B_{i}$ is the intensity feature of the $i$ th super pixel, $V_{k}$ is the intensity feature of the $k$ th cluster centre, $u_{k i}$ represents the fuzzy membership of the $i$ th superpixel to the $k$ th cluster centre, $G_{k i}$ is a fuzzy factor and has the following form:

$$
\begin{equation*}
G_{k i}=\sum_{M_{j} \in M} w_{i j}\left(1-u_{k j}\right)^{m}\left\|B_{j}-V_{k}\right\|^{2} \tag{12}
\end{equation*}
$$

Since the intensity feature is not sufficient to describe a superpixel, we use $w_{i j}$ to represent the weight of the adjacent superpixel $M_{j}$ on the $i$ th superpixel, which consists of two parts, one is the spatial distance weight and the other is the texture distance weight:

$$
\begin{equation*}
w_{i j}=w_{s} \cdot w_{t} \tag{13}
\end{equation*}
$$

where $w_{s}$ is the spatial distance weight, and $w_{t}$ is the texture distance weighs. $w_{s}$ is defined as follows:

$$
\begin{equation*}
w_{s}=\frac{1}{d_{i j}^{2}+1} \tag{14}
\end{equation*}
$$

$w_{t}$ is defined as follows:

$$
\begin{equation*}
w_{t}=\left|T_{i}-T_{j}\right| \tag{15}
\end{equation*}
$$

where $d_{i j}$ is the Euclidean distance of the $i$ th superpixel and the centre of the adjacent superpixel $M_{j} . T_{i}$ and $T_{j}$ represents the texture features of the $i$ th superpixel and $M_{j}$, respectively. For the $i$ th superpixel, the neighbouring superpixels with the closest space distance and similar texture feature have a larger weight. Both the texture information and the spatial information are utilised, which can avoid the impact of clustering using only feature information. The clustering is executed through iteratively updating the fuzzy membership matrix $U$ :

$$
\begin{equation*}
u_{k i}=\frac{1}{\sum_{j=1}^{c}\left(\frac{\left\|B_{i}-B_{k}\right\|+G_{k i}}{\left\|B_{i}-B_{j}\right\|+G_{j i}}\right)^{\frac{1}{m-1}}} \tag{16}
\end{equation*}
$$

And the cluster center $V$ :

$$
\begin{equation*}
V_{k}=\frac{\sum_{i=1}^{N} u_{k i}^{m} B_{i}}{\sum_{i=1}^{N} u_{k i}^{m}} \tag{17}
\end{equation*}
$$

Execute Equations (16) and (17) iteratively for many times until the number of iterations is equal to the maximum iteration number. Or when the maximum change of fuzzy membership in two consecutive iterations is smaller than a small threshold, then the iteration will be stopped. The labels of superpixels can be determined according to the final fuzzy membership matrix $U$.

### 2.5.2. Segment Key Superpixels

After positioning the key superpixels, we can determine the labels of the pixels in the key superpixel based on the pre-segmentation results. Clustering superpixels according to Equation (11) can make good use of the intensity and texture features of superpixels and the results obtained are more accurate. However, key superpixels with blurring need further segmentation. As a result that these pixels are often located between two different targets and the class labels are not the same, this paper uses the pre-segmented clustering results and uses the pixel-level feature information to determine the class label of the pixels in the key superpixels.

We use pixel-level feature information to determine the labels of pixels in key superpixels. The specific method is to compare the feature information of the pixel in the key superpixel with the feature of the centre point of the most similar non-key superpixel to obtain the most similar centre point and inherit the class label:

$$
\begin{equation*}
C_{k i}=C_{s m l} \tag{18}
\end{equation*}
$$

where $C_{k i}$ represents the label of the $k$ th pixel in the $i$ th key superpixel. $C_{s m l}$ represents the label of the most similar non-key superpixel. The determination of the most similar non-key superpixel is as follows:

$$
\begin{equation*}
s m l=\min _{\mathrm{W}_{\mathrm{j}}}\left(d_{k j} \cdot\left|\overline{\mathrm{I}}_{\mathrm{k}}-\overline{\mathrm{I}}_{\mathrm{j}}\right| / s\right) \tag{19}
\end{equation*}
$$

where $W_{j}$ is the set of the adjacent non-key superpixels of the $i$ th key superpixel. $d_{k j}$ is the euclidean distance between the $k$ th pixel and the $j$ th non-key superpixel, $\bar{I}_{k}$ and $\bar{I}_{j}$ represents the $3 \times 3$ local mean of the $k$ th pixel and the centre of the $j$ th non-key superpixel. Since the segmentation of key superpixels is obtained using a pixel-level approach, the results are somewhat discrete. To avoid this, we use a neighbourhood filtering method to filter the pixels in the key superpixels. For each pixel in the key superpixels, calculate the label variance of the pixels in the $5 \times 5$ domain. If the variance of the pixel is 0 , the label of the pixel is corrected to the same label as the neighbourhood pixel.

## 3. Experimental Setups and Algorithm Evaluation

### 3.1. Experimental Setups

Both the simulated SAR images and the real SAR images are used to test the effectiveness of the proposed algorithm for SAR image segmentation. The simulated SAR images are obtained by artificially polluting the original noise-free images with speckle noises, as shown in Figure 7. The speckle noise is simulated by gamma distribution. As we can see from Figure 7, we obtain 1, 2, 4 and 6-look simulated SAR images, where the smaller the look of an image, the greater noises the image suffers. In this paper, two different noise-free images are used to generate synthetic SAR images, named SI1, SI2, as shown in Figure 7a,f.

There are four classes in SI1 image, and the grey values are $0,85,170$ and 255, respectively. There are three classes in SI2 image, including a complex texture region and two simple texture regions. The simple texture region simulates the farmland and river of real SAR image. Compared with the noise image of SI1, the noise image of SI2 is more difficult to segment, because the SI2 image contains complex texture regions and the grey level of this region is close to the left texture area.


Figure 7. Simulated synthetic aperture radar (SAR) images. (a) SI1 image. (b-e) 1, 2, 4, 6-look noisy image of SI1. (f) SI2 image. (g-j) 1,2,4,6-look noisy image of SI2.

In addition to the synthetic SAR image, we also use four real SAR images to test the effectiveness of the algorithm, which are Maricopa image, Chinalake image, Terracut image and Ries image, as shown in Figure 8.


Figure 8. Real SAR images. (a) Maricopa image. (b) Chinalake image. (c) Terracut image. (d) Ries image.
According to Figure 8, we can see that these four real SAR images have different types of land covers. These test images can show the effectiveness of segmentation algorithms in a detailed way. The Key Laboratory of Intelligent Perception and Image Understanding of Ministry of Education have purchased the copyright of these images. Table 1 shows the detailed information of these images.

Table 1. The information of real SAR images.

| Name | Landform | Location | Sensor | Modalities | Polarization |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Maricopa (Figure 8a) | Crops, water | Maricopa | Airborne SAR | StripMap | - |
| Chinalake (Figure 8b) | Buildings, farms, run way | California | UAVSAR | StripMap | - |
| Terracut (Figure 8c) | Crops, buildings | Swabian Jura | TerraSAR | High resolution spotlight | HH |
| Ries (Figure 8d) | Crops, buildings | Swabian Jura | TerraSAR | High resolution spotlight | HH |

The first real SAR image is called Maricopa with a size of $350 \times 350$. It was taken in the American Maricopa Agricultural Center near Arizona. This image was captured by an airborne SAR in Ku-band. According to Table 1, Maricopa can be divided into four regions, including three different kinds of crops and water. When segmenting this image, the cluster number is set to 4 . The second real SAR image is Chinalake with a size of $440 \times 420$. Chinalake is a Ku-band SAR image from Sandia National Laboratories. The radar is carried by the Sandia Twin Otter aircraft. Data are processed into images in real time. The third image is named Terracut with a size of $450 \times 501$. According to Table 1, this image can be divided into four regions, including three different kinds of crops and buildings. The fourth real SAR image is called Ries with a size of $244 \times 676$. These two images are a part of the TerraSAR-X image which is named Terra in this paper. Terra was taken at 1 July 2007, 23:00 UTC. According to Table 1, the polarisation of Terra is HH and the acquisition mode is a high resolution spotlight mode.

Five state-of-the-art algorithms are chosen to be comparison algorithms to further verify the effectiveness of the proposed algorithm on SAR images segmentation. They are CKS_FCM [13], FKP_FCM [16], a SAR image segmentation algorithm based on thumbnails and similar neighbours THFCM [43], a fast fuzzy clustering algorithm based on superpixels SFFCM [44] and a fast SAR image segmentation method based on two-step superpixels generation and weighted CRF algorithm FWCRF [45]. CKS_FCM first determines the initial clustering centres by immune clone algorithm, and in order to overcome the effect of speckle noises this method adds the non-local information to the clustering process. FKP_FCM first divides the image into key points and non-key points, then clustering the key pixels only and labels the remaining pixels by the clustering results. THFCM first divides the image into pixel groups of similar size, and uses most of the similar pixel points in these pixel groups to form thumbnails that are double the size of the original image, then uses the fuzzy C-means algorithm to combine the neighbourhood information in the thumbnails. This thumbnail is subjected to pixel-level clustering and segmentation, and the pixel points in the original SAR image are hierarchically segmented according to the thumbnail segmentation results. SFFCM uses a multi-scale morphological gradient reconstruction (MMGR) operation to generate superpixels with good adaptive irregularities, and then uses the grey histogram of the superpixels to cluster them fuzzy to obtain the final segmentation result. FWCRF uses fast and robust fuzzy C-means clustering (FRFCM) to divide SAR images into homogeneous and heterogeneous regions. At the same time, SLICalgorithm is used to segment the image into superpixels. Finally, by using the density-based spatial clustering (DBSCAN) method of the noise-based application, superpixels belonging to the same class are merged.

### 3.2. Algorithm Evaluation

(1) Evaluation index

There are many metrics to assess the segmentation accuracy (SA), such as F1-score, Jaccard Index, Dice coefficient. Jaccard coefficient is defined as the ratio of the size of the intersection of two sets to the size of the union of two sets. SA is defined as the ratio of the total number of correctly classified pixels on the total number of pixels in the image. Jaccard coefficient and SA both calculates the overlap between the two sets. Dice coefficient is a similarity measure related to the Jaccard index. In this paper,
we use SA to evaluate the quality of each segmentation result, which is widely used in the field of image segmentation [46]. SA is calculated as follows:

$$
\begin{equation*}
S A=\frac{\sum_{i=1}^{c} R_{i} \cap G_{i}}{\sum_{j=1}^{c} G_{j}} \tag{20}
\end{equation*}
$$

where $c$ represents the number of clusters, $R_{i}$ is the set of pixels whose labels are $i$ by the algorithm and $G_{i}$ is the set of pixels whose labels are $i$ in the ground truth image. The ground truth of test images is labeled by ourselves referring the different landform in Google map. The range of SA is [0,1], and the bigger the SA indicates the better the segmentation result [47]. The distinguishing feature of VKSFCM is the key superpixels can accurately locate the edge information of the input image. We use another metric F1-Score to measure the segmentation of the edge regions, the F1 coefficient of each type is:

$$
\begin{equation*}
F 1_{k}=\frac{2 \cdot p_{k} \cdot r_{k}}{p_{k}+r_{k}} \tag{21}
\end{equation*}
$$

where $k$ represents the $k$ th category, $p_{k}$ is the accuracy of each category and $r_{k}$ is the recall rate of each category.
(2) The texture analysis ability

In this paper, the greyscale transformation frequency is used to analyse the texture complexity of the input image. In order to test the texture analysis ability of the algorithm, the texture complexity analysis is performed on the following SAR images with different texture characteristics. The results are shown in Figure 9.


Figure 9. Complexity calculation results of SAR images. (a) $\mathrm{Tc}=1.9459$. (b) $\mathrm{Tc}=3.7377$. (c) $\mathrm{Tc}=3.6373$. (d) $\mathrm{Tc}=3.7612$.

It can be seen from Figure 9 that the method proposed in this paper can clearly distinguish images containing multiple landforms and single landform, which brings great convenience for subsequent processing. There are only farmlands with different grey levels in Figure 9a. There are both residential region and areas with flat textures in Figure 9b. For images with multiple landforms, TKSFCM separates the different landforms according to the texture complexity.
(3) The evaluation of NISLIC

The performance of the new over-segment method can be seen in Figure 10 which shows the superpixel generated by the standard SLIC and NISLIC.


Figure 10. Over-segmentation result. (a) Simple linear iterative clustering (SLIC). (b) NISLIC.
The superpixel generated by NISLIC is robust to speckle noise shown in Figure 10. The tested SAR image in Figure 10 is less affected by noise and has more obvious edge features. This image is called Chinalake. Using this image can fully demonstrate the superiority of NISLIC. For the result of NISLIC (Figure 10b), the shape of the superpixels in the uniform area is basically rectangular without being affected by the image itself. As can be seen from the upper left area of these two images, for the edge area, NISLIC achieved a relatively good fit. For regions with complex structures in the image, although the shape of the neighbouring superpixels is irregular, it can well grasp the detailed features of the region.

An important parameter of NISLIC is $\lambda$ which measures the spatial distance and the intensity distance. Here Maricopa image is used to test the boundary recall of NISLIC when $\lambda$ takes different values. It is worth noting that the boundary recall of SLIC in Maricopa image is 0.8697 . The number of superpixels is set as 400 . The result is shown in Figure 11.


Figure 11. The analysis of parameter $\lambda$.
As shown in Figure 11, when $\lambda>1$, the boundary recall numbers of NISLIC are larger than SLIC. As $\lambda$ continues to increase, the number of boundary recalls gradually increases. The maximum was reached when $\lambda=6$, then the numbers slowly declined.

## 4. Results

Five comparison algorithms and the proposed algorithm are used on all synthetic SAR images and real images. This section proves the superiority of the proposed algorithm in SAR image segmentation by analysing and comparing the segmentation results of each algorithm on each image.

### 4.1. Results of Simulated SAR Images

### 4.1.1. Results of Simulated SAR Images Generated from SI1

The results of the 1-look noisy image of SI1 segmented by six algorithms are shown in Figure 12. The reason why we only list the result images of 1-look noisy image is that this image suffers most speckle noises. By analysing each segmentation result of 1-look noisy image, we can more accurately compare the advantages and disadvantages of each method.


Figure 12. Segmentation results of 1-look noisy image of SI1. (a) TKSFCM. (b) FKP_FCM. (c) THFCM. (d) CKS_FCM. (e) SFFCM. (f) FWCRF.

Figure 12 presents that TKSFCM, FKP_FCM and THFCM all get better segmentation results on 1-look noisy image of SI1, while the results of the other two algorithms are poor. Compared with other algorithms, as shown in Figure 12a, the segmentation result of TKSFCM is less affected by noise and has a high degree of edge coincidence. The segmentation results of THFCM also have a high degree of edge coincidence, but there is a misclassification in the place adjacent to the edge, as shown in Figure 12c. As a result that the pixel block used by this algorithm in constructing the thumbnail image is not consistent with the edge information in the image, which leads to the loss of some details. The segmentation result of FKP_FCM is also good, as shown in Figure 12b. However, the segmentation result still contains some pixels that are wrongly segmented, and the edges are not kept smoothly and accurately. This is because the results of non-key points are affected by speckle noise. In segmented image of FWCRF (Figure 12f), many pixels belonged to the green class were wrongly segmented. It is due to the fact that the SLIC used in this algorithm is difficult to obtain more accurate over-segmentation results on the image with high noise content, which leads to the fact that the final result is greatly affected by noise. The segmentation image obtained by CKS_FCM (Figure 12d) shows that the algorithm is also seriously affected by speckle noise, so that many pixels are wrongly segmented. The segmentation results of SFFCM (Figure 12e) showed irregular edges.

Although huge green areas are wrongly divided into yellow areas, they performed better for other areas. It is because only the super-pixel grey histogram information cannot be used to accurately segment the speckle noise-rich SAR image.

In order to make more accurate and intuitive analysis of each algorithm, we use five kinds of compared algorithms and TKSFCM to get the simulated images based on SI1 test, as shown in Figure $7 \mathrm{~b}-\mathrm{e}$. The class number is 4 , the SA of each methods on each image as shown in Table 2. The best results and our results are shown in bold in this table.

Table 2. Experimental results on SI1 simulated images (\%).

| Algorithms | 1-look | 2-look | 4-look | 6-look |
| :---: | :---: | :---: | :---: | :---: |
| CKS_FCM [14] | 91.74 | 95.96 | 98.00 | 98.69 |
| FKP_FCM [16] | 98.21 | 98.60 | 98.80 | 99.22 |
| THFCM [43] | 97.25 | 98.49 | 98.81 | 98.90 |
| SFFCM [44] | 93.99 | 94.64 | $\mathbf{9 9 . 4 2}$ | 99.45 |
| FWCRF [45] | 79.33 | 93.61 | 92.64 | 94.87 |
| TKSFCM | $\mathbf{9 8 . 6 6}$ | $\mathbf{9 9 . 0 2}$ | $\mathbf{9 9 . 1 6}$ | $\mathbf{9 9 . 5 7}$ |

According to Table 2, we can see that for all noise images of SI1, TKSFCM achieves the highest segmentation accuracy. With the decrease of noise influence, the segmentation accuracy of the four methods except FWCRF tends to increase. It shows that FWCRF produces relatively poor results for all noise images and is most affected by noise. When the level of noise changes from 2 to 4, the segmentation accuracy of FWCRF is slightly reduced. This is because that the original regions with similar greyscale of SI1 images affected by noise are mistakenly merged when merging super pixels. However, for SAR images with the lowest degree of noise pollution, better segmentation results can be obtained. It is due to the FWCRF method uses SLIC to segment and merge the images during image segmentation. For SAR images with less speckle noise content, this method produces better super-pixel effect. Similarly, CKS_FCM has a high precision for the segmentation results of noisy images with high visibility, but the SAs of this method is low when the images are seriously polluted by noise. The SAs processed by THFCM is high and the noise impact is less than that of FWCRF, and CKS_FCM. FKP_FCM has excellent segmentation results for SI1 images, it happens all due to the impact of speckle noise on the results can be reduced by using key point clustering and non-local information. For images with less noise impact, SFFCM performs well, which indicates that the algorithm is suitable for images with less noise.

### 4.1.2. Results of Simulated SAR Images Generated from SI2

For all noisy images of SI2 image, six methods are also used to segment them and the cluster number is set to be 3 . As a result that the two regions have close grey values and the segmentation result of 1-look image is poorly visible, the segmentation results of 6-look image are shown in Figure 13. In Figure 13, yellow represents complex areas.

The segmentation result in Figure 13 shows that for the complex texture regions in the image, except for TKSFCM and SFFCM, the other four algorithms cannot accurately segment them. As a result that the grey value of the complex texture area is close to the left area and SFFCM only uses the grey information, these two categories are divided into one. Figure 13a shows that the segmentation result of TKSFCM are closest to the real image, and only a few pixels are incorrectly segmented. For simple texture areas, it can be seen from Figure 13b,c,f that the segmentation results of FKP_FCM, FWCRF and THFCM are less influenced by noise. This indicates that for images suffered less noise, the segmentation effect of these algorithms is good. From the result of CKS_FCM (Figure 13b), the segmentation result of this algorithm is greatly affected by speckle noise.


Figure 13. Segmentation results of 1-look noisy images of SI2. (a) TKSFCM. (b) FKP_FCM. (c) THFCM. (d) CKS_FCM. (e) SFFCM. (f) FWCRF.

In order to further compare the segmentation results of each algorithm on the SI2 images, the SA of each method on the four noise images is shown in Table 3. The best results and our results are shown in bold in this table.

Table 3. Experimental results on SI2 simulated images (\%).

| Algorithms | 1-look | 2-look | 4-look | 6-look |
| :---: | :---: | :---: | :---: | :---: |
| CKS_FCM [14] | 63.36 | 64.32 | 65.95 | 68.50 |
| FKP_FCM [16] | 74.71 | 75.22 | 75.57 | 75.85 |
| THFCM [43] | 74.44 | 75.21 | 74.79 | 75.18 |
| SFFCM [44] | 72.35 | 72.56 | 72.81 | 72.92 |
| FWCRF [45] | 46.22 | 61.14 | 68.30 | 71.68 |
| TKSFCM | $\mathbf{6 8 . 8 2}$ | $\mathbf{7 6 . 8 4}$ | $\mathbf{7 9 . 6 3}$ | $\mathbf{8 1 . 1 5}$ |

Table 3 shows that TKSFCM shows high superiority compared to other algorithms in the four noise images. This is because for images containing complex texture regions, the coherence of the results obtained by using superpixels as the processing unit is good. For the 1-look image, the SA is not ideal. This is because the texture analysis method used in this paper is based on the greyscale histogram and the greyscale change on the areas with heavy noise pollution is also very large. Compared to SI1 images, the SAs of CKS_FCM are less affected by noise because the segmentation effect of the algorithm does not change much in complex regions. At the same time, the segmentation accuracy of the SFFCM is also less affected by noise. This is because the superpixel greyscale histogram information is used to divide the texture area and the complex area into a category. In this case, the algorithm has a high edge fit and good regional coherence. Affected by noise, the SAs of FWCRF and TKSFCM fluctuates. In addition, as shown in Table 3, FKP_FCM and THFCM achieve high segmentation accuracy for all noise images of SI2.

### 4.2. Results of Real SAR Images

As mentioned above, the segmentation results of TKSFCM are very efficient in synthetic SAR images. Since synthetic SAR images are artificial ones after all, we also test four real SAR images shown
in Figure 8. In this section, the different colour only relates to different classes, like another expression of label. When segmenting input image to certain regions, the specific crop types are not concerned.

### 4.2.1. Results of Maricopa Image

When segmenting the Maricopa image, the number of clusters is set to 4 . The segmentation results of each method on this image are shown in Figure 14, where blue, red and green represent three different types of farmland, respectively, and yellow represents water.


Figure 14. Segmentation results of Maricopa image. (a) Original image. (b) Ground Truth. (c) TKSFCM. (d) FKP_FCM. (e) THFCM. (f) CKS_FCM. (g) SFFCM. (h) FWCRF.

As shown in Figure 14, the segmentation results of CKS_FCM and FWCRF (Figure 14f,h), are quite different from the real class of Maricopa images (Figure 14a). Pixels are mistakenly classified into the green category. The reason for this phenomenon is that in the Maricopa image, the grey values of the three types of farmland have a little differences and the effect of speckle noise. The algorithm has a poor ability to distinguish these three categories of farmland, and thus produces poor segmentation results. Compared with the above two algorithms, the segmentation results of TKSFCM, FKP_FCM and THFCM algorithm are better. By comparison, it can be obtained that the proposed algorithm is better than FKP_FCM. The segmentation result of FKP_FCM contains obviously discretely distributed pixels that are incorrectly segmented and the edges are not smooth. This is also because FKP_FCM is based on points which cannot preserve the edges of the image better. At the same time, compared with the segmentation results of the proposed algorithm (Figure 14f) and the segmentation of THFCM (Figure 14e), the segmentation result of THFCM is more consistent, but many points that should belong to yellow are mistakenly divided into red. Although the result of SFFCM seems to have a more accurate detection of homogeneous image region, it is only a low-level meaning based on the grey value and has no semantic meaning. That is because SFFCM only use grey value information without considering texture.

### 4.2.2. Results of Chinalake Image

When segmenting the Chinalake image, the class number c is set to 3 . The segmentation result is composed by three colours: red, yellow and blue, where blue represents water area and red represents complex residential area. The segmentation results of Chinalake image are shown in Figure 15.

It can be seen from Figure 15c that some regions in the segmented image obtained by TKSFCM are not accurate. Comparing with the other four algorithms, the proposed algorithm achieves correct segmentation for most regions, as it keeps the better detailed information. For complex residential areas, other algorithms did not achieve accurately segmentation. These algorithms have more or less misclassified pixels that did not belong to the complex area into red pixels. From the original SAR image shown in Figure 15a, the dark part of the image (marked as blue in the segmented image) has significant geometric features. The segmentation of this part can reflect the algorithm's ability to grasp the edge information. From the results of FKP_FCM, THFCM and CKS_FCM, the red category appears on the edge of the blue area. This is because these three algorithms only use the pixel-level information of the image and the ability to grasp global information is poor. For areas with uniform texture information (marked yellow in the segmented image), the other five algorithms have mis-segmentation. For example, CKS_FCM wrongly marks parts of farmland that should be marked yellow as red. Although FWCRF and SFFCM achieve more accurately segmentation on the blue and yellow parts, a large number of red areas do not belong to complex areas and are mislabeled. This is because the segmentation results of these two algorithms depends heavily on over-segmentation.


Figure 15. Segmentation results of Chinalake image. (a) Original image. (b) Ground Truth. (c) TKSFCM. (d) FKP_FCM. (e) THFCM. (f) CKS_FCM. (g) SFFCM. (h) FWCRF.

### 4.2.3. Results of Terracut Image

When Terracut image is segmented, the class number is set to 4 . The segmentation results of each method on the image are shown in Figure 16, where yellow, red and blue represent three different types of farmland and green represents residential areas.

As shown in Figure 16, except for the proposed algorithm, none of the other five algorithms accurately segmented the residential area. In their segmentation results, the categories of residential area and farmland are mixed into one. From the segmentation result of TKSFCM (Figure 16b), it is clear that the proposed algorithm not only accurately segmented the residential area, but also achieved accurate segmentation of the farmland. From Figure 16e, for the farmland area, CKS_FCM is
greatly affected by speckle noise. At the same time, from Figure 16 FWCRF, FKP_FCM and THFCM can segment farmland areas more accurately, but there is still a misclassification phenomenon. For example, part of the yellow area is wrongly divided into green. The segmentation effect of SFFCM is relatively poor, indicating that the algorithm is not suitable for images with complex structures and scattered regions.


Figure 16. Segmentation results of Terracut image. (a) Original image. (b) Ground Truth. (c) TKSFCM. (d) FKP_FCM. (e) THFCM. (f) CKS_FCM. (g) SFFCM. (h) FWCRF.

### 4.2.4. Results of Ries Image

When Ries image is segmented, the class number is set to 4 . The segmentation results of each method on the image are shown in Figure 17, where yellow, red and green represent three different types of farmland and blue represents urban areas.

As shown in Figure 17, except TKSFCM and SFFCM, the other four algorithms have not accurately segmented the urban area. From the segmentation result of TKSFCM (Figure 17c), the proposed algorithm not only accurately segmented the urban area, but also achieved more accurate segmentation for the farmland. From Figure 16e, for the farmland area, CKS_FCM is greatly affected by speckle noise. At the same time, from Figure 17d,h that FKP_FCM and FWCRF can segment farmland regions more accurately, which shows that these two algorithms can segment textures with simple grey differences region. THFCM incorrectly segmented a large number of pixels that should belong to the yellow colour category into blue. This is because this algorithm uses pixel blocks when constructing thumbnails, emphasising that local information ignores non-local information. The segmentation result of the FKP_FCM algorithm contains obviously discretely distributed pixels that are incorrectly segmented, and the edges are not smooth. This is due to the fact that FKP_FCM is a point-based segmentation method and cannot retain the edges of the image well. The proposed algorithm has some problems of regional misclassification. As shown in Figure 16c, there are several superpixels that belong to red and are incorrectly segmented. Compared with several other comparison algorithms, SFFCM accurately separates complex urban areas. This is because the superpixel grey histogram is used when blurring the superpixels, which is similar to the texture features proposed in this paper. The extraction side further proves the efficiency of the proposed algorithm to collect texture information.


Figure 17. Segmentation results of Ries image. (a) Original image. (b) Ground Truth. (c) TKSFCM. (d) FKP_FCM. (e) THFCM. (f) CKS_FCM. (g) SFFCM. (h) FWCRF.

In order to more accurately evaluate the effect of each algorithm on real SAR images, the SA and the F1-Score of all the algorithms on these four real SAR images is shown in Table 4.The best results and our results are shown in bold in this table.

Table 4. Experimental results on real SAR images (\%).

| Algorithms | Maricopa |  | Chinalake |  | Terracut |  | Ries |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | SA | F1 | SA | F1 | SA | F1 | SA | F1 |
| CKS_FCM [14] | 62.49 | 62.99 | 48.05 | 45.04 | 41.39 | 42.77 | 55.05 | 52.15 |
| FKP_FCM [16] | 72.49 | 61.03 | 72.15 | 68.30 | 41.63 | 42.22 | 61.48 | 56.34 |
| THFCM [43] | 79.57 | $\mathbf{7 8 . 5 8}$ | 71.99 | 68.59 | 42.18 | 43.10 | 48.21 | 44.26 |
| SFFCM [44] | 37.24 | 23.44 | 66.46 | 61.04 | 25.76 | 18.89 | 68.91 | 64.28 |
| FWCRF [45] | 45.01 | 53.54 | 56.20 | 54.71 | 38.49 | 35.54 | 64.21 | 62.27 |
| TKSFCM | $\mathbf{8 0 . 9 1}$ | $\mathbf{7 7 . 6 9}$ | $\mathbf{7 2 . 5 8}$ | $\mathbf{7 0 . 9 3}$ | $\mathbf{6 7 . 6 4}$ | $\mathbf{6 7 . 6 0}$ | $\mathbf{9 4 . 2 7}$ | $\mathbf{9 3 . 5 6}$ |

The results in Table 4 correspond to the results of Figures 14-17. The F1-Score and SA performance of the six algorithms on these four images are basically the same. For Chinalake, the SAs of FKP_FCM, THFCM and FWCRF are high and the segmentation results of regions with significant geometric features and uniform texture are consistent and accurate. The accuracy of CKS_FCM and SFFCM is poor, because many pixels are incorrectly segmented into red. TKSFCM improves the segmentation effect on the image greatly, because this method combines the superpixel method and the pixel-level method. For the Maricopa image, the segmentation accuracy of CKS_FCM is very poor, and the results
of SFFCM and FWCRF are slightly higher than them. TKSFCM improves the segmentation effect on this image compared to FKP_FCM and THFCM. Although the result image of the proposed algorithm is smooth than THFCM, some areas are mislabeled as yellow. And the result image of THFCM shows that the pixels in red class are accurately segmented, so the improvement of the segmentation accuracy is small. For Terrcut image, the segmention accuracy of SFFCM is especially low. That is because this image has complex texture and the grey of different crops are close. SFFCM only uses grey values to cluster superpixels which neglected the texture information. For Ries images, except for TKSFCM, the other five contrast algorithms have poor segmentation results, because the semantic area (urban area) cannot be segmented as a whole using only pixel-level information. In the segmentation of urban areas, the SFFCM algorithm reflects its advantages, and thus its segmentation accuracy is slightly better than the other three algorithms.

### 4.2.5. Evaluation on Edge Area

The superpixels are located between different objects and doubtful to merge are called key superpixels in TKSFCM. Accurate positioning and segmentation these superpixels can improve the accuracy of the algorithm. Here, we analyse the edge segmentation capabilities of these six algorithms. Taking the Maricopa image as an example, the image can be divided into four categories. As shown in Figure 14, the accurate segmentation of the water area (marked as yellow) determines the edge segmentation capability of the algorithm. The best results and our results are shown in bold in Table 5 .

Table 5 shows that the performance of F1-Score is basically the same as the performance of SA (Table 4). Among them, the F1-Score of TKSFCM is the highest, which shows that this algorithm can achieve accurate segmentation on each area. For the yellow category, TKSFCM also performs well. Separately, the accuracy of the yellow category obtained by TKSFCM is low. This is because this algorithm divides some points that do not belong to this category into yellow, which corresponds to the segmentation result of Figure 14. On the other hand, the recall of this algorithm is high, which means that the pixels belonging to the yellow have not been misclassified into other categories.

Table 5. Edge segmentation results (\%) of the Maricopa image.

| Algorithms | F1-Score | $\boldsymbol{F 1}_{\boldsymbol{k}}$ | $\boldsymbol{p}_{\boldsymbol{k}}$ | $\boldsymbol{r}_{\boldsymbol{k}}$ |
| :---: | :---: | :---: | :---: | :---: |
| CKS_FCM [14] | 55.44 | $\mathbf{5 8 . 1 3}$ | 50.87 | 67.81 |
| FKP_FCM [16] | 68.30 | 49.20 | 54.93 | 44.55 |
| THFCM [43] | 68.59 | 43.17 | $\mathbf{5 6 . 6 5}$ | 34.88 |
| SFFCM [44] | 61.04 | 26.60 | 20.81 | 36.88 |
| FWCRF [45] | 54.71 | 51.69 | 38.44 | $\mathbf{7 8 . 8 8}$ |
| TKSFCM | $\mathbf{7 0 . 9 3}$ | $\mathbf{5 5 . 3 3}$ | $\mathbf{4 3 . 5 4}$ | $\mathbf{7 5 . 9 0}$ |

### 4.2.6. Segmentation of Large Real SAR Image

In order to further verify the effectiveness of the proposed algorithm, a large real SAR image is used. The name is Terra and the size is $3546 \times 1506$, shown in Figure 18. As shown in Figure 18, the area marked by the red rectangle is Ries image. This image shows the town and the farmland around it. Like Ries image, we set the cluster number to be 4 , including residential areas and three different crops. Segmentation results of six algorithms on Terra are shown in Figure 19.

Judging from the white rectangle in Figure 19, when the image becomes larger, the division of the small area is not greatly affected. It can been seen from Figure 19a that regardless of whether it is a residential area or farmland, TKSFCM achieves a relatively accurate segmentation and retains relatively complete details. The details are well preserved by the pixel-level algorithms THFCM and CKSFCM (Figure 19c,d), but many areas in the result images of these two algorithms are erroneously marked. Large SAR images shows that SFFCM (Figure 19e) is not suitable for complex scenes. The results of FWCRF and FKPFCM (Figure 19b,f) are relatively good. The key point used by FKPFCM is the local maximum, so the algorithm is affected by noise.


Figure 18. Large SAR image Terra.


Figure 19. Segmentation results of Terra. (a) TKSFCM. (b) FKP_FCM. (c) THFCM. (d) CKS_FCM. (e) SFFCM. (f) FWCRF.

It can be seen from Table 6, TKSFCM takes the shortest time and CKSFCM takes the longest time. Combining the segmentation results and the time consumption, the proposed algorithm has the highest efficiency.

Table 6. Time consumption of algorithms at Terra image.

| Algorithms | CKS_FCM [14] | FKP_FCM [16] | THFCM [43] | SFFCM [44] | FWCRF [45] | TKSFCM |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Time | 5 h | 1.7 h | 785 s | 159 s | 873 s | 158 s |

### 4.2.7. Segmentation of Texture Images

Three different texture images are used to test the texture segmentation ability of the proposed algorithm as shown in Figure 20. The proposed texture descriptor of superpixels is non-parametric. The other five advanced texture descriptors are chosen to be comparison methods to further verify the effectiveness of TKSFCM on texture segmentation. The comparison methods are introduced as following. Local Binary Patterns (LBP) [48] is a non-parametric local texture feature descriptor with simple theory and high computational efficiency. GLCM can reflect the comprehensive information of value in an image about the direction, adjacent interval and change amplitude. The homogeneity of GLCM (GLCM-h) are used in this paper. Norberto et al. presented an extension of the watershed algorithm using a vector gradient and multivariate region merging methods (WVM) [49]. Gustavo et al. [9] proposed a segmentation method for Low-Resolution SAR using mean shift technique and Neural Network (MNN).


Figure 20. Texture images. (a) SI3. (b) Nat-5v. (c) D012.
It can be seen from Figure 20a that the texture features of SI3 are similar to real SAR image. Nat-5v (Figure 20b) is from Randen [50] texture images, it has five different textures and three textures in this figure has similar intensities. D012 (Figure 20c) is also from Randen texture images and has two textures with similar intensities.

## (1) Segmentation results of SI3

The segmentation results of SI3 are shown in Figure 21. It can be seen from the Figure 21 that the proposed texture descriptor can roughly distinguish different textures. Compared with LBP and GLCM descriptor, the proposed texture descriptor is more effective. However, some region are still mislabeled by the propose descriptor (Figure 21b). It is because that this descriptor can only be used to describe the regional texture feature and cannot be used to describe the texture features of individual pixels. The segmentation result relies on the over-segmentation algorithm. WVM used multichannel texture feature to calculate the gradient, so the result is smooth (Figure 21e). The more texture features are used, the segmentation result is more accurate. The result of MNN algorithm is based on mean shift method which is not suitable for complexity images. In addition, this algorithm needs many samples to train the network.

To compare the noise robustness of each algorithm, SI3 image are polluted by speckle noises with different levels. The speckle noise is simulated by gamma distribution. Multi-look refers to dividing the entire effective synthetic aperture length into multiple parts to separately image the same scene. Then the sum of imaging results is superimposed to obtain the SAR image. SAR image with different looks means the image is superimposed by different number of imaging results. This kind of imaging method can effectively suppress speckle noise. The different look can represent a different noise level and the 1-look image has the most serious noise impact. Table 7 shows the SA of each result. The best results and our results are shown in bold in this table.


Figure 21. Segmentation results of SI3. (a) Ground Truth. (b) TKSFCM. (c) LBP. (d) GLCM-h. (e) WVM. (f) MNN.

Table 7. Experimental results on SI3 simulated images (\%).

| Algorithms | 1-look | 2-look | 4-look | 6-look | Noise-Free | Noise-Free Minus 1-look |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LBP [48] | 41.33 | 51.42 | 55.83 | 58.54 | 73.05 | 31.72 |
| GLCM-h | 40.73 | 46.12 | 49.01 | 53.29 | 72.62 | 31.29 |
| WVN [49] | 60.57 | 64.97 | 69.25 | $\mathbf{7 9 . 1 8}$ | $\mathbf{9 2 . 0 5}$ | $\mathbf{3 3 . 4 8}$ |
| MNN [9] | 44.18 | 46.85 | 49.62 | 59.65 | 72.32 | 28.14 |
| TKSFCM | $\mathbf{6 2 . 2 7}$ | $\mathbf{6 7 . 3 5}$ | $\mathbf{7 1 . 8 8}$ | $\mathbf{7 7 . 1 4}$ | $\mathbf{8 7 . 6 9}$ | $\mathbf{2 5 . 4 2}$ |

It can be seen from Table 7 that on the images with high noise pollution, the proposed algorithm achieves the best results. On images with low noise pollution, WVN achieved the best results. However, the values of Noise-free minus 1-look shows that the noise robustness of proposed descriptor is the best. The SAs of this descriptor is more stable while the level of noise changing. The speckle noise is the intrinsic property of SAR images. The ability to avoid the influence of noise is very important. The proposed descriptor is more suitable for SAR image. When analysing the texture complexity of a image, we compressed the grey scale of the image. Referring the methodology described in [51], the impact of texture analysis caused by compression grey level $K$ is tested. The change of SAs on noise-free SI3 image and 1-look SI3 image is shown in Figure 22.

To eliminate the influence of the over-segmentation algorithm, the number of superpixels is set as 200. Figure 22 shows the change of SAs with the change of compression level $K$. It can be seen that for texture images without noise, the compressed greyscale reduces the segmentation accuracy. When the compression level is between 50 and 100, SA is closest to the original value (uncompressed). Therefore, the grey level of the image is compressed only when calculating the texture complexity. On the other hand, for image with great noise pollution, the variation is smaller than noise-free images. The highest value is still reached between 50 and 100 .

## (2) Segmentation results of Nat-5v and D012

The segmentation results of Nat-5v and D012 are shown in Figure 15. Due to the poor visibility of the segmentation results of other methods, we only analyse it numerically. Only the results of TKSFCM and WVM are shown in Figure 23.


Figure 22. The impact of compression level $K$.


Figure 23. Segmentation results of Nat-5v and D012. (a) Ground Truth of Nat-5v. (b) TKSFCM. (c) WVM. (d) Ground Truth of D012. (e) TKSFCM. (f) WVM.

From Figure 23 we can see that the proposed descriptor can efficiently distinguish different texture image (Figure 23e). However, the segmentation result is not ideal when the image has multiple textures and contains texture with similar intensity (Figure 23b). The segmentation errors for the proposed algorithm and comparison methods on Nat-5v and D012 are shown in Table 8. The data analysis not only based on the proposed algorithm and comparison method. We also compared our results with Raden's best results. The best results and our results are shown in bold in Table 8.

Table 8. Segmentation errors (\%) on Nat-5v and D012.

| Algorithms | LBP [48] | GLCM-h | WVN [49] | MNN [9] | TKSFCM | Raden's Best [50] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Nat-5v | 39.23 | 33.17 | $\mathbf{1 0 . 4 1}$ | 32.11 | $\mathbf{2 1}$ | $\mathbf{1 8 . 9}$ |
| D012 | 24.62 | 17.45 | $\mathbf{1 . 4 6}$ | 16.25 | $\mathbf{2 . 4 9}$ | $\mathbf{2 . 5}$ |

As shown in Table 8, the texture segmentation ability of the proposed descriptor is satisfactory. Although it is not as good as WVN, it is comparable to Raden's method.

## 5. Discussion

This paper used four kinds of images to verify the advancement of proposed algorithm: simulated SAR image, real SAR images, large SAR image and texture images.

For the simulated SI1 image with different intensity, the advancement of TKSFCM is shown in over-segmentation and the location of mixed superpixels. The results obtained from the clustering of superpixel pixels have good consistency and the mixed superpixels are processed with pixel-level features to overcome the limitation of the superpixel generation algorithm on the segmentation results. For the simulated SI2 image with complex area, the advancement of proposed algorithm is shown by segmenting texture area. However, the segmentation of edge area in this image is not ideal. It is because pixel-level information used in the key superpixel segmentation is greatly affected by noise and the impact on edge area caused by using neighbourhood information is not considered. TKSFCM can obtain relatively high segmentation accuracy no matter the image with high noise or low noise content, which fully shows that the proposed algorithm is more robust.

For the Maricopa image and the Chinalake image, the advancement of TKSFCM is shown in capturing the edge area. It can be seen from experiment data that the proposed algorithm has better ability to maintain details. TKSFCM can more completely segment the edges in the image, but the phenomenon of edge width and actual situation appears. Since the points where the superpixels are all structural information are given the same class mark. For the Chinalake image, Terracut image and Ries image, the advancement of the proposed algorithm is shown in segmentation of residential area. Since the key superpixels proposed in this paper are combined with fuzzy clustering and the results obtained are coherent as a whole and retain detailed information, the results on the real SAR image are ideal. For the large SAR image, the proposed algorithm satisfies both efficiency and accuracy.

For texture images similar to SAR images, the proposed algorithm can achieve ideal segmentation and the results are robust to speckle noise. For images contains two different texture, TKSFCM can segment them effectively. For images contains textures with similar intensities, the segmentation result is not ideal. Overall, the proposed texture descriptor is more suitable for SAR images with speckle noise. It is not the best choice to segment texture images. There are many algorithm worth considerate such as [52,53].

## 6. Conclusions

This paper has proposed a new semantic segmentation method for SAR image, named TKSFCM. Semantic segmentation is achieved by using both a texture complexity analysis method and key superpixels. Texture complexity analysis is used on the input image, and mixed superpixels are selected as key superpixels. Firstly, in order to grasp the texture information of the image, a new texture information extraction method is proposed. This method can effectively distinguish complex texture areas and simple texture areas. The result of TKSFCM (e.g., Figure 17) shows that the urban area Ries image is divided as a whole. Compared with SFFCM, which also achieves semantic segmentation, the accuracy is improved by $25.36 \%$. Therefore, SFFCM can achieve effective semantic segmentation results for SAR images. Meanwhile, to overcome the problem that the traditional SLIC does not consider the influence of noise, this work improves SLIC by using the neighbourhood information of the pixel instead of a single pixel to constrain the generation of superpixels. This new method is called NISLIC. It can be seen from Figure 10 that for Chinalake image with low noise, NISLIC can obtain super-pixels with low influence of noise and high edge fitness. Furthermore, the key point idea is expanded to the regional level, and the mixed super-pixels generated over-segmentation are selected as the key super-pixels for processing. Thus, the edge area can be accurately grasped and segmented. The results on the Maricopa images (e.g., Figure 14) show that the edge segmentation effect of TKSFCM is more accurate and smoothing. The edge segmentation ability is verified and the rk of TKSFCM is high. It means that most pixels belonging to the water area are correctly labeled. In addition, TKSFCM is efficient and accurate on large SAR images (e.g., Figure 19 and Table 6).

For the four real SAR images, the average of SA generated by our method is at least $13.16 \%$ higher than those of the compared algorithms, which shows the effectiveness of TKSFCM. However, there are still some pixels are wrongly labeled. This is because the global information is not considered when performing fuzzy clustering on superpixels. The guidance information to segment the key superpixels
is only the result of fuzzy clustering, which thus has some certain limitations. The texture complexity analysis method can only distinguish regions with a large feature gap.
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## Abbreviations

The following abbreviations are used in this manuscript:

| SAR | Synthetic Aperture Radar |
| :--- | :--- |
| FCM | fuzzy C means algorithm |
| SLIC | simple linear iterative clustering |
| NISLIC | neighbourhood information simple linear iterative clustering |
| NAD | neighbourhood average deviation |
| FKP_FCM | fast key pixel fuzzy clustering |
| CKS_FCM | immune clone clustering algorithm based on non-local mean |
| SFFCM | a fast fuzzy clustering algorithm based on superpixels |
| THFCM | SAR image segmentation algorithm based on thumbnails and similar neighbours |
| FWCRF | a fast SAR image segmentation method based on two-step superpixels generation and weighted CRF algorithm |
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