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Abstract: Since hyperspectral images (HSI) captured by different sensors often contain different
number of bands, but most of the convolutional neural networks (CNN) require a fixed-size input,
the generalization capability of deep CNNs to use heterogeneous input to achieve better classification
performance has become a research focus. For classification tasks with limited labeled samples,
the training strategy of feeding CNNs with sample-pairs instead of single sample has proven to be
an efficient approach. Following this strategy, we propose a Siamese CNN with three-dimensional
(3D) adaptive spatial-spectral pyramid pooling (ASSP) layer, called ASSP-SCNN, that takes as input
3D sample-pair with varying size and can easily be transferred to another HSI dataset regardless of
the number of spectral bands. The 3D ASSP layer can also extract different levels of 3D information
to improve the classification performance of the equipped CNN. To evaluate the classification and
generalization performance of ASSP-SCNN, our experiments consist of two parts: the experiments
of ASSP-SCNN without pre-training and the experiments of ASSP-SCNN-based transfer learning
framework. Experimental results on three HSI datasets demonstrate that both ASSP-SCNN without
pre-training and transfer learning based on ASSP-SCNN achieve higher classification accuracies
than several state-of-the-art CNN-based methods. Moreover, we also compare the performance of
ASSP-SCNN on different transfer learning tasks, which further verifies that ASSP-SCNN has a strong
generalization capability.

Keywords: Siamese Convolutional Neural Network (SCNN); three-dimensional adaptive spatial-spectral
pyramid pooling (3D ASSP); transfer learning; hyperspectral image classification; limited labeled samples

1. Introduction

Hyperspectral sensors typically acquire images across hundreds of spectral bands with rich spatial
information, which makes hyperspectral images (HSI) become essential data sources to deal with
the heterogeneous and mixed landscape. Therefore, the HSI classification method is widely applied in
material analysis [1,2], environmental detection [3,4], precision agriculture [5,6] and other application
fields [7,8]. Therefore, it is an important task to develop a classification method of hyperspectral
images with high precision and strong generalization. Deep convolutional neural networks (CNN)
have attracted much attention due to their excellent performance in hyperspectral image classification
tasks [9–13]. However, such methods usually exhibit two common issues: (1) How to develop
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a high-precision deep learning model with limited labeled samples. (2) How to develop a deep
learning model with strong generalization for classification tasks on different hyperspectral datasets.

In more recent years, because CNN can extract low, mid, and high-level spatial features, various
CNN-based deep learning models have been applied to HSI classification with limited labeled samples.
In order to adequately train CNN in the case of limited labeled samples, different strategies have been
introduced to either augment the training set or reduce the parameters of the network. For instance,
Jacopo Acquarelli et al. proposed a method using CNNs and data augmentation to classify all unlabeled
pixels of the given HSI [14]. They augmented the training data by propagating the label of pixels
in the training set to its neighbors and trained a simple single-layer CNN with a tailored loss function.
Hyungtae Lee et al. [15] have presented a CNN architecture to jointly optimize the spectral and
spatial information of HSI. They have leveraged the residual structure to overcome sub-optimality
in CNN performance caused primarily by limited amounts of training samples. Liu Zhu et al. [16] have
explored a generative adversarial network (GAN) based on CNN for HSI classification. The proposed
GAN can generate virtual samples that are used with real training samples to fine-tune the GAN’s
discriminative CNN. Their experimental results have proven the effectiveness of using virtual samples
to improve the generalization capability of the discriminative CNN. The pieces of literature mentioned
above are based on the original labeled sample set to generate pseudo-labeled samples, multi-scale
inputs, or virtual samples, respectively. Such strategies for augmenting training samples are helpful
to alleviate the problems caused by limited labeled samples. However, such strategies can only add
a finite amount of information for training deep learning model, because of the augmented samples
are similar to the real labeled samples. Moreover, the deep CNN models with a single sample as input
do not fully explore the relation feature between samples, which limits the discrimination ability of
the CNN supervised classifier.

To fully explore the potential of CNN, CNN with sample-pairs as input have been applied for
HSI classification. Wei Li et al. [17] proposed a pixel-pair method to significantly increase the number
of training samples, ensuring that the advantage of CNN can be proposed. Their experimental
results demonstrate that CNN trained with pixel-pair has excellent classification performance.
Bing Liu et al. [18] proposed a supervised deep feature extraction method based on Siamese CNN to
improve the performance of HSI classification. The experiment results of this method show that
the Siamese CNN with sample-pair as input can extract robust discriminative features for HSI
classification. Taking sample-pairs as input, not only can significantly increase the number of training
samples, but also the CNN trained by sample-pairs has stronger discrimination ability than the CNN
with a single sample as input. In views of the above advantages of taking sample-pairs as input,
Siamese CNN has promising potential in HSI classification with limited labeled samples. However,
the first Siamese neural network [19] was designed for binary classification tasks, and it could not
meet the requirements of multi-classification tasks for HSI. To overcome this problem, a Siamese CNN
is developed for multi-classification tasks with limited labeled samples.

It is worth noting that we have proposed a developed Siamese CNN (ES-CNN) in [20], which not
only take advantage of sample-pairs as input but also can be directly applied to multi-classification
tasks. Its experiments show that the proposed method has great potential for HSI classification.
However, the proposed method in [20] only extracts spectral information by a one-dimensional
convolutional network (1D-CNN), while it ignores spatial information. In this paper, to fully explore
the potential of both spatial and spectral information, the core of our architecture is the use of
the three-dimensional convolutional network (3D-CNN) throughout the network. More importantly,
to make the proposed method have better generalization capability, we consider a new Siamese CNN
for classifying different HSIs with the different number of bands.

One of the most common ways to analyze the generalization capability of deep learning models is
to discuss the transfer learning framework of deep learning models for different HSI classification tasks.
Hyungtae Lee et al. [21] have devised a classification approach that pre-trains a network on multiple
source datasets that differ in their hyperspectral characteristics and then fine-tunes on a target dataset.
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Their experimental results show that the pre-training network is beneficial to improve the classification
accuracy, and the datasets of different HSI sensors are useful for the pre-training. Ke Li et al. [22] have
proposed a new hyperspectral classification method based on transfer learning and the deep learning
method. They used a hyperspectral dataset that is similar to the target dataset to pre-training the deep
learning network. The experimental results show that transfer learning can obtain better classification
accuracy in a shorter amount of time when the source data and the target data are obtained from
the same sensor. However, due to the various type of hyperspectral sensors, different HSIs may
contain a different number of bands. The pre-trained network needs to be able to tackle different HSIs
with a different number of bands. For this problem, the most direct solution is to unify the number of
bands of resource datasets and target dataset by using dimensionality reduction [23,24]. This approach,
based on dimensionality reduction, may lose some valuable information. Notably, [25,26] employ
adaptive average pooling to adjust the size of output features to a fixed size. With the adaptive average
pooling, they can transfer a CNN model between heterologous HSI datasets. To solve the problem
that deep learning model require a fixed-size input, Kaiming HE et al. proposed the spatial pyramid
pooling (SPP) for visual recognition in 2015 [27]. By equipping a network with SPP layer, the network
can generate a fixed-length representation regardless of input size. To adapt to heterologous HSIs
classification, we equip 3D ES-CNN with a new pooling strategy, called 3D adaptive spatial-spectral
pyramid pooling (3D-ASSP).

In this paper, we propose a Siamese CNN with 3D adaptive spatial-spectral pyramid pooling,
called ASSP-SCNN, which can be transferred to heterologous HSI datasets without unifying
the number of bands of resource datasets and target dataset. In contrast to the first Siamese CNN [28]
and the ES-CNN [20], our proposed network not only can fully explore the potential of both spatial
and spectral information, but also allows us to feed samples with varying sizes or scales during
training into the proposed network. Training our network with variable-size samples increases
scale-invariance and reduces over-fitting. To verify the classification performance and generalization
capability of ASSP-SCNN, we conduct two sets of experiments: the classification experiments without
pre-training and the classification experiments with pre-training. In the classification experiments
without pre-training, we train the model from scratch on the target dataset to analyze the classification
performance of ASSP-SCNN for HSI with limited labeled samples. In the experiment with pre-training,
we propose a transfer learning framework based on ASSP-SCNN for verifying the classification
performance of pre-trained ASSP-SCNN on a source dataset after transferring to a target dataset.

This work focuses on how to adapt Siamese CNN to HSI multi-classification task with limited
labeled samples. The proposed ASSP-SCNN and its corresponding transfer learning framework can
achieve state-of-the-art performance in terms of classification accuracy. The main contributions of this
paper are as follows:

(1) To the best of our knowledge, this is the first that 3D adaptive spatial-spectral pyramid pooling
layer (3D-ASSP) is employed for HSI classification. We propose a 3D pyramid adaptive pooling
layer based on developing the SPP [27] and adaptive average pooling [25,26]. By equipping
a network with 3D-ASSP layer, the network can generate a fixed-length representation regardless
of 3D input size as well as extract multi-level 3D features to increases its scale-invariance.

(2) A developed Siamese CNN for HSI multi-classification is proposed. We equip a Siamese
CNN with 3D-ASSP layer to obtain a new Siamese CNN, called ASSP-SCNN. The proposed
ASSP-SCNN consisting of more than ten layers, can be directly applied to HSI multi-classification.
Furthermore, it can be fully trained only with train samples of target HSI without any
auxiliary dataset. Interestingly, different from the first Siamese CNN [28] and the ES-CNN [20],
the proposed network can not only explore the potential of both spatial and spectral information
for HSI classification but also allow us to put three-dimensional samples with varying sizes or
scales into the network. In other words, the ASSP-SCNN can classify heterologous HSI datasets
without unifying their number of bands.
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(3) The generalization of the proposed ASSP-SCNN is thoroughly analyzed. We proposed
an ASSP-SCNN-based transfer learning framework for different HSI classification tasks to verify
the generalization capability of ASSP-SCNN. We transfer the ASSP-SCNN between different
HSI datasets captured by the same sensor or different sensors. We compare the performance
of the ASSP-SCNN and its transfer learning framework from classification accuracy, training
time and other aspects, revealing that the proposed ASSP-SCNN has strong generalization
performance.

The remainder of this paper is as follows. Section 2 provides an introduction to related work,
including SCNN [19] and SPP [27]. Section 3 presents the details of our proposed classification
framework, including ASSP-SCNN and the implementation details of transfer learning based on
ASSP-SCNN. Section 4 introduces the datasets, experimental setups, and discuss the experiential
results. Finally, we present conclusions about our work and point out future work in Section 5.

2. Materials

2.1. Labeling Strategy for Samples Pairs

Li et al. [17] proposed labeling strategy for pixel-pairs that maps a pixel-pair set to a multi-class
label set. In this paper, we apply this strategy for labeling sample-pairs, the basic idea of which is
described as follows. Consider a hyperspectral data set with M three-dimensional labeled samples,
denoted as X = {xi}M

i=1, X ⊆ Rd×w×w, where d represents the number of bands and w× w represents
the spatial window size of a sample. The class label of a 3D sample xi is denoted as yi ∈ 1, 2, . . . , C,
which is equal to the label of the center pixel of xi and C represents the number of classes. Let ml denote
the number of available labeled samples in the l − th class and satisfy ∑C

l=1 ml = M. We randomly
select two 3D sample xi, xj from X to form a sample-pair pij = (xi, xj). Then the labeling strategy for
pij is: If the two samples xi, xj belong to the same class, the label of the pij is same as xi . Otherwise,
the label of pij is C + 1. The formula is shown by the following Equation (1).

Label(pij) =

{
l, i f yi = yj = l
C + 1, i f yi 6= yj

(1)

According to the above labeling strategy for sample-pair, the labeled sample-pair set contains
C + 1 classes, and its size is M times the size of X. More specifically, we randomly select twice from
X and get two samples x1, x2, if x1 6= x2 then (x1, x2) 6= (x2, x1). Therefore, the size of the labeled
sample-pair set P = {pij}M

i,j=1 is M2.

2.2. End-to-End Siamese Convolutional Neural Network

In [20], we proposed an end-to-end Siamese convolutional neural network (ES-CNN) for
HSI multi-classification tasks based on spectral information. In contrast to the original Siamese
convolutional neural network (SCNN) [19], which is a classifier suitable for binary classification tasks,
ES-CNN is a classifier suitable for multi-classification tasks. We show the architectures of ES-CNN and
the original SCNN are in Figure 1.

A significant improvement from original SCNN to ES-CNN is that ES-CNN is equipped with
a fully connected network to replace the energy function and output layer in the original SCNN.
The output layer of ES-CNN contains multiple neurons, which enables it to deal with multi-class
classification tasks directly. As the change of network topology, compared with SCNN, ES-CNN’s
labeling strategy of sample-pair, the way of generating classification map and loss function are
introduced as follows.

We are applying the labeling strategy of sample-pair proposed in [17] (similar to Section 2.1).
After labeling the sample-pair set by this strategy, the labeled sample-pair set contains one more class
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than the original training set. Specifically, if the training set contains C classes, the labeled sample-pair
set contains C + 1 classes, and the extra class (C + 1)− th label indicates that these two samples of
a sample-pair do not belong to any same class.

Figure 1. Architectures of SCNN and ES-CNN. Here the original SCNN is a binary classifier, which
can learn the similarity of the input sample-pair. To deal directly with multi-classification, the ES-CNN
applies a fully connected network to replace the metric function (distance) of SCNN.

As the input of ES-CNN is a sample-pair, we apply a neighborhood voting strategy to determine
the class label of a center pixel finally. The underlying assumption of this strategy is that the central
pixel has high probability of belonging to the same class as its neighbor pixels. Assuming a 3× 3
neighborhood is chosen, Figure 2 illustrates the voting strategy. Concretely, for a pixel to be classified,
we first select a 5× 5 neighborhood of the pixel to get 24 pixel-pairs. Then we feed these pixel-pairs into
the trained network to predict their labels. Given the predicted labels, we first exclude the pixel-pairs
do not belong to the same class, then the label with the most significant number of votes is selected as
the center pixel’s class label.

Figure 2. An example of voting strategy within a 3× 3 neighborhood.

As the output of ES-CNN contains multiple neurons, we proposed a new version of
the cross-entropy loss function in [20] in Equations (2) and (3).

E = − 1
n

n

∑
i=1
{

C+1

∑
k=1

[yik log(ŷik) + (1− yik) log(1− ŷik)] + α ∗Qi} (2)

Qi =
1
C

C+1

∑
j=1

yij[ŷij + µ−
C+1

∑
k=1

(yik ŷik)]+ (3)

where n is batch size, µ a decimal between 0 and 1. The term [z]+ = max(z, 0) is the standard hinge loss.
yi is the label of i− th pixel-pair, and (yi1, . . . , yik, . . . , yi(C+1)) is one-hot label of yi. ŷi is the predicted
value of the i-th pixel-pair, and (ŷi1, . . . , ŷik, . . . , ŷi(C+1)) is the one-hot label of ŷi. Qi is a regularization
to guarantee the accuracy of HSI classification. α is the weight coefficient.
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2.3. Spatial Pyramid Pooling and Adaptive Pooling

In 2015, Kaiming HE et al. [27] equipped a network with spatial pyramid pooling to eliminate
the requirement that deep CNN requires a fixed-size input. They also pointed out that the fixed-size
constraint comes only from the fully connected layers, while convolutional layers do not require
a fixed-size input and can generate feature maps of any size. In other words, for the classification
method based on CNN, we can remove the fixed-size constraint of the network if we generate
a fixed-size/length outputs to feed into the fully connected layers. To the best of our knowledge, both of
spatial pyramid pooling layer [27] and adaptive pooling layer (https://pytorch.org/docs/master/nn.
functional.html#adaptive-avg-pool3d) can pool features to generate a fixed-size representation from
arbitrarily sized input.

Specifically, the adaptive pooling strategy was first designed in the PyTorch (https://pytorch.org/)
library. According to different pooling operations, adaptive pooling has two specific implementations:
adaptive maximum pooling and adaptive average pooling. The particularity of adaptive pooling lies
in that as long as we give the input data and the output size of adaptive pooling, it can automatically
help us to calculate the size of kernel, padding and stride. Specifically, consider an input size of
the adaptive pooling is w×w, we want to generate an n× n feature after pooling, then the parameters
of the corresponding pooling layer can be decided by the following Equation (4).

n = (w + 2 ∗ padding− kernel_size)/stride + 1

padding = 0

kernel_size = w− (n− 1)× stride

stride = f loor(w/n)

(4)

where the floor is a function that rounds down to the nearest integer. In practice, it is convenient to use
an adaptive pooling layer to generate a fixed-size representation because its parameters include only
the size of the output.

Spatial pyramid pooling technology can generate a fixed-length output regardless of input size
as well as use multi-level spatial bins to generate a robust output to object deformation. Figure 3
shows the structure of a CNN with a spatial pyramid pooling layer. The CNN equipped with a spatial
pyramid pooling layer between the convolutional layers and the fully connected layers. Three levels
concatenate the fixed-sized/length representation generated by the SPP pooled outputs with the size
of c × 4× 4, c × 2× 2 and c × 1× 1, respectively. Here c is the filter number of the convolutional
layer before SPP. Therefore, by equipping with a spatial pyramid pooling layer, A CNN can generate
multi-level features to improve the scale-invariance of the CNN.

Figure 3. A CNN with a spatial pyramid pooling layer.

https://pytorch.org/docs/master/nn.functional.html#adaptive-avg-pool3d
https://pytorch.org/docs/master/nn.functional.html#adaptive-avg-pool3d
https://pytorch.org/
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3. Methods

Inspired by the above, we propose a Siamese CNN with a 3D adaptive spatial-spectral pyramid
pooling, called ASSP-SCNN, for HSI classification with limited labeled samples. Figure 4 shows
the architecture of ASSP-SCNN, which consists of four parts: input, feature extraction module, metric
module and output. We note that ASSP-SCNN has several remarkable properties for deep CNNs:

The input of ASSP-SCNN is 3D sample-pair. By feeding the 3D sample-pair into the network,
it can fully explore the potential of both spatial and spectral information between samples. Moreover,
this sample-pair strategy can quadratically increase the amount of network input to satisfy the training
of deep networks.

The feature extraction of ASSP-SCNN contains a 3D adaptive pyramid pool layer, which allows
us to feed samples with varying sizes or scales during training and can extract multi-level feature
with fixed-size.

The metric module of ASSP-SCNN consists of four fully connected layers, which takes the features
of 3D samples pair as input, and its output layer contains multiple neurons. Equipped with this
metric module, ASSP-SCNN can measure the similarity of sample-pairs as well as can deal with HSI
multi-classification directly.

Figure 4. Architecture of a developed Siamese CNN with adaptive spatial-spectral pyramid pooling.

We divide this section into three parts. The first part introduces the 3D adaptive spatial-spectral
pyramid pooling, the second part introduces the classification framework of ASSP-SCNN in detail,
and the third part introduces the transfer learning framework based on ASSP-SCNN to prepare for
the subsequent analysis of the ASSP-SCNN’s generalization.

3.1. 3D Adaptive Spatial-Spectral Pyramid Pooling

To remove the fixed-size input requirement of 3D CNN, we proposed a 3D adaptive
spatial-spectral pyramid pooling (ASSP) strategy. Specifically, we add an ASSP layer on the top
of a 3D CNN’s last convolutional layer. The ASSP layer pools feature and generate fixed-size output,
which is then fed into the fully connected layers. An example of a CNN structure with 3D adaptive
spatial-spectral pyramid pooling is shown in Figure 5.

As shown in Figure 5, the adaptive pyramid pool layer contains a multi-level pyramid to generate
several spatial-spectral bins. In each spatial-spectral bin, we pool the responses of each filer of
the equipped network’s last convolutional layer. The input of ASSP layer is the output of the last
convolutional layer with size c× (w× h× d), where c is the number of filters in the last convolutional
layer and the output each feature map of such filter has the size of w× h× d. The output of the ASSP
layer is a fixed-dimensional vector with size c×M, where M is the number of spatial-spectral bins.
The fixed-dimensional vector is the input of a fully connected layer.
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Figure 5. A CNN structure with 3D adaptive spatial-spectral pyramid pooling (ASSP) layer. Here c is
the number of filters in the last convolutional layer. This 3D ASSP contains a three-level pyramid with
different scale are 4× 4× 4, 2× 2× 2 and 1× 1× 1, respectively.

In our experiment, we constructed a three-level pyramid with different scales of 5 × 5 × 5,
3 × 3 × 3 and 1 × 1 × 1, respectively. In Section 2.3, we pointed out an advantage of adaptive
pooling that we give the input data and the output size of adaptive pooling in PyTorch, and it
can automatically help us to calculate the size of kernel, padding and stride. By the convenient
of applying adaptive pooling, we respectively apply a 3D adaptive average pooling layer to pool
the input of ASSP for each level. Moreover, we set the output sizes of the three-level 3D adaptive
average pooling layer to 5× 5× 5, 3× 3× 3 and 1× 1× 1, respectively. Therefore, we flatten the outputs
of these adaptive pooling layers into one-dimensional vectors and concatenate them together, resulting
in 153(= 125 + 27 + 1) spatial-spectral bins. The proposed pooling strategy apply 3D adaptive pooling
to generate fixed-sized features for each level of multi-level pyramid pooling, so we called this pooling
as ’adaptive spatial-spectral pyramid pooling’.

3.2. Siamese CNN with 3D Adaptive Spatial-Spectral Pyramid Pooling Layer

As indicated previously, ES-CNN [20] takes sample-pair as input to significantly increases
the number of training samples, ensuring that the advantage of CNN can be offered. 3D adaptive
spatial-spectral pyramid pooling can remove the fixed-size input requirement of 3D CNN. Inspired
by this, we developed a Siamese CNN with 3D adaptive spatial-spectral pyramid pooling layer
(ASSP-SCNN). As shown in Figure 4, the architecture of the proposed ASSP-SCNN contains three
parts: sample-pair construction, feature extraction and metric module. In the remaining portion of this
subsection, we will successively introduce the three parts in detail.

3.2.1. Sample-Pair Construction

Consider an HSI dataset containing N labeled pixels denoted as X = {xi}N
i=1 in pixel space Rd,

where d is the number of bands contained in the HSI dataset. Let yi ∈ 1, 2, . . . , C be the class label of xi
and C is the number of classes contained in the dataset. We split dataset X into the training set Xtrain,
and the testing set Xtest with no intersection between these two sets. For any pixel xi, we take it as
the center pixel to intercept a spatial neighborhood with size w× w as a 3D sample xw

i . Here the size
of xw

i is d× w× w, and the label of xw
i is yi.

In the training stage, we first randomly select two pixels, xi and xj from the training set Xtrain.
We respectively take these two pixels to intercept two 3D samples xw

i and xw
j , forming a 3D sample-pair
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pw
ij = (xw

i , xw
j ). The labeling strategy for sample-pair is shown in Section 2.1. Please note that

ASSP-SCNN can be fed with samples with varying sizes or scales during training. Therefore, for the two
selected pixels, xi and xj, we can generate multiple sample-pairs according to different spatial window
sizes. Consider K different spatial window sizes, the sample-pair set for training ASSP-SNN is as
Equation (5).

Ptrain = {pwk
ij = (xwk

i , xwk
j )|xi, xj ∈ Xtrain, k ∈ {1, 2, . . . , K}} (5)

In the testing stage, for each pixel x′ i of the testing set Xtest, we take it as the center to intercept
a 3D sample x′wi and generate a sample-pair p′wi = (x′wi , x′wi ). Therefore, consider a certain spatial
window size w× w, the sample-pair set for testing is in Equation (5):

Ptest = {p′wi = (x′wi , x′wi )|xi ∈ Xtest} (6)

where the set contains ‖Ptest‖ = ‖Xtest‖ sample-pairs and the class label of p′wi is same as x′ i. In contrast
to the neighborhood voting strategy of ES-CNN [20] in Section 2.3, the generation strategy of testing
sample-pairs in this section do not need post-processing, so ASSP-SCNN can achieve a faster efficiency
when generating a classification map.

3.2.2. Feature Extraction

After the sample-pair construction, we fed a sample-pair pwk
ij = (xwk

i , xwk
j ) into a feature extraction

GW to extract multi-level spatial-spectral features of the sample-pair. The proposed feature extraction is
3D-CNN with an adaptive spatial-spectral pyramid pooling layer. Figure 6 illustrates the architecture
of our feature extraction module, which consists of four convolutional blocks, a 3D ASSP layer and
three fully connected layers. For a given sample-pair containing two 3D samples, xwk

i and xwk
j , we fed

the two samples into the feature extraction to generate two features GW(xwk
i ) and GW(xwk

j ) with
a same size.

Figure 6. Architecture of our feature extraction with a 3D adaptive spatial-spectral pyramid pooling
layer. It contains four 3D CNN blocks, a 3D ASSP layer and three fully connected layers. The input of
the feature extraction is a 3D sample-pair and output are two features with the same size.

As shown in Figure 6, we propose a feature extraction with a 3D ASSP layer, which takes 3D
sample-pair as input. The size of each sample is b× 1× w× w× d = 1× 1× 11× 11× 103, where b
is the batch size of the input, w× w is the spatial window size of the sample and d is the number
of the sample’s band. The feature extraction consists of four 3D CNN blocks, a 3D ASSP layer and
three fully connected layers. Each 3D CNN block is a concatenation of a convolution layer, a batch
normalization layer, a ReLU activation layer and a pooling layer. More concretely, the first 3D CNN
contains 1× 64 3D convolutional filters with size 3× 3× 3, followed by a batch normalization layer,
a ReLU activation layer and a 3× 3× 3 max-pooling layer with a stride of 1× 1× 2. First, we fed



Remote Sens. 2020, 12, 1964 10 of 28

a 3D sample into the first 3D CNN block (C1), generating a tensor with size 1× 64× 9× 9× 51,
where 51 is an integral part of ((103 − 3 + 1)/2 + 1), and 9 = 11 − 3 + 1 with padding. We fed
the output tensor of C1 into the second 3D CNN block (C2), and by this block-to-block feature
extraction we get an output of the fourth 3D CNN block (C4) whose size is 1 × 128 × 9 × 9 × 9.
Then we fed the output of C4 into a 3D ASSP layer, which contains a three-level pyramid with output
size 5× 5× 5, 3× 3× 3 and 1× 1× 1, respectively. Therefore, the output size of the 3D ASSP layer is
1× 19, 854 (19, 854 = 128× (125 + 27 + 1)). Finally, we fed the output of 3D ASSP layer into a fully
connected network resulting in a feature with size 1× 500.

3.2.3. Metric Module

We fed two features of a sample-pair extracted by feature extraction into a fully connected network,
which can not only measure the similarity of the input features but also generated the probability
values that the sample-pair belongs to each class. We call this fully connected network as the metric
module. Figure 7 illustrates the architecture of our metric module, whose input is the concatenation
between a sample-pair’s features GW(xwk

i ) and GW(xwk
j ) after feature extraction. The output layer

contains C+1 neuron nodes, where the first C nodes represent the probability that the sample-pair
belongs to class t, t ∈ {1, . . . , C}, and the C + 1 node value represents the probability that the two
samples in the sample-pair are not similar.

Figure 7. Architecture of our metric module, which is a fully connected network containing four
fully connected layers. The input is the concatenation between a sample-pair’s features GW(xwk

i ) and
GW(xwk

j ). The output layer contains C + 1 neuron nodes, where C is the number of classes in HSI.

According to Figure 6, the output of feature extraction is a tensor with size 1× 500. Therefore,
the first fully connected layer of our metric module contains 1000 neurons in Figure 7. It is worth
noting that all fully connected layers equipped with ReLU activate function except the output layer
equipped with the Softmax activate function. By the Softmax activate function, the output of our
metric module rij = (r1

ij, . . . , rt
ij, . . . , rC+1

ij ) which satisfies ∑C+1
t=1 rt

ij = 1. Here rt
ij, t ∈ {1, . . . , C + 1} is

a scalar value ranges from 0 to 1, representing the probability values that pwk
ij = (xwk

i , xwk
j ) belongs to

label t. For any sample-pair pwk
ij , we fed it into ASSP-SCNN to generate the probability values, which

can be described as the following mathematical Equation (7).

rij = fϕ(L(GW(xwk
i ), GW(xwk

j ))) (7)

where fϕ is the metric module with parameters ϕ, L represents the operation of feature concatenation,
and GW is the feature extraction with parameters W. We assume the mini-batch size is B and use
the mean square error (MSE) loss to train ASSP-SCNN based on the fact that ASSP-SCNN conceptually
produces continuous similarity scores produces continuous instead of discrete 0 or 1 values. Our loss
function is of the form:

L(W, ϕ) =
B

∑
b=1

(L(W, ϕ, (pwk
ij , yij)

b))

L(W, ϕ, (pwk
ij , yij)

b) =
C+1

∑
t=1

(rt
ij − yt

ij)
2

(8)
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where (pwk
ij , yij)

b) is the b − th sample-pair, which is composed of two 3D samples and a label yij,

and its one-hot label is (y1
ij, . . . , yt

ij, . . . , yC+1
ij ). We apply Adam optimizer to minimize the loss function

L(W, ϕ) during training. Notably, ASSP-SCNN consists of feature extraction and metric module, then
we employ two Adam optimizers to train the two modules, respectively. The employ of such two
optimizers refers to the original code of the relation network [11]. The optimization process can be
expressed as follows.

W, ϕ←− arg min
W,ϕ

L(W, ϕ) (9)

3.3. APP-SCNN Based Transfer Learning

To verify the generalizability of ASSP-SCNN, we propose a transfer learning framework based on
ASSP-SCNN for HSI classification. Consider that hyperspectral images usually contain hundreds of
bands, and the number of bands is much larger than RGB images or multi-spectral images. In this case,
applying models pre-trained in other fields may lead to a loss of spectral information. Therefore,
we only analyze the model transfer between HSI datasets. The flowchart of our transfer learning
framework is shown in Figure 8, which consist of two part: a pre-training part and a fine-tune part.
Here we introduce the transfer learning strategy in detail.

Figure 8. Transfer learning strategy based on ASSP-SCNN. (a) Pre-training an ASSP-SCNN in source
HSI dataset with limited labeled samples. Here the target HSI dataset and source HSI dataset can be
collected by the different sensors. (b) Fine-tuning strategy. After ASSP-SCNN is pre-trained, we transfer
the entire model except for the output layer to the network built for target HSI dataset as initialization.
We then fine-tune the transferred part and the new output layer on target HSI dataset.

3.3.1. Pre-Training Strategy

The pre-training of ASSP-SCNN in source HSI dataset is shown in Figure 8a, which consists of
multiple 3D-CNN layers, an ASSP layer and multiple fully connected layers. We construct training
sample-pair set from a source HSI dataset to train the ASSP-SCNN. Then an output with size C1 + 1
is produced by the ASSP-SCNN, which represents the probability values that the input sample-pair
belongs to each class. Here C1 is the number of classes in the source dataset. There are two key points
that should be noticed.

Source dataset and target dataset can be collected by the different HSI sensors. Hyungtae
Lee et al. [21] observed that pre-training of the network has its advantage in achieving better
performance when deeper networks are required and transfer learning between HSIs from different
sensors is effective. Therefore, we proposed a transfer learning classification framework based
on ASSP-SCNN for HSIs classification from different sensors, to analysis the generalizability of
ASSP-SCNN. Our transfer learning experiments include source dataset for pre-training and the target
dataset for fine-tuning from the same sensor, as well as from different sensors.
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At the stage of sample-pair construction, it is not necessary to unify the number of bands
contained in the source dataset and target dataset 3D samples. To transfer the pre-trained model
on a source dataset to target dataset with the different number of bands, scholars usually choose to
unify the number of bands of the source dataset and the target dataset at the stage of sample-pair
construction [23,24]. Such solutions have a risk of losing useful spectral information during
the sample-pair construction. To solve the above problem, we equip a Siamese CNN with a 3D
ASSP layer to adapt the different size of 3D sample-pair as input. Therefore, the number of bands of
sample-pair can be consistent with the original HSIs for pre-training or fine-tuning.

3.3.2. Fine-Tuning Strategy

As shown in Figure 8b, we transfer the entire pre-trained model except for the output layer to
the network built for target HSI dataset as initialization. We then fine-tune the transferred part and
the new output layer on target HSI dataset. Two key points should be noticed in fine-tuning as follows.

The parameters of the last layer (output layer) of the pre-trained model are not transferred.
Because the source dataset and target dataset may contain a different number of classes, and thus
we need to change the number of neurons in the output layer of pre-trained model to achieve
multi-classification of the target dataset. In this case, we only replace the output layer of the pre-trained
model to generate a new ASSP-SCNN for the target dataset. Therefore, we transfer the entire
pre-trained model except for the output layer to the network built for target HSI dataset as initialization.
Please note that we randomly initialize the output layer of the ASSP-SCNN for the target HSI.

During fine-tuning, both the transferred part and the new output layer are trained with the same
learning rate by using Adam optimizer. Yenan Jiang et al. pointed out that the random initialization
part of the network should use the same learning rate as the transferred pat during fine-tuning.
And lower learning rate means narrower parameter space in HSI so that the ability of network
structure cannot be fully used [26]. Therefore, in the fine-tuning stage of transfer learning based on
ASSP-SCNN, we adapt a uniform learning rate to fine-tune the whole network for target HSI.

4. Results and Discussion

We evaluate the proposed ASSP-SCN by HSI classification experiments on three benchmark
datasets. Furthermore, we implement our network using the Python language and the PyTorch library.
The codes of our network are running on a computing workstation with two Intel Xeon E5-2620v4
CPUs and four NVIDIA TITAN XP GPUs. We only used one GPU for each experiment.

4.1. Data Description and Experiment Design

4.1.1. Data Description

To evaluate the performance and generalization of ASSP-SCNN, we applied ASSP-SCNN and
its transfer learning framework to three benchmark HSI datasets. The three datasets are collected
from different heterogeneous and mixed landscapes by two different HSI sensors. The details of
the three datasets are listed in Table 1. Specifically, the Indian Pines is a medium spatial resolution
image (20 m), two-third of which belong to agriculture, and the remaining one third are forest or
other natural perennial vegetation. Since the scene is captured in June, some of the corns, crops,
soybeans are less than 5% coverage. Its ground-truth contains 16 classes and is not all mutually
exclusive. Pavia University dataset (PaviaU) is collected from urban areas with a high spatial resolution
(1.3 m). Although its ground-truth contains nine classes, PaviaU also covers heterogeneous and mixed
landscapes. For instance, it contains two different types of asphalt (Asphalt and Bitumen). The Salinas
is characterized by high spatial resolution (3.7 m), which is between Indian Pines and PaviaU. Moreover,
Salinas contains 16 classes including vineyard fields, bare soils and vegetation.
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Table 1. Details of the Three Data Sets: Indian Pines, PaviaU, and Salinas.

Indian Pines PaiaU Salinas

Spatial size (pixels) 145× 145 610× 340 512× 217

Spectral range (nm) 400–2500 430–860 400–2500

Number of bands 200 103 204

GSD (m) 20 1.3 3.7

Sensor type AVIRIS ROSIS AVIRIS

Areas Indiana Pavia California

Number of classes 16 9 16

Provider Purdue University Prof. Paolo Gamba Jet Propulsion Laboratory

4.1.2. Experiment Design

For the proposed ASSP-SCNN, the two critical motivations of our experiments are to answer
the two questions as follows: (1) If the ASSP-SCNN without pre-training is sufficient for HSI
classification with limited labeled samples. (2) Whether the ASSP-SCNN with pre-training on source
dataset with limited labeled samples has strong generalization.

Experiment Design of classification without pre-training: In the experiments of classification
without pre-training, we split each target dataset into three subsets: training pixel set, validation
pixel set and testing pixel set. For all data sets, we randomly select 180 labeled pixels for training,
20 labeled pixels for validation, and the rest for testing. For Indian Pines, if the class has less than
400 pixels, then we select 40% labeled pixels for training, 10% labeled pixels for validation, and the rest
for testing. The number of pixels for constructing training sample-pairs, validation sample-pair and
testing sample-pair, are listed in Tables 2–4 as follows.

Table 2. Statisticsof Training pixels, Validation pixels and Testing pixels for the Indian Pines DataSet.

No. Class Training Validation Testing

1 Alfalfa 18 4 24

2 Corn-notill 180 20 1228

3 Corn-mintill 180 20 630

4 Corn 94 23 120

5 Grass-pasture 180 20 283

6 Grass-trees 180 20 530

7 Grass-pasture-mowed 11 2 15

8 Hay-windrowed 180 20 278

9 Oats 8 2 10

10 Soybean-notill 180 20 772

11 Soybean-mintill 180 20 2255

12 Soybean-clean 180 20 393

13 Wheat 82 20 103

14 Woods 180 20 1065

15 Building-Grass-Trees-Drives 154 38 194

16 Stone-Steel-Towers 37 9 47

Tota 2024 278 7947



Remote Sens. 2020, 12, 1964 14 of 28

Table 3. Statistics of Training pixels, Validation pixels and Testing pixels for the PaviaU DataSet.

No. Class Training Validation Testing

1 Asphalt 180 20 6431

2 Meadows 180 20 18,449

3 Gravel 180 20 1899

4 Trees 180 20 2864

5 Sheets 180 20 1145

6 Bare Soil 180 20 4829

7 Bitumen 180 20 1130

8 Bricks 180 20 3482

9 Shadows 180 20 747

Total 1620 180 40,976

Table 4. Statistics of Training pixels, Validation pixels and Testing pixels for the Salinas DataSet.

No. Class Training Validation Testing

1 Broccoli_green_weeds_1 180 20 1809

2 Broccoli_green_weeds_2 180 20 3526

3 Fallow 180 20 1776

4 Fallow_rough_plow 180 20 1194

5 Fallow_smooth 180 20 2478

6 Stubble 180 20 3759

7 Celery 180 20 3379

8 Grapes_untrained 180 20 11,071

9 Soil_vineyard_develop 180 20 6003

10 Corn_senesced_green_weeds 180 20 3078

11 Lettuce_romaine_4wk 180 20 868

12 Lettuce_romaine_5wk 180 20 1727

13 Lettuce_romaine_6wk 180 20 716

14 Lettuce_romaine_7wk 180 20 870

15 Vineyard_untrained 180 20 7068

16 Vineyard_vertical_trellis 180 20 1607

Total 2880 320 50,929

For constructing the input of ASSP-SCNN, it is necessary to extract pixels from
the above-partitioned set to form the 3D sample-pair set. In Table 5, we list the size of training
3D sample-pairs set, validation 3D sample-pairs set and testing 3D sample-pairs set of each dataset.
Concretely, we describe the construction strategy for the sample-pair set in Section 3.2.1.

To be specific, for the training 3D sample-pair set: we conduct random selection twice to obtain
two pixels. By the two selected pixels, we can construct a 3D sample-pair with a spatial window size
w× w. Consider a training pixel set with size M, and given K different spatial window size, then
the size of 3D sample-pairs for training is K×M2.
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Table 5. The sizes of training sample-pair set, validation sample-pair set and testing sample-pair set for
The Three Data Sets: Indian Pines, PaviaU and Salinas. Here the number of spatial window K set to be
4 and the corresponding spatial window size are 5× 5, 7× 7, 9× 9 and 11× 11.

Training Set Validation Set Testing Set

Indian Pines 16,386,304 278 7947

PaviaU 10,497,600 180 40,976

Salinas 33,177,600 320 50,929

For the validation 3D sample-pair set and testing 3D sample-pairs: the class label of sample-pair
need to be decided during validation or testing. Therefore, consider a pixel x1 need to classify,
we construct a 3D sample xw

1 with spatial window size w × w. Then we obtain a 3D sample-pair
(xw

1 , xw
1 ) based on the 3D sample xw

1 . By feeding the 3D sample-pair into the trained ASSP-SCNN,
we can obtain the label of the pixel x1. Therefore, the size of the validation 3D sample-pair set is
the same as that of the validation pixel set, and the size of the testing sample-pair set is the same as
that of the testing pixel set.

In experiments for classification without pre-training, we apply the training 3D sample-pair set to
training ASSP-SCNN, the validation 3D sample-pair set to tuning hyperparameters of ASSP-SCNN,
and the testing 3D sample-pair set to evaluate the performance of trained ASSP-SCNN. To evaluate
the performance, we chose a range of criteria, including overall accuracy (OA), class-specific accuracy,
and Kappa coefficient as indicators of performance against other CNN-based methods. Therefore,
under the above evaluation criteria, we compare the classification results of our ASSP-SCNN
to the results obtained using a multiple classifier systems based on SVM and random feature
selection (SVM-RFS) [29], deep multi-grained cascade forest (dgcForest) [30], one-dimensional CNN
(1D-CNN) [9], a deep CNN for learning pixel-pair features (CNN-PPF) [17], a five-layer CNN
for classification (C-CNN) [31], a classification method combining Siamese CNN and support
vector machine (SVM+SCNN) [18], and a deep few-shot learning method combined with SVM
(DFSL+SVM) [23] on all the three datasets.

Experiment Design of classification with pre-training: We designed the transfer learning
classification experiments based on ASSP-SCNN to evaluate the generalization of ASSP-SCNN and
the necessity of pre-training. In the experiments of classification without pre-training, we obtain three
trained ASSP-SCNN for the above three HSI datasets. For each ASSP-SCNN trained with a source
dataset, we transfer its parameters to initialize two new ASSP-SCNN for the other two target dataset,
respectively. After initializing the ASSP-SCNN for target dataset, we fed 3D sample-pairs constructed
on target dataset to fine-tune the ASSP-SCNN for target HSI classification. Two key points should be
noticed in experiments with pre-training as follows.

The target dataset is divided into two part: training pixel set and testing pixel set. Indeed, we have
tuned the hyperparameters of ASSP-SCNN on source dataset in the experiments of classification
without pre-training. Therefore, in experiments with pre-training, we only need the training pixel set
for fine-tuning the transfer learning model, and testing pixel set for evaluating the performance of
the transfer learning model.

To evaluate the performance of transfer learning based on ASSP-SCNN for HSI classification
with limited labeled pixels. In the fine-tuning stage, we selected five labeled pixels set with different
size on target dataset to construct 3D sample-pairs for fine-tuning the transfer learning framework,
respectively. Specifically, we select N f labeled pixels for each class on target dataset to obtain a pixel set
X′N f for fine-tuning the transferred network. Here we set N f to 25, 50, 100, 150 and 200, respectively,
and the obtained five labeled pixels set satisfy that X′25 ⊆ X′50 ⊆ X′100 ⊆ X′150 ⊆ X′200.
After selecting the labeled pixel set for fine-tuning, we apply the remain labeled pixels of the target
dataset for testing the transferred network.
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4.2. Parameter Tuning

In contrast to ordinary 3D-CNN, there are two critical points of the proposed ASSP-SCNN:
(1) we equip feature extraction with an ASSP layer to remove the fixed-size input requirement
of 3D CNN. (2) we apply a fully connected network to measure the similarity of the input and
classify the label of input. Therefore, we do not discuss the effects of the number of layers contained
ASSP-SCNN, the size of a convolutional kernel, and the number of neurons contained each layer in this
paper. We analysis the hyperparameters of ASSP-SCNN, including the learning rate of the network,
the decay coefficient of the learning rate, size of the ASSP layer and the spatial window size of input
3D sample-pair.

4.2.1. Learning Rate and its Decay Coefficient

Learning rate can significantly affect the training performance since it determines the convergence
speed in the procedure of backpropagation [18,32]. We train models with different learning rate to
find the optimum initial learning rate from {0.01, 0.001, 0.0001, 1× 10−5}. Based on the performance
in the validation set, we set the learning rate to 0.0001 for the three HSI datasets. Moreover, we employ
Adam [33] as the optimizer and set the momentum to 0.9, which is widely used for training deep
network on image classification and action recognition tasks [25,34–36]. By observing the change
of training loss and validation loss during training, we set the decay coefficient of the learning rate
to 0.5 for every 50,000 batches, and the upbound of the batch is 300,000. We set the batch size to
59 according to the GPU memory of our computing workstation. As the convergence rate of each
dataset is not the same during training, we set an early stopping strategy that if for more than 5000
batches the validation loss is no longer falling, the training process of the network is stopped.

4.2.2. Effect of the Pyramid Size of 3D ASSP Layer

As shown in Figure 5, a 3D ASSP layer contains an L-level pyramid, and the output of each level is
a tensor with size dl × hl ×wl . In this paper, we analyze the case that the size of the output in each level
satisfies dl = hl = wl . By this case, for a 3D ASSP layer contains an L-level pyramid, we denote the size
of the 3D-ASSP as (h1, . . . , hi, . . . , hL) which means the output of i-th level pyramid is hi × hi × hi.
Therefore, the output of the 3D ASSP layer is a 1D tensor with length c× (h3

1 + . . . + h3
i + . . . + h3

L) if
the input of the 3D ASSP layer is a tensor with size c× (d× h× w).

The most important advantage of the ASSP-SCNN is that it contains a 3D ASSP layer to remove
the fixed-size input requirement of 3D CNN. The size of the 3D ASSP layer is a hyper-parameter
which affects the performance of the proposed model. To demonstrate the effect of different size
(h1, . . . , hi, . . . , hL) of 3D ASSP layer, and choose an optimal (h1, . . . , hi, . . . , hL) for our comparing
experiments with other CNN-based methods, taking PaviaU dataset as an example, we equip
ASSP-SCNN with seven different ASSP layer with size (1), (3), (5), (1, 3), (1, 5), (3, 5) and (1, 3, 5),
respectively. We show the statistical results of ASSP-SCNN on PaviaU dataset with the different
candidate ASSP layers of (h1, . . . , hi, . . . , hL) in Table 6.

From Table 6, we can observe that the ASSP-SCNN with 3-level pyramid achieves higher overall
accuracy (OA) (99.048%) and Kappa coefficient (0.987) than ASSP-SCNN with the 1-level pyramid or
2-level pyramid. This result indicates that the multi-level pyramid pooling is beneficial to improve
the classification accuracy of the proposed model. Comparing the three experiment results obtained
by the ASSP-SCNN with a 1-level pyramid with sizes (1), (3), (5), respectively, we can see that
the ASSP-SCNN with ASSP layer size of (5) achieves higher OA (98.504%) and Kappa coefficient
(0.980) than the ASSP-SCNN with ASSP layer size of (1) or (3). The main reason for this is that
the feature extracted by the ASSP layer size of (5) contains more useful spectral-spatial information for
classification. Comparing the results by ASSP-SCNN with the 1-level pyramid and 2-level pyramid,
we observe that the ASSP-SCNN with an ASSP layer size of (1, 5) achieve higher accuracy than other
ASSP layers. Moreover, the experiment results obtained by ASSP size of (3) is better than (1, 3),
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and it may be that the features extracted by the two levels are too similar to weaken the separability
between different classes, as the PaviaU dataset has a high spatial resolution.

Table 6. Class-specific accuracy (%), OA (%) and Kappa coefficient generate by the ASSP-SCNNs
on PaviaU dataset. Here we equip ASSP-SCNN with seven different ASSP layer with size
(1), (3), (5), (1, 3), (1, 5), (3, 5) and (1, 3, 5), respectively.

No. (1) (3) (5) (1, 3) (1, 5) (3, 5) (1, 3, 5)

1 98.63 97.30 97.95 95.48 97.13 97.67 99.02

2 98.95 99.51 99.37 99.61 99.76 99.77 99.84

3 93.79 97.49 96.56 92.84 96.19 94.88 95.05

4 96.05 97.10 97.15 97.61 98.89 98.69 98.86

5 97.65 99.96 99.83 99.18 99.26 99.13 99.96

6 97.12 99.01 99.53 99.32 99.41 98.92 99.49

7 93.56 89.84 91.30 83.75 89.93 90.60 98.11

8 97.50 97.30 98.03 95.37 98.21 95.50 96.66

9 98.53 95.10 97.26 95.09 96.88 98.16 99.14

OA 97.906 98.289 98.504 97.511 98.582 98.358 99.048

Kappa 0.972 0.977 0.980 0.967 0.981 0.978 0.987

4.2.3. Effect of the Spatial Window Size of the Input

In our ASSP-SCNN, we can take any size of 3D sample-pair as input and the spatial window size
of 3D sample-pair will affect the classification performance of ASSP-SCNN. To analyze the influence
of the spatial window size of training sample-pairs, we set the size of ASSP to (1, 3, 5) and
train ASSP-SCNNs with different combinations of spatial window size of 3D sample-pairs to find
the optimum combination of spatial window sizes from {7, 9, 11, 13, 15, 9&11, 7&9&11, 5&7&9&11}.
For example, taking the spatial window size combination 7&9&11 of 3D sample-pairs to training
ASSP-SCNN, we take each training pixel as the center pixel to intercept a spatial neighborhood with
sizes 7× 7, 9× 9 and 11× 11, respectively, forming three 3D samples. Therefore, for training the pixel
set of ASSP-SCNN, we can construct a training sample-pair set according to the spatial window
size combination 7&9&11. In Table 7, we present the statistical results of training ASSP-SCNN for
PaviaU dataset based on a constructing 3D sample-pair set according to different spatial window
size combinations.

From Table 7, the ASSP-SCNN, which was trained by multiple spatial window sizes, can
achieve higher OA and Kappa coefficient than the ASSP-SCNN trained by single spatial window
size. By comparing the results generated by the ASSP-SCNN with the single spatial widow size,
we observe that the ASSP-SCNN with the spatial window size 11× 11, achieve higher OA (99.048%)
and Kappa coefficient (0.987) than the ASSP-SCNN with the other single spatial window sizes from
7× 7, 9× 9, 13× 13, 15× 15. Based on this comparison, we implement three different experiments
that we train ASSP-SCNN by feeding the constructing 3D sample-pair sets according to different
spatial window size combinations 9&11, 7&9&11 and 5&7&9&11, respectively. Therefore, we observe
that the training ASSP-SCNN with the spatial window size combination 5&7&9&11, achieve higher
OA (99.512%) and Kappa coefficient (0.993) than the training ASSP-SCNN with the other two with
spatial window combinations. These facts reveal that training ASSP-SCNN with multiple spatial
window sizes can improve the classification performance of ASSP-SCNN.
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Table 7. Class-specific accuracies (%), OA (%) and Kappa coefficients generate by the ASSP-SCNNs
on PaviaU dataset. Here we train the ASSP-SCNN by a constructing 3D sample-pair set according to
different spatial window size combinations 7, 9, 11, 13, 15, 9&11, 7&9&11 and 5&7&9&11, respectively.

No. 7 9 11 13 15 9&11 7&9&11 5&7&9&11

1 97.95 98.00 99.02 98.31 98.03 99.34 99.60 99.10

2 98.90 99.31 99.84 99.46 99.18 99.43 99.69 99.87

3 95.62 96.49 95.05 97.49 96.53 98.76 97.75 99.55

4 95.29 99.18 98.86 96.84 95.65 97.58 98.52 99.39

5 99.83 99.44 99.96 99.39 98.54 99.96 99.83 100.00

6 98.09 97.63 99.49 98.96 99.09 98.68 99.23 99.47

7 94.96 93.43 98.11 96.98 96.76 97.47 98.81 97.39

8 96.17 97.18 96.66 97.55 98.06 98.91 98.48 99.51

9 94.62 94.44 99.14 93.55 95.46 97.84 96.70 97.45

OA 97.840 98.323 99.048 98.592 98.358 99.051 99.268 99.512

Kappa 0.971 0.978 0.987 0.981 0.978 0.987 0.990 0.993

4.3. Comparison to Previous Classifiers

To demonstrate the effectiveness of the proposed ASSP-SCNN, we compare with seven
previous methods including SVM-RFS [29], dgcForest [30], 1D-CNN [9], CNN-PPF [17], C-CNN [31],
SVM+SCNN [18], and DFSL+SVM [23]. These comparison methods include two hard classification
methods (SVM-RFS and dgcForest) and five CNN-based methods. The main reason for selecting these
two hard classification methods is to reveal the performance gap between ASSP-SCNN and the hard
classifiers. There are two main reasons for choosing the five competing CNN-based methods: on the one
hand, the five methods and ASSP-SCNN belong to deep learning method based on CNN, which
applied for HSI classification with limited labeled pixels. Here the five methods include deep learning
based on 1D-CNN, 3D-CNN and Siamese CNN, respectively, which are relevant to the structure of
ASSP-SCNN to ensure an omnidirectional comparison. On the other hand, the experiment results of
the five methods generated on a relatively uniform experimental background. To be specific, the five
methods provide classification results on the three datasets, and the number of labeled pixels for
training is the same for each dataset. In the uniform experimental background, four key points should
be noticed in the comparing experiments as follows.

The experimental data distribution of our ASSP-SCNN is consistent with the experiments of
the comparing methods [9,17,18,23,29–31]: To ensure the fairness of the comparison, we apply
the ASSP-SCNN for classification on Indian Pines, PaviaU and Salinas, respectively. Moreover,
we keep the size of the training pixel set, and testing pixel set same between our ASSP-SCNN and
the comparing methods for each dataset. Accurately, for PaviaU and Salinas datasets, Tables 2–4
show the number of labeled pixels for training, validation and testing the ASSP-SCNN. As shown
in Tables 2–4, for each class, we apply 180 labeled pixels to training ASSP-SCNN, this number of
training pixels is less than comparing methods (200 per class). Moreover, the compared results of
dgcForest [36] obtained by randomly selecting 10% labeled samples per class for training model and
the rest samples for testing. According to the experimental results given in the reference [30], we do
not list the experimental results obtained by dcgForest on Indian Pines with nine classes in Table 8.
For Indian Pines, we train our ASSP-SCNN with nine classes to be consistent with the comparing
methods. We apply 180 labeled pixels per class for training ASSP-SCNN, 20 labeled pixels per class
for validation, and the rest pixels per class for testing. If any hyperparameters are involved, we select
the optimal ones to ensure the performance of ASSP-SCNN was fully exploited. For instance, we set
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the size of the ASSP layer in ASSP-SCNN to (1, 3, 5), and the spatial window size combination of
sample-pair to 5&7&9&11.

Table 8. Class-specific accuracy (%), OA (%) and Kappa coefficient of ASSP-SCNN and the comparing
methods on Indian Pines dataset with nine classes.

No. SVM-RFS 1D-CNN CNN-PPF C-CNN SVM+SCNN DFSL+SVM ASSP-SCNN

2 88.73 79.63 92.99 96.28 98.25 98.32 99.27

3 91.20 69.48 96.66 92.26 99.64 99.76 98.44

5 97.52 85.80 98.58 99.30 97.10 100.00 99.65

6 99.86 94.95 100.00 99.25 99.86 100.00 99.72

8 100.00 98.57 100.00 100.00 100.00 100.00 100.00

10 91.67 71.41 96.24 92.84 98.87 97.84 99.29

11 78.79 90.44 87.80 98.21 98.57 95.93 98.77

12 93.76 72.26 98.98 92.45 100.00 99.66 98.62

14 98.74 99.90 99.81 98.98 100.00 99.76 99.81

OA 89.83 84.44 94.34 96.76 99.04 98.35 99.17

Kappa 0.871 0.825 0.947 0.959 0.989 0.981 0.990

We only show the statistical comparison results of ASSP-SCNN and the comparing methods:
Since the codes of comparing methods [9,17,18,23,29–31] are not online, and we only provide
a comparison between the statistical classification results generated by ASSP-SCNN and the statistical
classification results generated by the reference methods. To be specific, we evaluate the classification
performance by three commonly used quantitative criteria: class-specific accuracy, OA and Kappa
coefficient. We show the comparisons of the three criteria on different datasets in Tables 8–10,
respectively. It is worth noting that we did not show the comparison results of SVM+SCNN [18]
in Table 10 since the reference did not present the classification result of SVM+SCNN on Salinas dataset.

Table 9. Class-specific accuracy (%), OA (%) and Kappa coefficient of ASSP-SCNN and the comparing
methods on PaviaU dataset with nine classes.

No. SVM-RFS dgcForest 1D-CNN CNN-PPF C-CNN SVM+SCNN DFSL+SVM ASSP-SCNN

1 87.95 92.92 85.62 97.42 97.40 98.69 97.18 99.13

2 97.17 96.88 88.92 95.76 99.40 99.58 99.40 99.95

3 86.99 74.31 80.51 94.52 94.48 99.52 97.90 98.44

4 95.50 90.79 96.93 97.52 99.16 99.22 98.40 99.46

5 99.85 98.90 99.30 100.00 100.00 100.00 100.00 99.83

6 94.31 78.60 84.30 99.13 98.70 98.85 99.56 99.91

7 94.74 78.76 92.39 96.19 100.00 99.32 99.25 96.87

8 85.89 87.69 80.73 93.62 94.57 96.58 95.52 98.87

9 99.89 99.85 99.20 99.87 99.87 100.00 99.68 99.34

OA 91.10 91.35 87.90 96.48 98.41 99.08 98.62 99.52

Kappa 0.882 0.884 0.838 0.951 0.979 0.988 0.982 0.993
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Table 10. Class-specific accuracy (%), OA (%) and Kappa coefficient of ASSP-SCNN and the comparing
methods on Salinas dataset with sixteen classes.

No. SVM-RFS dgcForest 1D-CNN CNN-PPF C-CNN DFSL+SVM ASSP-SCNN

1 99.55 99.48 98.73 100.00 100.00 100.00 99.97

2 99.92 99.81 99.12 .88 99.89 99.97 99.99

3 99.44 99.10 96.08 99.60 99.89 100.00 99.97

4 99.86 99.38 99.71 99.49 99.25 99.86 99.83

5 98.02 97.92 97.04 98.34 99.39 100.00 99.94

6 99.70 99.74 99.59 99.97 100.00 100.00 99.99

7 99.69 99.32 99.33 100.00 99.82 100.00 99.84

8 84.85 87.71 78.64 88.68 91.45 91.67 95.95

9 99.58 99.42 98.04 98.33 99.95 99.69 99.99

10 96.49 93.20 92.38 98.60 98.51 99.79 98.90

11 98.78 96.06 99.14 99.54 99.31 100.00 98.52

12 100.00 99.30 99.88 100.00 100.00 100.00 99.94

13 99.13 98.22 97.84 99.44 99.72 100.00 99.86

14 98.97 92.40 96.17 98.96 100.00 100.00 98.36

15 76.38 68.05 72.69 83.53 96.24 97.01 94.16

16 99.56 97.80 98.59 99.31 99.63 99.94 99.44

OA 93.15 92.07 90.25 94.80 97.42 97.81 98.15

Kappa 0.923 0.912 0.895 0.938 0.971 0.976 0.979

Form Tables 8–10, we observe that ASSP-SCNN achieves higher OA and Kappa coefficient than
the comparison methods on all three target datasets in general. Compared with the two hard classifiers,
the overall accuracies generated by ASSP-SCNN on the three datasets are increased by at least 5%,
especially on the Indian Pines dataset, the OA generated by ASSP-SCNN is increased by nearly
10%. Specifically, for the Indian Pines dataset, the OA obtained by ASSP-SCNN is 99.17%, which is
0.13% higher than the highest OA (SVM+SCNN, 99.04%) obtained by the seven comparing methods.
From the perspective of class-specific accuracy, we observed that the ASSP-SCNN does not achieve
the highest class-specific accuracies for all classes. However, it achieves the class-specific accuracies
of all classed are not less than 98.44%. Similar situations happen to the other two target datasets.
According to the statistical comparisons of classification results on the three datasets, it demonstrates
that the ASSP-SCNN without pre-training achieves competitive performance for HSI classification
with limited labeled pixels, compared to the seven state-of-the-art methods.

We present the classification results generated by ASSP-SCNN on Indian Pines with 16 classes:
In the above comparison experiments, we only listed the classification results generated by ASSP-SCNN
on Indian Pines with nine classes to consistent with the comparing methods. However, the Indian
Pines dataset contains 16 classes, so we present the classification results obtained by ASSP-SCNN on
Indian Pines with 16 classes in Table 11.

From Table 11, we observe that ASSP-SCNN achieves high class-specific accuracy for the class
containing limited labeled pixels. For instance, the first class (No. 1) of Indian Pines dataset provides
18 labeled pixels to training ASSP-SCNN, then its class-specific accuracy is 97.96%. The similar situation
happens to the other classes. Meanwhile, the class-specific accuracy per class is no less than 90.91%,
the OA is 97.848%, and the Kappa coefficient is 0.975. The experiment results reveal that ASSP-SCNN
without pre-training can achieve high accuracy for HSI classification with limited labeled pixels.



Remote Sens. 2020, 12, 1964 21 of 28

Table 11. Class-specific accuracy (%), OA (%) and Kappa coefficient of ASSP-SCNN on Indian Pines
dataset with sixteen classes.

Class No. Training Number Class-Specific Accuracy Class No. Training Number Class-Specific Accuracy

1 18 97.96 9 8 90.91

2 180 95.88 10 180 96.56

3 180 98.50 11 180 97.31

4 94 98.74 12 180 596.54

5 180 99.82 13 82 100.00

6 180 99.91 14 180 99.76

7 11 100.00 15 154 98.48

8 180 100.00 16 37 98.95

OA 97.848 Kappa 0.975

We show the classification maps generated by ASSP-SCNN on the above three HSI datasets
with different spatial window sizes in Figures 9–12: Since we can feed 3D HSI sample-pair
with arbitrary spatial window size to ASSP-SCNN, we choose different spatial window size to
construct testing sample-pairs in the testing phase, from the candidate spatial window size set
{5 × 5, 7 × 7, 9 × 9, 11 × 11}. To demonstrate the effect of the spatial window size of input
sample-pairs for testing, we present the classification result maps and the relevant overall accuracies
obtained by ASSP-SCNN on the three datasets with different spatial windows sizes.

(a) (b) (c) (d) (e) (f)

Figure 9. Thematic maps and OA (%) resulting from the ASSP-SCNN with different spatial window
size on Indian Pines dataset with nine classes. (a) Pseudocolor image. (b) Ground-truth map.
(c–f) Classification maps with w× w to be 5× 5, 7× 7, 9× 9 and 11× 11, respectively.

(a) Pseudocolor (b) (c) (d) (e) (f)

Figure 10. Thematic maps and OA (%) resulting from the ASSP-SCNN with different spatial
window size on Indian Pines dataset with 16 classes. (a) Pseudocolor image. (b) Ground-truth
map. (c–f) Classification maps with w× w to be 5× 5, 7× 7, 9× 9 and 11× 11, respectively.
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(a) (b) (c) (d) (e) (f)

Figure 11. Thematic maps and OA (%) resulting from the ASSP-SCNN with different spatial
window size on PaviaU dataset with nine classes. (a) Pseudocolor image. (b) Ground-truth map.
(c–f) Classification maps with w× w to be 5× 5, 7× 7, 9× 9 and 11× 11, respectively.

(a) (b) (c) (d) (e) (f)

Figure 12. Thematic maps and OA (%) resulting from the ASSP-SCNN with different spatial
window size on Salinas dataset with 16 classes. (a) Pseudocolor image. (b) Ground-truth map.
(c–f) Classification maps with w× w to be 5× 5, 7× 7, 9× 9 and 11× 11, respectively.

From Figures 9–12, we can see that the classification maps are more similar to the relevant
ground-truth map as increasing the spatial window size of the testing sample-pairs for each target HSI
dataset. Moreover, the overall accuracies obtained by ASSP-SCNN on the target dataset also increase
gradually. The phenomena are consistent with the statistical result in Table 7, which is the analysis for
the effect of different spatial window sizes in the training phase. Concretely, taking Salinas dataset
as an example, we can see that the classification accuracies obtained by ASSP-SCNN with the above
candidate spatial window size set are 93.44%, 96.30%, 97.53% and 98.15% respectively. The similar
increases of classification accuracy happen on the other two target datasets, which reveals the following
fact: In the stage of applying the trained ASSP-SCNN for testing or generating the classification result
map, we need to select an appropriate spatial window size for constructing the sample-pair. In the
case of HSI classification, we recommend selecting the optimal spatial window size in the parameter
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tuning stage. Furthermore, note that we can obtain a better classification result map by weighted
voting between the classification maps generated by ASSP-SCNN with different spatial window sizes.

4.4. Transfer Learning Based on ASSP-SCNN

The above experiments show that ASSP-SCNN without pre-training can achieve competitive
performance for the three HSI classification tasks, compared to the seven state-of-the-art methods.
However, the generalization of ASSP-SCNN is still an unknown problem. To further reveal
the generalization of ASSP-SCNN, we propose a transfer learning framework based on ASSP-SCNN.
In particular, we have trained an ASSP-SCNN for each dataset in the experiments without pre-training.
Now for each dataset, we transfer the pre-trained ASSP-SCNN to the other two datasets. We have
shown the flowchart of our transfer learning framework in Figure 8, which consist of two part:
a pre-training part and a fine-tune part. During the fine-tuning phase, the hyperparameters of
the ASSP-SCNN for target HSI dataset are the same as the ASSP-SCNN without pre-training.

Taking the Salinas dataset as a source dataset, we transfer the pre-trained ASSP-SCNN to
the ASSP-SCNN for another target HSI dataset classification including PaviaU dataset and Indian
Pines dataset, respectively. The transferred ASSP-SCNN is trained on Salinas dataset in the above
experiments of classification without pre-training. On the target dataset, we randomly selected
25, 50, 100, 150 and 200 labeled pixels per class for constructing the 3D sample-pairs for fine-tuning
the transferred ASSP-SCNN, respectively. Moreover, the rest labeled pixel in the target dataset
for testing. It is worth noting that we have trained two ASSP-SCNN for Indian Pines dataset
in the experiments of classification without pre-training, one with nine classes and another one
for Indian Pines dataset with 16 classes. Therefore, in the experiments of transfer learning, we view
the Indian Pines dataset as two datasets with the different number of classes, which are consistent
with the experiments of classification without pre-training and denoted as Indian Pines_9 and
Indian Pines_16.

Table 12 lists the overall accuracies obtained by the ASSP-SCNN-based transfer learning
framework between the three datasets. We bolded the overall accuracies which are higher than
the results in experiments of classification without pre-training. For instance, we bolded the overall
accuracy obtained by ASSP-SCNN-based transfer learning from Indian Pines with 16 classes, which
is 99.614% higher than the value 99.52% obtained by the ASSP-SCNN without pre-training (Seen
in Table 9). The bolded values indicate that the trained ASSP-SCNN has strong generalization on
different datasets. In addition, we observed that the transfer learning framework presented three
trends in HSI classification tasks:

The ASSP-SCNN shows strong generalization even though the number of labeled pixels for
fine-tuning is small, in the case where we transfer an ASSP-SCNN from a source dataset with
low-spatial-resolution to the target dataset with high spatial resolution. For instance, in the experiment
of transfer learning from Indian Pines (its spatial resolution is 20 m) to PaviaU (its spatial resolution
is 1.3 m) or Salinas (its spatial resolution is 3.7 m), the overall accuracies obtained by the fine-tuned
ASSP-SCNN on target dataset is higher than 92%, even though we apply 25 labeled pixels per class for
fine-tuning. In contrast, in the experiments of transfer learning from PaviaU or Salinas to Indian Pines,
the overall accuracies obtained by fine-tuning ASSP-SCNN with 25 labeled pixels per class are less
than 84%.

The main reason for the above phenomenon is that the information intensity between
images with medium-low-spatial-resolution and high spatial resolution is different, and thus
the ASSP-SCNN model pre-trained on different HSIs performs inconsistently. On the one hand,
compared with high-spatial-resolution images (such as PaviaU or Salinas), there are more mixed pixels
in medium–low-spatial-resolution images (such as Indian Pines) since a single pixel of such image
covers a larger area. On the other hand, the high-spatial-resolution image contains sufficient spatial
information, such as apparent geometric features and texture structure. Therefore, the ASSP-SCNN
trained on medium-low-spatial-resolution images is suitable for the more complex classification tasks



Remote Sens. 2020, 12, 1964 24 of 28

than those trained on high-spatial-resolution images. So, in our experimental results, the ASSP-SCNN
pre-trained on Indian Pines shows a more robust generalization than those pre-trained on the other
two HSI datasets.

Table 12. OA (%) generated by the ASSP-SCNN-based transfer learning framework between the three
HSI datasets.

Source Dataset
Number of Labeled Pixels per Class for Fine-Tuning

Target Dataset
25 50 100 150 200

Indian Pines_9

93.648 97.138 98.055 98.788 99.132 Indian Pines_16

93.925 96.458 99.011 99.237 99.549 PaviaU

92.900 93.865 96.512 97.470 97.997 Salinas

Indian Pines_16

98.213 98.156 97.840 99.137 99.475 Indian Pines_9

92.247 96.156 98.543 99.353 99.614 PaviaU

92.849 94.408 96.754 97.854 98.315 Salinas

PaviaU

83.716 94.410 96.460 98.034 98.803 Indian Pines_9

79.397 89.128 95.733 97.353 98.425 Indian Pines_16

92.682 93.833 96.954 97.823 98.209 Salinas

Salinas

83.494 91.337 96.472 98.300 98.709 Indian Pines_9

73.015 88.345 95.199 97.423 98.226 Indian Pines_16

93.833 95.289 98.450 99.331 99.492 PaviaU

The ASSP-SCNN-based transfer learning is valid between the HSI datasets captured by different
sensors. Although the PaviaU and Salinas are captured by different HSI sensors, the overall
classification accuracy achieved by fine-tuning ASSP-SCNN from the PaviaU to Salinas with
the different number of labeled pixels is 92.682%, 93.833%, 96.954%, 97.823% and 98.209%, respectively.
The similar situation has occurred in the experiments of ASSP-SCNN-based transfer learning from
Salinas or Indian Pines to PaviaU.

Moreover, taking PaviaU as target dataset and the number of samples for fine-tuning is not more
than 100 per class, the ASSP-SCNN pre-trained on Indian Pines_9 achieves higher OA than ones
pre-trained on Indian Pines_16. The main reason for this pheromone may be that Indian Pines_9
contains the same number of classes as PaviaU and the transferred ASSP-SCNN do not need to
replace the output layer in the fine-tuning stage. When the number of samples for fine-tuning is
not less than 150 per class, the ASSP-SCNN pre-trained on Indian Pines_16 shows a more robust
generalization than ones pre-trained on Indian Pines_9. This phenomenon may be that the ASSP-SCNN
pre-trained on Indian Pines_16 contains more diverse information than ones pre-trained on Indian
Pines_9, and the information can be fully transferred to the target classification model in the case of
sufficient fine-tuning samples.

The ASSP-SCNN-based transfer learning present excellent classification performance between
the datasets with the different number of classes on the same region. In the experiments of transfer
learning from Indian Pines with nine classes to Indian Pines with 16 classes, the obtained overall
accuracies are not less than 93.648% (25 labeled pixels per class for fine-tuning). In the experiments
of ASSP-SCNN-based transfer learning from 16 classes to nine classes on Indian Pines, the overall
classification accuracy obtained was not less than 97.840% (100 labeled pixels per class for fine-tuning).
The phenomenon indicates that ASSP-SCNN has a strong generalization for the HSI classification
on the same dataset with a different number of classes.
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Moreover, we observed that the overall classification accuracies obtained by the proposed transfer
learning framework on a target dataset are increasing gradually as the number of labeled pixels for
fine-tuning increases. In the experiments of using 200 labeled pixels per class for fine-tuning, the overall
accuracies are close to that obtained by ASSP-SCNN without pre-training in Tables 8–10. Compare
to the results in Tables 8–10, the ASSP-SCNN-based transfer learning present excellent classification
performance than the comparison methods [9,17,18,23,31] under the same number of labeled pixels for
training and testing.

4.5. Time Comparison Between ASSP-SCNN Without Pre-Training and ASSP-SCNN Based Transfer Learning

Generally, the convergence time of the CNN-based transfer learning model in the fine-tuning
phase is less than the same CNN model without pre-training in the training phase. To reveal the time
required for ASSP-SCNN-based transfer learning, TABLE 12 lists the training time of ASSP-SCNN
without pre-training and the fine-tuning time of ASSP-SCNN-based transfer learning on the three
datasets. The statistical time is the time to spend on training or fine-tuning of the proposed model
on a target dataset when the overall accuracy is higher than a given value. To specific, the given
values for Indian Pines with nine classes, Indian Pines with 16 classes, PaviaU and Salinas are set to be
98.6%, 97.5%, 99.4% and 97.9%, respectively. To record the first time that the model achieves the OA
higher than the given values, we designed experiments to test every 5000 batch during the training or
fine-tuning process, Therefore, the statistical time including the training (fine-tuning) time and several
testing time. The bolded values in Table 13 indicate the fine-tuning of the pre-trained model takes
longer time than training the model without pre-training on the target set. Please note that the time
for generating Indian Pines_9, IndianPines_16, PaviaU and Salinas classification maps on the trained
ASSP-SCNN is 1 minute 6 seconds, 1 minute 6 seconds, 13 minutes 3 seconds, 13 minutes 22 seconds,
respectively. In terms of time efficiency, we found that the transfer learning framework based on
ASSP-SCNN has the following two properties:

Table 13. Time (hour) for training ASSP-SCNN without pre-training or fine-tuning the pre-trained
ASSP-SCNN on three HSI target datasets.

Target Dataset
Without Pre-Training on Pre-Training on Pre-Training on Pre-Training on

Pre-Training Indian Pines_9 Indian Pines_16 PaviaU Salinas

Indian Pines_9 (>98.6%) 2.7 / 0.4 3.3 6.9

Indian Pines_16 (>97.5%) 9.5 0.4 / 8.0 10.7

PaviaU (>99.4%) 7.1 5.4 5.5 / 2.8

Salinas (>97.9%) 14.9 6.8 5.2 2.6 /

For transfer learning task that transfers the model from high-spatial-resolution dataset to
low-spatial resolution dataset, the performance of ASSP-SCNN-based transfer learning framework
is worse than the ASSP-SCNN without pre-training. The bolded time values in Table 13 shows
the fine-tuning time of transfer learning longer than the corresponding time by training ASSP-SCNN
without pre-training. All of the blooded values are obtained by the experiments of transferring
ASSP-SCNN from high-spatial-resolution dataset to low-spatial resolution dataset, and this situation
is consistent with the results in Table 12.

Except for the above transfer learning task, the time of fine-tuning a trained ASSP-SCNN is
less than training an ASSP-SCNN without pre-training. For example, it takes 14.9 h for training
ASSP-SCNN without pre-training to achieve an overall accuracy higher than 97.9% on Salinas.
In contrast, it takes 2.6 h for fine-tuning the transferred ASSP-SCNN, which has been pre-trained
on PaviaU, to achieve the overall accuracy higher than 97.9% on Salinas. The phenomena reveal
that the transfer learning of ASSP-SCNN is active for HSI classification from the perspective of
time efficiency.
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5. Conclusions

Aimed at two core problems in HSI classification: (1) limited labeled pixels on target dataset,
(2) the generalization of HSI classification model. We proposed a Siamese CNN with 3D adaptive
spatial-spectral pyramid pooling layer, which presents an excellent potential for HSI classification
with limited labeled pixels and strong generalization. Concretely, the main work of this paper is
summarized as follows.

We proposed the ASSP-SCNN for HSI classification, which equipped a Siamese CNN with
an ASSP layer to remove the requirement of fixed-size input of CNN. We connected a fully
connected network to deal with the multi-classification directly. Compared with the traditional
CNN, ASSP-SCNN can learn the similarity and class label information of 3D samples by taking
sample-pair as input, and the proposed model can fully be trained only relying on a small number of
labeled pixels on the target dataset. Experiments of ASSP-SCNN without the pre-training show that
ASSP-SCNN achieves better classification performance than the competing methods [9,17,18,23,31] on
three HSI datasets.

We thoroughly analyze the generalization of ASSP-SCNN by implementing experiments on
transfer learning based on ASSP-SCNN. The experiment results show that ASSP-SCNN has strong
generalization for different HSI datasets. We observed that the performance of transferred ASSP-SCNN
is worse than the ASSP-SCNN without pre-training on target dataset when the transfer learning
tasks is transferring an ASSP-SCNN from high-spatial-resolution dataset to low-spatial resolution
dataset. Except for the above transfer learning task, the transferred ASSP-SCNN is more efficient than
ASSP-SCNN without pre-training.

In general, the proposed ASSP-SCNN present excellent classification performance on the three
HSI datasets. Compared to the original Siamese CNN, it can deal with the HSI multi-classification
directly. Compared to the commonly used CNN, it can be trained by the 3D samples with varying sizes,
and more transferable between different HSI datasets. Moreover, the transfer learning framework
based on ASSP-SCNN shows strong generalization in different transfer learning tasks. However,
the performance of the ASSP-SCNN-based transfer learning method is deficient in the case of
transferring model from high-spatial-resolution image to medium-low-spatial-resolution image.
In future work, we will research the solution to overcome this deficiency. Furthermore, we will
further reveal the inherent differences between the ASSP-SCNN and the conventional CNN in feature
extraction, and also apply the ASSP-SCNN to HSI classification in a large area.
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