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Abstract: Unmanned aerial vehicles (UAV) are increasingly used for topographic mapping. The camera
calibration for UAV image blocks can be performed a priori or during the bundle block adjustment
(self-calibration). For an area of interest with flat scene and corridor configuration, the focal length of
camera is highly correlated with the height of the camera. Furthermore, systematic errors of camera
calibration accumulate on the longer dimension and cause deformation. Therefore, special precautions
must be taken when estimating camera calibration parameters. In order to better investigate the impact
of camera calibration errors, a synthetic, error-free aerial image block is generated to simulate several
issues of interest. Firstly, the erroneous focal length in the case of camera pre-calibration is studied.
Nadir images are not able to prevent camera poses from drifting to compensate for the erroneous focal
length, whereas the inclusion of oblique images brings significant improvement. Secondly, the case
where the focal length varies gradually (e.g., when the camera subject to temperature changes) is
investigated. The neglect of this phenomenon can substantially degrade the 3D measurement accuracy.
Different flight configurations and flight orders are analyzed, the combination of oblique and nadir
images shows better performance. At last, the rolling shutter effect is investigated. The influence of
camera rotational motion on the final accuracy is negligible compared to that of the translational motion.
The acquisition configurations investigated are not able to mitigate the degradation introduced by the
rolling shutter effect. Other solutions such as correcting image measurements or including camera
motion parameters in the bundle block adjustment should be exploited.

Keywords: UAV; camera calibration; aerial photogrammetry; corridor mapping; bundle block
adjustment (BBA); thermal effect; rolling shutter

1. Introduction

The derivation of geospatial information from unmanned aerial vehicles (UAV) is becoming
increasingly ubiquitous [1]. By applying proper processing, the image pose can be derived from aerial
images with high accuracy. The bundle block adjustment (BBA) is a basic tool for photogrammetric
pose estimation. In essence, the procedure consists of identifying common feature points between
overlapping images and recovering their poses (i.e., positions and orientations) at first in a relative
coordinate system, followed by the georeferencing phase with the help of, for example, ground control
points (GCP) or the camera positions measured with global navigation satellite system (GNSS) [2,3].
Camera calibration parameters can be considered pre-calibrated and constant, or their values can be
re-estimated in the self-calibrating bundle block adjustment [4,5].

In corridor mapping scenarios, continuously overlapping images are taken in series. Unlike block
configuration, it constitutes only few parallel strips and cross strips are often absent. This unfavourable
configuration makes the camera self-calibration less accurate. Moreover, the lack of difference in
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altitude introduces correlations between the interior and exterior orientation parameters, especially in
the vertical direction.

Various investigations have been carried out on the systematic errors in 3D measurements and
strategies have been proposed for systematic error mitigation. A first focus is given to different
camera calibration models. One category consists of physical models which mitigate systematic errors
according to their assumed physical behavior [6–8]. In the other category, individual error sources are
not explicitly treated. Instead, numerical models are designed to compensate for the total systematic
errors [9,10].

The magnitude of systematic errors is also influenced by camera specifications (sensor format, lens
focal length, etc.). The majority of commercially available cameras for UAV surveys are not designed
explicitly for photogrammetric acquisitions. Consumer-grade cameras are a popular choice because of
their light weight and low cost. However, they exhibit much greater distortion and instability [11–13].
Zoom lenses are used in certain studies [14]; however, a fixed focal length prime lens is more likely to
provide a stable performance [11].

The camera calibration can be performed with two strategies: it can either be performed
independently of aerial acquisitions (pre-calibration) or be included in the bundle block adjustment
(self-calibration). The pre-calibration is often performed in-lab using convergent images and varying
scene depth. Lichti indicated that the laboratory camera calibration still has issues in the context
of aerial photogrammetry since the depth of the calibration scene and the acquisition scene do not
vary within the same scale [15]. An aerial approach is then proposed for better camera calibration.
The self-calibration profits from the advances in automated feature identification and matching in recent
years. There is a risk that the distortion parameters derived in this way are specific to the dataset and
may not be applicable to other image sets. Comprised acquisition configurations such as nadir images
in strips and blocks, result in poorly-modelled camera calibration and model deformation [12,13,16,17].

Therefore, attentions have also been directed towards camera networks. Research showed that
3D reconstructions conducted with nadir images often consist of systematic broad-scale deformations,
expressed as a central doming [16,18]. The use of oblique perspectives, though more complex to perform,
is proved to be an effective solution to the systematic error mitigation [19–21]. Wackrow studied the
acquisition configuration with both simulation and practical datasets, an oblique convergent image
configuration was proposed as a new approach to increasing the accuracy of 3D measurements [22]. James
used simulations of multi-image networks and demonstrated the doming effect under different viewing
configurations [17]. Though extensive research has been conducted on camera networks for the mitigation
of systematic errors, experiences are often taken under generic conditions. How camera networks impact
the modeling accuracy in specific acquisition conditions is less addressed. Our findings pay interests in the
impact of camera networks on camera calibration errors and the final reconstruction accuracy.

In this article, three issues of corridor aerial image block are investigated: an erroneous focal
length in camera pre-calibration; a gradually varied focal length due to camera temperature change;
and the rolling shutter effect for consumer-grade cameras. For each matter, different camera viewing
configurations, different flight orders and their impact on the modeling accuracy are studied. To avoid
the potential perturbation introduced by other errors than that of interest, we generate a synthetic,
error-free aerial image block which is of flat, corridor configuration. The addressed problems are then
simulated basing on the synthetic dataset and thorough investigations are conducted. The synthetic
dataset makes it possible to focus on one issue at a time while obviating the influence introduced by
other types of error.

2. Data Generation and Research Design

2.1. Generation of a Synthetic Dataset

To generate a synthetic, error-free dataset, a real aerial image block was employed. In this way,
the tie point multiplicity and distribution, as well as the image overlapping, were ensured to be realistic.
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The acquisition field consists of a north-south oriented dike 200 m long and 30 m wide at an altitude of
237 m, which presents a flat, corridor configuration (cf. Figure 1a).

(a) (b)

Figure 1. Illustration of the acquisition field (a) and the conducted flights (b): nadir flight of 3 strips at
50 m (in red), oblique flight of 3 strips at 50 m (in blue) and nadir flights of 2 strip at 30/70 m (in green).

The aerial acquisition was performed with a Copter 1B of SURVEY Copter. This UAV has a wingspan
of 1.82 m and a length of 1.66 m. Powered by a gasoline engine, its maximal payload capacity is 4.1 kg
and its endurance is up to 60 min. The UAV possesses radio communication with its command station.
Given a pre-flight plan registered in the command station, the flight could be performed automatically.
Therefore, a steady overlap can be assured during the flight. An aluminium base mounted on the
UAV was adopted for rigid camera installation and cable fixation. The camera employed for data
acquisition was a light-weight metric camera designed by team LOEMI (Laboratoire d’Opto-éléctronique,
de Métrologie et d’Instrumentation) of the IGN (Institut National de l’Information Géographique et
Forestière), to meet the needs of photogrammetric UAV acquisitions [23]. This compact camera has a low
weight of 160 g and is equipped with a full frame sensor of 5120× 3840 pixels. The camera is compatible
with most commercially available lenses; a 35 mm lens (140 g) was used for the acquisition. During the
acquisition, the camera was triggered with an intervalometer every 2.5 s. See Figure 2 for the employed
UAV and embarked camera.

Figure 2. (a) Light-weight camera; (b) camera set-up on unmanned aerial vehicle (UAV); (c) UAV.

A total of three flights were performed—one single-height nadir-looking flight of 3 strips at
50 m (50-na, na for nadir), one nadir-looking flight of 2 strips with one strip at 30 m and the other at
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70 m (3070-na) and one single-height oblique-looking flight of 3 strips at 50 m (50-ob, ob for oblique).
See Figure 1b and Table 1 for more detail on the conducted flights. We are interested in these
flight configurations since the single-height nadir-looking flight (50-na) is often the routine flight
configuration whereas it is not always favourable. The single-height oblique-looking flight 50-ob is,
on the contrary, interesting, but is not always easy to conduct. The multi-height nadir-looking flight
3070-na is a possible alternative to 50-ob, since it introduces different flight heights and eases the
correlation between parameters on the vertical axes [24].

Table 1. Details on the conducted flights.

Flight 50-na 3070-na 50-ob

Nb of images 42 27 44
Height (m) 50 30, 70 50
Orientation nadir nadir oblique
Nb of strips 3 2 3

Overlap
(%)

forward 80
side 70

GCP accuracy
(mm)

horizontal 1.3
vertical 1

camera focal length (mm) 35
GSD (mm) 10 6, 14 10

The acquired images were then processed with MicMac, a free, open-source photogrammetric software
which has been developed at IGN since 2003 [25]. Firstly, tie points were extracted on overlapping images
with the algorithm SIFT (Scale Invariant Feature Transform) [26]. Then, the structure-from-motion was
performed to recover camera poses in an arbitrary frame. The camera model Fraser [8] was chosen to
model the camera distortion. The employed Fraser camera model includes the following parameters:

• f : the focal length;
• PPx, PPy : the principal point
• K1, K2, K3 : 3 degrees of radial distortion coefficients with the radial distortion being expressed as:

∆r = K1r3 + K2r5 + K3r7

• P1, P2 : tangential distortion coefficients with the tangential distortion being expressed as:

∆xd = P1(r2 + 2x̄2) + 2P2 x̄ȳ

∆yd = 2P1 x̄ȳ + P2(r2 + 2ȳ2)

r2 = x̄2 + ȳ2 = (x− PPx)
2 + (y− PPy)

2

• b1, b2 : affine distortion coefficients with the affine distortion being expressed as:

∆xa = b1 x̄ + b2ȳ

Next, a total of 14 well-distributed GCPs were used to transform the camera poses into the
absolute frame, the image measurement of these GCPs was conducted manually. At last, a bundle block
adjustment was performed with the tie points and the GCPs serving as observations. The processing
accuracy was evaluated by the root mean square error (RMSE) on control points (CPs) and was 1 cm.
More data processing details of the presented dataset are given in Reference [24].

The tie points, the camera calibration and the camera poses issued from the above-presented
processing were used to generate a synthetic, error-free dataset. The generation of the synthetic
image block was carried out with MicMac. For a set of 2D points representing the same 3D point,
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a pseudo-intersection was performed to obtain the corresponding 3D coordinates. For a pair of images
i, j with two tie points pi and pj representing 3D point P, its 3D coordinates Pij were computed, given
camera poses Ωi and Ωj (cf. Figure 3). For a set of 2D points pi=1,··· ,N representing a same 3D point P,
N·(N−1)

2 image pairs are formed and N·(N−1)
2 3D points Pij,i 6=j were computed. Then, the 3D coordinates

of the point P were calculated so that the sum of the L2 residual distances Σ‖P− Pij‖2 was minimized.
Afterwards, the 3D point P was reprojected to images i = 1, · · · , N for the generation of synthetic tie
points. Note that the tie points generated this way intersect perfectly. A subset of the synthetic 3D
points uniformly distributed within the scene (around 5000 ground points) also served as GCPs/CPs,
their corresponding reprojections on images will serve as image measurements of GCPs/CPs. Figure 4
depicts how the synthetic dataset was generated.

Figure 3. An illustration of an image pair.

The synthetic dataset consists of synthetic tie points, synthetic GCPs/CPs and their image
measurements, original camera calibration and original camera poses. For the synthetic dataset,
the reprojection RMSE on images equals 38.4 nm/0.006 pixels and the RMSE on CPs is 3.1 nm, these
two indicate a good consistency among observations of the synthetic dataset. It also indicates the
highest accuracy one can obtain with this synthetic dataset.

Figure 4. Workflow of the generation of synthetic dataset.

2.2. Problem Simulation and Result Evaluation

According to the research purposes, different camera calibration problems were simulated
and added on the synthetic dataset. The photogrammetric processing of the synthetic dataset was
performed with MicMac.



Remote Sens. 2020, 12, 22 6 of 17

A bundle block adjustment was carried out with the synthetic tie points as observations.
The camera calibration and the camera poses are given as the initial solution. Depending on the
investigation purpose, camera calibration parameters are either fixed or re-estimated during the
bundle block adjustment. Specifications will be given for each case. Since the bundle block adjustment
was conducted solely with tie points and no ground truth (e.g., GCPs, GNSS) is included, once the
bundle block adjustment was done, ten well-distributed GCPs were employed for the determination
of a 3D spatial similarity and the camera poses were transformed into the absolute frame of ground
points. The accuracy of the 3D scene will be evaluated with the RMSE of 5000 well-distributed CPs.

3. Experiments and Results

In this section, we present three issues with the camera calibration, as well as the conducted
experiments and the corresponding results.

3.1. Erroneous Focal Length

The first issue is the erroneous focal length in the case of camera pre-calibration. It is one of the
common problems in photogrammetric processing. When the camera is pre-calibrated in a laboratory,
the focal length estimated with close-range photogrammetry can be inaccurate in aerial scenarios [15].
To investigate how camera poses and 3D accuracy are affected by the erroneous focal length, an error
which varies from −50 pixels to +50 pixels with a step of 10 pixels is added to the original focal length
(original value: 5510 pixels).

Three configurations are investigated here: (a) 50-na + 50-ob, (b) 50-na + 3070-na, (c) 50-na +
3070-na + 50-ob. The configuration (a) was a routine acquisition configuration, oblique images were
combined with nadir images to achieve better results. The configuration (b) is one configuration
that we want to investigate; we want to see whether multi-height nadir images, which are easier to
acquire than oblique images, can be an alternative to oblique images. The configuration (c) aims to
examine whether multi-height nadir images can further improve the acquisition accuracy achieved
with configuration (a).

In the first place, the erroneous camera pre-calibration is given as the initial solution to the bundle
block adjustment. During the bundle block adjustment, the focal length, as well as the other camera
calibration parameters, was fixed while the camera poses were freed and re-estimated. Figure 5 depicts
the resulted accuracy evaluated with the RMSE on CPs and the variation of the camera average height
for the 3 configurations.
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Figure 5. The RMSE on control points (CPs) and the variation of the camera height, in the case of erroneous focal length. (a)–(c): the RMSE on CPs for the three
configurations, respectively. (d): the variation of the average camera height with error on focal length.
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One can see that the RMSE increases linearly with the error on focal length. The sign of the error
does not affect the amplitude of the RMSE. The combination of oblique and nadir images (config (a))
gives the highest RSME, whereas the combination of multi-height nadir images (config (b)) shows
better results. On the basis of combining oblique and nadir images, the inclusion of multi-height nadir
images (config (c)) improves slightly the accuracy. By analyzing the variation of the average camera
height, one can deduce that, when the focal length is erroneous and not re-estimated during the bundle
block adjustment, the camera poses drift in the vertical direction to compensate for the impact coming
from the erroneous focal length. The presence of oblique images (config (a) and (c)) adds constraints
on the camera poses, hence a smaller variation of the average camera height compared to the case
where only nadir images are present (config (b)). The inclusion of oblique images results in camera
poses closer to the theoretical values, whereas the 3D accuracy is compromised in our cases.

In a second step, the same error is added to the focal length, while the camera calibration parameters
are freed and re-estimated during the bundle block adjustment. For all the three configurations,
the correct focal length is able to be recovered, the final RMSEs on CPs are smaller than 1 µm. Compared
to the RMSE of the original dataset (3.1 nm) and that of the former case (3.5 cm), the camera re-calibration
is effective for the correction of the erroneous focal length.

3.2. Gradually Varied Focal Length

In this part, another possibility for false focal length is simulated—the camera focal length
varies gradually during the acquisition whereas this variation is not taken into account during the
processing. Several studies have been conducted on the influence of the camera temperature on the
internal parameters. Hothmer listed various sources of errors in aerial photogrammetric scenarios,
among which, the effect of temperature is mentioned [27]. Yastikli and Jacobsen discussed about the
vertical temperature gradient and the significant deformation of the camera lens caused by it [28].
Merchant investigated the variation of the focal length induced by the temperature change for a Nikon
lens of 20 mm, a variation of 0.5 µm per degree is observed [29,30]. Daakir and Zhou calibrated
and corrected the image deformation caused by the variation of camera internal temperature, the 3D
reconstruction accuracy was improved by 1.4 times for an aerial dataset of corridor configuration [31].

In UAV photogrammetry, the variation of focal length is often encountered when the acquisition is
carried out with a high frame rate. However, during photogrammetric processing, one often assumes
that the camera calibration parameters do not vary and one camera calibration is applied to the
whole dataset. This processing strategy is sometimes inappropriate and degrades the final accuracy.
In this experiment, how the ignorance of the focal length variation impacts different aerial acquisition
configurations is studied.

To simulate this problem, starting from the synthetic image block, one camera calibration is
estimated per image with the synthetic tie points and the original camera poses. The focal length is
modified then so that it varies during the acquisition. Tie points and GCPs/CPs image measurements are
regenerated based on original camera poses and modified camera calibrations. After that, the dataset is
processed with one camera calibration for all images as which is usually done in the practice. During the
bundle block adjustment, no elimination is performed on tie points, all camera calibration parameters
are freed and re-estimated.

We generate a linear focal length variation which is expressed by the equation:

f
′
(n) = f + b · n, (1)

where n is the image index
f is the original focal length;
b is the increment, here b equals to 0.0275 pixels;
f ′(n) is the modified focal length for image n;
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It is not certain that the focal length increases linearly in real life. Actually, as shown in
Reference [31], the increment speed of the temperature decreases with time and the focal length
increases linearly with the temperature. Here, the linear model is chosen to model the focal length
variation for its simplicity of interpretation. It gives us a first hint of how the final accuracy is impacted
when the focal length varies during the acquisition. The focal length of the last image (5513.48 pixels)
is 3.10 pixels greater then that of the first image (5510.38 pixels). According to the relation between the
focal length and the camera internal temperature given by Reference [31], an increase of 3.10 pixels
corresponds to a temperature increase of around 40 ◦C for a focal length of 35 mm as in our experiments.
The amplitude of the temperature variation is realistic and conforms to real acquisition conditions.

To investigate the impact of the flight configuration and the flight order of which the focal length
variation takes place, as well to see if there exists one flight configuration that can minimize the
influence of varied focal length, different flight combinations and flight orders are exploited. Note that
the temperature increment per image is set to 0.0275 pixels as in Equation (1) and is independent of the
order in which flights are carried out. The mapping accuracy for each configuration is given in Table 2.

Though the RMSE on CPs may seem small, its order of magnitude is coherent with what is
obtained in the previous case of erroneous focal length (Section 3.1). In the previous case, a bias
of 10 pixels on focal length causes residuals about 5 mm, when both nadir and oblique images are
included. In the presented case of 50vt + 50ob + 3070vt, the focal length has a variation of 3.1 pixels,
the estimate of the focal length differs from the real value by 1.5 pixels at most.

Three flight orders are investigated, for each flight order, the number of flights needed to obtain
a satisfying accuracy is studied.

1 Flight

If surveying the field with one flight, the oblique-looking flight at 50 m (50-ob) gives better results
than the nadir-looking flight (50-na). Similar to the case of erroneous focal length, the presence of
oblique images prevents the camera position from drifting to compensate for the incoherence on
the focal length, thus leads to better results. When performing the single-height nadir-looking flight
(50-na), a slight focal length variation of 1.11 pixels can cause an accuracy degradation of 1 cm.

2 Flights

If two flights are conducted for mapping, the best solution is to perform a nadir-looking flight
(50-na) in addition to an oblique one (50-ob). However, when inverting the flight order, though the
addition of oblique flight improves significantly the mapping accuracy with respect to one nadir flight,
it is less satisfying than performing one oblique flight. It is not recommended to add nadir strips of
different flight height (3070-na) to the flight 50-na, since it enlarges the focal length variation and does
not limit camera position drift as oblique images.

3 Flights

We see that though same flights are conducted, the order of flight influences the final accuracy.
The best order is to perform firstly oblique-looking flights, then nadir ones. By comparing with 2 flights
cases, the inclusion of multi-height nadir-looking flights (3070-na) has negative influence when the
acquisition suffers from thermal effect. This said, the addition of multi-height nadir-looking flights
still brings improvements on other aspects, for instance, it eases the correlation between camera focal
length, camera height and lever-arm for mapping of flat scenes [24].



Remote Sens. 2020, 12, 22 10 of 17

Table 2. Mapping accuracy with different flight configurations and flight orders.

Focal
Length
Variation
(pixel)

Order 1 Order 2 Order 3
50-na, 50-ob, 3070-na 50-ob, 50-na, 3070-na 50-na, 3070-na, 50-ob

RMSE (cm) STD (cm) RMSE (cm) STD (cm) RMSE (cm) STD (cm)
xy z xyz xy z xyz xy z xyz xy z xyz xy z xyz xy z xyz

1 flight 50-na 1.11 0.02 1.01 1.01 0.01 0.13 0.13 / / / / / / / / / / / /

50-ob 1.21 / / / / / / 0.05 0.05 0.07 0.02 0.04 0.03 / / / / / /

2 flights 50-na+50-ob 2.36 0.02 0.09 0.09 0.01 0.04 0.04 0.01 0.01 0.02 0.01 0.01 0.01 / / / / / /

50-na+3070-na 1.89 / / / / / / / / / / / / 0.05 1.08 1.08 0.00 0.14 0.14

3 flights 50-na+50-ob+3070-na 3.10 0.02 0.11 0.11 0.00 0.06 0.06 0.01 0.03 0.04 0.00 0.03 0.02 0.03 0.17 0.17 0.01 0.05 0.05
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3.3. Error Coming from Rolling Shutter Effect

This section studies the rolling shutter effect and its impact on aerial photogrammetric accuracy.
Nowadays, the majority of consumer grade cameras are equipped with rolling shutter. For cameras
equipped with a rolling shutter, the image sensor is activated and read out line by line. The exposure
of one image takes place between the exposures of the first and the last line, an important delay due to
the readout time is present. Figure 6 gives an illustration of the general rolling shutter scheme.

Figure 6. Rolling shutter readout scheme. The sensor is exposed row by row at a constant speed.
After the exposure duration texp , the sensor starts the readout row by row. At time t= 0 the exposure of
the first row takes place. It is then read out at time t = texp. Consecutive rows are exposed and read
out one after the other. The sensor readout is finished after the rolling shutter readout time τ. (Source:
Reference [32]).

In aerial photogrammetry, the UAV navigates at a high speed (e.g., 2 m/s–10 m/s) and
mainstream rolling shutter cameras available on the market for aerial acquisitions have a readout time
varying between 30 ms and 80 ms (the readout time for several widely-used cameras are given in
https://www.pix4d.com/blog/rolling-shutter-correction). This means the position of the camera
can be changed by several centimeters during exposure, the turbulence of UAV adds as well camera
orientation changes. This effect is often not taken into account either in the camera calibration or in the
photogrammetric processing. Without appropriate modeling, distortions due to rolling shutter limit
the accuracy of the photogrammetric reconstruction [32–34]. Furthermore, it is also difficult to quantify
the deformation in images introduced by the rolling shutter effect, which reduces the possibility of
having effective corrections.

To understand better how the rolling shutter effect impacts the final results and by which
level, image observations are modified such that each line is acquired with a different camera pose.
We assume a uniform camera motion during the exposure. The parameters employed for the generation
of simulated camera motion are listed, the value and the justification are given as follows:

- T: time interval between two images, 2.5 s, conforms to real acquisition condition of the
presented dataset

- τ: readout time of rolling shutter camera, 50 ms, a middle value among widely-used rolling
shutter cameras

- vT : camera translational velocity,∼ 3 m/s, for each image i, the instantaneous velocity is calculated
as the ratio between the displacement and the time interval T of image i and i + 1, the value
conforms to real acquisition condition of the presented dataset

https://www.pix4d.com/blog/rolling-shutter-correction
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- vR: camera rotational velocity, vR ∼ N (µ, σ) with µ = 0.02◦/s and σ = 0.016◦/s, the rotational
axis is generated randomly, the amplitude of rotation angle follows the Gaussian distribution,
the value of parameters µ and σ comes from IMU data of previous lab acquisitions. The rotational
axis is generated here to be random, whereas in practice the axis depends on the type of UAV,
the installation and the specification of the motor and the resulted vibration. The assumption
of randomness is made, so that a general conclusion can be drawn without being limited to
specific conditions.

The simulated rolling shutter effect is added to the synthetic dataset by modifying image
measurements. After that, the dataset is processed without taking into account camera motion during
exposure. Concerning the bundle block adjustment, no elimination is performed on tie points, all camera
calibration and pose parameters are freed and re-estimated. In order to simplify the analysis, the camera
rotational motion and translational motion are separated. To investigate the impact of flight configuration
and to see if there exists one flight configuration that can minimize the rolling shutter effect, four flight
configurations are investigated: (a) 50vt, (b) 50vt + 3070vt, (c) 50vt + 50ob, (d) all flights (cf. Figure 7).
Figure 8–11 illustrate the spatial distribution of residual on CPs for each case and Table 3 gives
statistic information.

(a) (b) (c) (d)

Figure 7. Four flight configurations: (a) 50vt (b) 50vt + 3070vt (c) 50vt + 50ob (d) all flights. The arrows
indicate the flight direction, the colors differentiate the flights.

Table 3. Statistics of the residuals on CPs, the root mean square (RMS) and the unbiased standard
deviation (STD) are given.

Planimetry (cm) Altimetry (cm) 3D (cm)

Rotation, case (a) 0.07 ± 0.03 0.19 ± 0.19 0.20 ± 0.12
Rotation, case (b) 0.02 ± 0.01 0.09 ± 0.08 0.09 ± 0.05
Rotation, case (c) 0.03 ± 0.01 0.01 ± 0.01 0.03 ± 0.01
Rotation, case (d) 0.02 ± 0.01 0.01 ± 0.01 0.03 ± 0.01

Translation, case (a) 1.44 ± 0.62 2.61 ± 2.50 2.98 ± 1.51
Translation, case (b) 18.23 ± 7.93 5.36 ± 5.14 19.00 ± 7.88
Translation, case (c) 1.44 ± 0.61 2.52 ± 2.43 2.90 ± 1.46
Translation, case (d) 6.88 ± 2.97 0.71 ± 0.77 6.93 ± 2.97

In Figures 8 and 9, we see that the rotational motion introduces little residuals in planimetry
and can be diminished with the inclusion of nadir flights of different heights and oblique images.
The altimetric residuals introduced by the rotational motion is slightly higher when there are no
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oblique images (cases (a) and (b)). Once oblique images are present, the altimetric residuals decrease
significantly (cases (c) and (d)). The spatial distribution of residuals changes with flight configuration,
we can see a minor bowl effect in all four cases, presenting in different forms.

In Figures 10 and 11, we see that the inclusion of nadir images of different heights degrades
largely the accuracy both in planimetry and altimetry. The inclusion of oblique images does not bring
significant improvements. The spatial distribution of residuals changes with flight configuration.
There is no one flight configuration that is satisfying.

It is worth noting that, the residuals introduced by camera rotational motion can be easily
eliminated with the inclusion of more flight strips, such as oblique images and nadir flights of different
heights. Compared to the residuals introduced by camera translational motion, the one introduced by
rotational motion can be considered negligible. The camera translational motion can largely decrease
the accuracy of the obtained results and improvement on flight patterns can not really solve the
problem. Therefore, it is essential to perform corrections when processing with rolling shutter datasets.

Figure 8. The spatial distribution of planimetric residuals when the camera rotational motion is
added. The presented four cases correspond to the four flight configurations shown in Figure 7. Vector
direction and magnitude represent residual direction and magnitude, respectively.

Figure 9. The spatial distribution of altimetric residuals when the camera rotational motion is added.
The presented four cases correspond to the four flight configurations shown in Figure 7. Vector direction
and color represent the sign of residuals, upward red means positive, downward blue means negative;
vector magnitude represents residual magnitude. Note that the four figures do not share the same scale.



Remote Sens. 2020, 12, 22 14 of 17

Figure 10. The spatial distribution of planimetric residuals when the camera translational motion is
added. The presented four cases correspond to the four flight configurations shown in Figure 7. Vector
direction and magnitude represent residual direction and magnitude, respectively. Note that the last
figure does not share the same scale with the other ones.

Figure 11. The spatial distribution of altimetric residuals when the camera translational motion is
added. The presented four cases correspond to the four flight configurations shown in Figure 7. Vector
direction and color represent the sign of residuals, upward red means positive, downward blue means
negative; vector magnitude represents residual magnitude. Note that the four figures do not share the
same scale.

4. Discussion

For aerial acquisitions of corridor configuration, the acquired images are often in strips, which
makes it difficult to have satisfying cross-track overlaps and results in less accurate camera calibration
and camera poses. It is a common strategy to perform independently camera pre-calibration in lab
prior or post aerial acquisitions. However, the camera pre-calibration performed in a close-range
scenario can be inaccurate for aerial scenarios due to different scene depths [15]. The focal length is
one of the most impacted parameter in the camera calibration. The experiment carried out with the
synthetic, error-free dataset shows that, when combining nadir and oblique images or nadir images
of multiple flight heights, the erroneous focal length can be correctly re-estimated during the bundle
block adjustment. However, if the camera re-calibration is not performed, the camera poses will drift
in the vertical direction to compensate for the incoherence introduced by the erroneous focal length,
in order to achieve better 3D measurement accuracy. The presence of oblique images limits this drift,
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hence results in more accurate camera pose estimations, as shown in References [19–21]. In practice,
it is recommended to perform camera re-calibration when a good flight geometry is available. Oblique
images being critical in forming a good flight geometry, they are more difficult to acquire. In this
experiment, we demonstrated the possibility of employing multi-height nadir images as an alternative
to oblique images.

In the case where the camera focal length varies gradually during the acquisition, the oblique
images show their importance. The best strategy is to perform in the first place an oblique flight,
knowing that oblique images limit the camera pose drift caused by the incoherence on the focal length.
The addition of nadir images further improves the 3D measurement accuracy while it should be
following a certain order. It means the oblique flight should be performed before the nadir flight.
For this problem, multi-height nadir images do not bring improvements since it enlarges the focal
length variation. However, it is still a good strategy in practice since it brings improvements on
other aspects.

The rolling shutter effect is a common problem when performing aerial acquisitions with
consumer-grade UAV platforms. With multiple flight configurations (oblique images, multi-height
nadir images), the degradation induced by camera rotational motion can be diminished significantly.
Mounting the camera on a stabilizer is as well a good practice to minimize the influence of the camera
rotational motion. The camera translational motion impacts the final accuracy in a more complicated
manner. Certain commercial software offer solutions to correct this impact by estimating the camera
motion during the bundle block adjustment [32,35]. Among the flight configurations investigated
in our experiment, none of them gives satisfying results. In practice, performing the acquisition
in “stop-and-go” mode may be an easier way to obviate the impact of the rolling shutter effect.
The improvement of “stop-and-go” mode requires further investigations.

In a nutshell, it is always beneficial to diversify the flight geometry. The oblique images should
be considered as the first solution as it is an effective approach in many aspects. If possible, it is also
recommended to include multi-height nadir images or make it an alternative to oblique images.

5. Conclusions

In this article, we studied the impact of different camera calibration issues with a synthetic aerial
image block of flat, corridor configuration. The synthetic, error-free aerial image block gives the
possibility to investigate the problematic of interest without the perturbation of other sources.

For a camera calibration given as initial solution, the error on focal length can be corrected during
the bundle block adjustment with a good acquisition configuration. However, when an erroneous
focal length is given and not re-estimated during the bundle block adjustment, camera heights drift
from theoretical values to compensate for the erroneous focal length. The presence of oblique images
limits this drift, therefore camera poses closer to theoretical values are obtained whereas the accuracy
of 3D measurement is compromised.

Secondly, the focal length is likely to vary during acquisitions due to the temperature change of
the camera. When this variation is not taken into consideration and one camera calibration is given for
the whole dataset, an important degradation of accuracy can occur, mainly in altimetry. When only
nadir images are present, a variation of 1 pixel of the focal length can decrease the 3D accuracy by 1 cm.
The inclusion of oblique images brings a significant improvement, which is a good solution to the
problem. It is even more recommended to perform oblique flight before nadir ones. The single-strip
nadir-looking flights (3070vt) does not have visible improvements on the problem.

As for the degradation of rolling shutter effect, the degradation introduced by camera rotational
motion can be easily eliminated with the inclusion of more flight strips. However, this improvement is
negligible compared to the degradation brought by camera translational motion. There is no flight
configurations that really work out, the more efficient solution should be a correction on image
measurements that are affected by the rolling shutter effect.
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In this article, two cases regarding the focal length estimation are discussed (the erroneous focal
length and the gradually varied focal length). It is one of the important parameters of the camera
distortion. It is also worth investigating other parameters such as the radial distortion parameter and
how they impact the doming effect and the final accuracy. The gradually varied focal length subject to
camera temperature change is modelled with a linear model for simplicity of interpretation. For future
works, models better illustrating the real case conditions should be applied. The last experiment
showed that the influence of the camera rotational motion is negligible with respect to the camera
translational motion. This is one result that can be taken into account when implementing rolling
shutter correction methods.
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