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Abstract: This paper addresses the estimation of the height of a point scatterer over a sea surface
via multipath exploitation for a High Range Resolution radar that is using pulse range compression,
such as Synthetic Aperture Radars. We first focus our attention on the physical model, in particular on
the specular/diffuse reflection coefficients, this coefficients being derived from the empirical Miller
Brown and Vegh model. The gravity waves are also simulated since they modify the acquisition
geometry such as the local grazing angle. Secondly, the signal model is derived, thus allowing an
easy derivation of the time delays (direct echo and replicas), these time delays being converted
into a height estimation for possible automatic ship recognition applications. Our algorithm is a
non-conventional radar signal processing, in other words it uses the backscattered pulse over before
range compression and demodulation. The aim of the paper is to understand for which radar and
sea parameters, as well as acquisition scenes, it is possible to extract the scatterer height information
using the multipath of the backscattered electromagnetic wave

Keywords: multipath propagation; High Range Resolution Profile; Automatic Target Recognition;
sea roughness

1. Introduction

Automatic Target Recognition (ATR) is the most widely used approach for classification of
ships for marine surveillance applications. Command, Control, Communications, Computers,
and Intelligence (C4I) systems use High Range Resolution radars (HRRs) [1] to image the marine
scene of interest. In fact identifying ships is the main purpose of a marine defence information
system, by answering to the basic question whether the detected ship is a foe or friend. For this
reason, an accurate 3-D ship reconstruction greatly improves the ATR process by comparing the
reconstructed ship shape with shapes in a database. Our approach is based on the scatterer center
identification and localization [2,3], which requires a fine understanding of the physical phenomena.
In fact, in this approach, ATR involves locating point scatterers on these ship profiles. Inverse Synthetic
Aperture Radar (ISAR) has been investigated for imaging 2-D profiles of ships. In this kind of imaging,
the motion of the ship, in particular involuntary displacements due to roll pitch and yaw, are used to
vertically locate the point scatterer and thus to create a 2-D profile of the ship. However, this solution
is not valid for small sea states where these motions do not exist. Moreover, the improvements in
hull design lead to much more stable ships. On the other hand, marine targets over the sea introduce
multipath returns in the received radar signal. These returns are generally considered as interferences.
In this paper, we propose to exploit this multipath backscattering to image a 2-D profile of the ship
with a single sensor for automatic ship recognition purposes (not tackled in this paper). We relate
the location problem in the vertical dimension to a time delay (between replicas) estimation problem.
Thus, we locally construct a “2-D image” that is the planar coordinates within the radar image plus the
scatterer height (as in the ISAR case) by a non-conventional radar approach.
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Unlike the urban environment (see [4–7] for instance), not many papers are available on the use of
multipath propagation in a marine environment for ship recognition applications. Models for multipath
propagation have been reported in literature [8–10]. Recently, the influence of the sea surface geometry
has been taken into account in the path difference computation of the multipath propagation [11].
Several papers study the influence of multipath propagation in a marine environment for 2-D imaging
algorithms. In [12], the effects of multipath on ISAR imaging are investigated. In [13,14], simulations
of respectively ISAR and Synthetic Aperture Radar (SAR) images of marine scene include multipath
effects. Liu et al. addressed the time delay estimation problem for multipath returns for HRR
radars [15]. Channel parameters are estimated with time delay estimation algorithms working in the
frequency domain to improve ship classification performance. Classification of ships in the presence
of multipath is investigated in [16]. Solutions are proposed to mitigate the influence of multipath
propagation on ship classification in [17] since multipath propagation degrades ship classification
performance. Time Reversal techniques are also used to mitigate multipath influence on ISAR imaging
in [18]. Multipath also affects tracking performance [19–21] and time delay estimation [15]. In that
particular case, time delay estimation is a challenging task since the coupling echoes are coherent
replicas of the direct returns [22]. They are generally closely spaced and highly correlated in the
case of multipath propagation [23]. The estimation of the number of coherent signals fails with
information criterion techniques [24,25] based on the sample covariance matrix [26]. In the same way,
all the algorithms based on the MUltiple SIgnal Classification (MUSIC) algorithm [27] fail to correctly
estimate delays when the signals are closely spaced or highly correlated [23]. Our height estimation
technique exploits the specular/diffuse reflection of the electromagnetic (EM) wave on the sea surface
and is fairly unique compared to the previously mentioned methods. To our knowledge, multipath has
never been used to localize the point scatterer in the vertical plane in marine environment. We assume
an active sensor, a HRR radar, this radar being an on-shore/Airborne unmanned Vehicule (AUV)-borne
or airborne. In particular, we have focused our attention on the algorithm performance with regard
to the acquisition geometry that is the height of the sensor and its distance to the ship as usual when
exploiting multipath information. In order to study the influence of the geophysical parameters
on the performance of the height estimation algorithm, our approach assumes a sea surface with
(gravity) waves and the roughness of which is mainly due to wind-(capillary) wave interactions.
Obviously, radar parameters, such as polarization and resolution are a priori key parameters of
algorithm performance. Thus the two main scopes of this paper follow:

1. First, to propose and evaluate the performance of a height estimation algorithm.
2. Second, to evaluate the influence of some relevant sea/geometry/radar parameters on the

multipath propagation echoes and on the height estimation.

In order to present the height estimation problem, this paper is divided into three parts.
In Section 2, we present the multipath propagation model of the electromagnetic (EM) wave above
a rough sea surface by taking into account the specular reflection on the sea surface. In particular,
we derive the received signal, under the multipath assumption, from an empirical physical model
(the Miller Brown and Vegh model). The influence of the parameter of interest, the time delay
between replicas, is detailed in this physical/signal model. Section 3 is devoted to the problem
of observing distinct replicas in the range compressed profile in order to propose a realistic (i.e.,
in accordance with the proposed signal/model and the usual operational conditions) and a (very)
simple algorithm to extract this parameter of interest. As previously stated, one of our aims is
to estimate the limiting parameter of the scatterer height estimation in a non-conventional radar
signal processing framework but not to propose an optimal algorithm. Section 4 presents results of
simulations of pulse responses for a point scatterer above a rough sea surface with multipath echoes.
A discussion on physical/geophysical assumptions and their effects on the algorithm performance
concludes our paper (Section 4.4). For the sake of simplicity, all the radar/ship/sea parameters are
summarized in Table 1 with the values used in the simulations of Section 4.
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Table 1. Radar/ship/sea parameters used in 2-D profile simulation.

Notation Name Value

fc Central frequency 0.1 0.5 1 (GHz)
fs Sampling frequency 0.5 1 2 (GHz)
δr Radar resolution 0.5 5 10 (m)

Polarization HH VV
PRF Pulse Repetition Frequency 50 Hz

φ0 Sea surface propagation direction 0 45 90 (degrees)
Vw Wind speed 5 10 (m)

d Projected distance between the radar and the point scatterer 1 3 5 10 (km)
hR Height of the radar 10, 300, 1000 (m)
hS Height of scatterer 3, 20 (m)
hw

M Sea surface height at the reflection point
hw

S Sea surface height at the scatterer location

2. EM Wave Back-Scattering over a Rough Sea Surface

The first challenge of imaging marine targets is to understand the propagation of the EM wave
above a rough sea surface, in particular multipath propagation. In fact, multipath propagation depends
on several factors, in particular on sea state parameters. The first subsection describes the framework of
our study on multipath propagation in order to reconstruct a (vertical) 2-D profile of a ship. The second
subsection briefly introduces the sea surface modelling, either the wave motion or the sea roughness
giving the specular/diffuse reflection coefficient associated with this roughness. The third and four
subsections detail the parameters involved in the signal return, in particular the delay between the
multipath backscattering, this parameter being of interest to estimate the height of the scatterer.

2.1. Physical Background and Signal Model

Figure 1 shows several possible radar-ship geometries and EM wave propagation in marine
environment under these different geometric assumptions where the specular reflection hypothesis is
considered (identical incident and reflected angles, denoted ψ). A monostatic radar is located at height
hR above the sea surface (mean level) whereas the scatterer is at hS (also mean level). According to the
model proposed by Shtager [28] and discussed again by Sletten [29], we restrict the number of paths
to 4 (taking into account more paths does not increase meaningfully the accuracy of the model [28]).
Considering firstly the EM specular reflection over the sea surface, in all the geometry models depicted
in Figure 1, 4 paths of propagation are visible.

1. The direct path return corresponds to the signal that propagates toward and from the ship along
the path R− S. The length of this path is denoted RD (the round trip length is 2.RD).

2. The direct-indirect path return follows either the path R− S−M− R or the path R−M− S− R.
It is the first order multipath since there is only one reflection over the sea surface. The length of
the path R−M− S is denoted RI and the total length of this path is RD + RI . Since the EM wave
can be reflected first either on the sea surface or on the point scatterer, there are two direct-indirect
paths that are coherently added at the receiver.

3. The indirect path corresponds to the path R − M − S − M − R, which is the second order
multipath with two reflections over the sea surfx1ace, the round trip length being 2.RI .
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Figure 1. Multipath propagation for different geometry models.

All these paths are depicted in Figure 2.
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Figure 2. Direct (red), Direct-Indirect and Indirect-Direct (blue), Indirect (green) paths and
associated dimensions.

As detailed in Section 2.3, the key parameter is the path difference defined as ∆p = RI − RD
since it can be related to the height of the point scatterer hs. In the configuration of small sea states,
the existence of the specular reflection is ensured, since we are close to a plane air-sea interface,
this plane being tilted according to the wave slope as seen in the next section. Moreover, we assume
that there is only one point of specular reflection in the case of small sea states. This latter assumption
could be re-examined in particular for waves travelling across the radar beam and with steep slopes
or possibly for a duct propagation for grazing angles [30]. Multipath propagation due to specular
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reflection creates attenuated and delayed replicas of the direct-direct echo, in other words the received
signal y(t) is given by:

y(t) = A
P

∑
p=1

αps(t− τp) + n(t) (1)

where t is the time, A is the antenna gain (reception and emission), s(t) is the known transmitted
waveform, n(t) is a complex white Gaussian noise with zero mean, P is the number of replicas of the
transmitted waveform, αp and τp are respectively the attenuation and delay of replica p (the number of
replica is obviously dependant on the number of point scatterers within the radar beam as well as their
attenuation as discussed in Section 2.3). In the frequency domain, Equation (1) can be rewritten as:

Ỹ(ν) = AS̃(ν)
P

∑
p=1

αpe−j2πντp + Ñ(ν) (2)

S̃(ν) (resp. Ñ(ν)) being the Fourier transform of s(t) (resp. n(t)). For HRR, the usual waveform
s(t) is a chirp of duration τ, the expression of which is s(t) = E0e−j2π( fc+K.t)t for −τ/2 < t < τ/2
where fc is the central frequency and B = Kτ, is the chirp bandwidth, E0 has been chosen in order
to have a mean power of 10 kW. In what follows, we consider only the antenna noise the expression
its power (that is the variance of n(t)) is given by P = kBT, with k the Boltzmann’s constant and
T the temperature (see [31] for a complete review of all atmospheric noises). The focusing process
involves convoluting with s(−t)w(−t) where w(t) is a tapering window (possibly being uniform).
The resolution is given by the width of the main lobe at −3 dB then the range resolution is δr = c/2B.
In order to be as clear as possible, we focus our attention on the case P = 3 in what follows, the case
of several point scatterer being detailed in Section 4.4. Expressions of αp and τp, needed to estimate
the scatterer height, are described for each coupling replicas in Sections 2.3 and 2.4. However, before
detailing these expressions, the sea surface modelling has to be briefly exposed in the next subsection.

2.2. Sea Surface Model and Roughness

The sea surface height h(r, t) and slope sl(r, t) along a unit vector ~u (by convention the unit vector
of the radar LOS is ~u = (1, 0)) can be described as

h(r, t) =
∫

ζ(~k)ej(~kr−ω̃(k).t)d~k and sl(r, t) =
∫

j~k.~uζ(~k)ej(~kr−ω̃(k).t)d~k (3)

with~k the 2-D wavenumber (of magnitude k and argument φ, the reference angle being the radar line
of sight, LOS), ω̃(k) is the hydrodynamic angular frequency and ζ(~k) is the random Fourier coefficient
at this wavenumber. Obviously the sea surface elevations, at different sea surface points, are not
independent since they are all derived from Equation (3). The dispersion relationship ω̃(k) depends
on k and this relationship is different below and above kp a cut-off wavenumber for gravity/capillary
waves as seen below. The statistics of the height and slope of the sea surface have been widely studied.
In particular, nonlinearities i.e., the phase coupling between the wave components is well documented
(see [32–36] among the important literature on sea surface nonlinear modelling). For weak sea states,
our assumption, we consider that there are not any coupling effects for gravity waves and thus the
sea surface statistics (height and slopes) are Gaussian. This assumption on waves statistics does not
induce that the backscattering is Gaussian due to possible gravity/capillary wave coupling as observed
in [37,38] for instance. The sea surface spectrum can be expressed as the sum of two spectra:

E{|ζ(~k)|2} = S(~k) = [Sl(k) + Sh(k)]
1

2π
[1 + ∆(k) cos(2(φ− φ0))] (4)

φ0 is the main direction of the sea surface propagation with regard to the radar line of sight,
Sl(k) the gravity wave spectrum (dominant for low wavenumber, k < kp) and Sh(k) the capillary
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wave spectrum (dominant for high wavenumber, k > kp). In this expression ∆(k) conveys the
upwind/downwind asymmetry for capillary and gravity waves. Expression Sl(k), Sh(k) and ∆(k)
are derived from [37] but Sl(k) being the JONSWAP spectrum, it is also given in [39]. As stated
in the previous section Sl(k) have some effects on the acquisition scene geometry of the multipath
backscattering and for this reason (as detailed in Section 2.4), we focus on this points. Sh(k) interfere
in the diffuse component, but we derive this diffuse component through an empirical model as seen
in the next section. In Section 4, we only consider fully developed wind sea (that is a wave age of
0.84 [40]) and only the wind speed VW is relevant to parametrize Sl(k). During the pulse illumination,
the sea surface is modelled as a rough frozen surface, but it moves slightly between two pulses (the
evolution is given by Equation (3) by changing t into t+ 1/PRF, PRF being the Pulse Radar Frequency).
This change induces the evolution of the local sea slope (i.e., α in Figure 1c) but does not have any
additional effects, such as Doppler effect for instance.

2.3. Attenuation and Scattering

Several approaches have been developed for modelling multipath propagation effects. A popular
model in radar community is based on the empirical model (over the ocean) by Miller Brown and Vegh
(MBV) [10,41–43], which takes into account the specular and diffuse bistatic reflection. In particular,
Global Positioning System (GPS) scattering modelling for sea states estimates is based on this empirical
model [44], but it can be used for marine target backscattering [43]. In this model, the sea surface
roughness factor is defined as

Γ(λ, ψ) = σh sin(ψ)/λ with σh = 0.0051V2
w (5)

where λ = c/ fc (see Section 2.1) ψ is the grazing and for low sea states, the sea surface roughness σh is
a function of the wind speed Vw (see [41]).

As usual, in the MBV model, we have a specular reflection and a diffuse reflection. The specular
reflection is given by ρ0ρsD (see [45]), where

• ρ0 is the Fresnel reflection coefficient which depends on the EM wave polarization, the grazing

angle ψ (see Figure 1) and the sea relative permittivity ε that is ρVV
0 =

ε sin(ψ)−
√

ε− cos2(ψ)

ε sin(ψ) +
√

ε− cos2(ψ)

and ρHH
0 =

sin(ψ)−
√

ε− cos2(ψ)

sin(ψ) +
√

ε− cos2(ψ)
. The sea dielectric constant ε is a function of the radar

frequency, the salinity and the sea surface temperature [46]. We adopt the following conditions:
a sea temperature of 20 ◦C, a sea salinity of 35 PSU and for the considered frequency range we
have ε = 60− j38.

• ρs is the specular attenuation due to surface roughness. Under the assumption of gaussianity for
the wave heights, Ament [9] (Equation (6a)), Miller and Brown [41] (Equation (6b)) and Beard [45]
(Equation (6c)) derived the following expressions:

ρs = e−2(2πΓ(λ,ψ))2
(6a)

ρs = e−2(2πΓ(λ,ψ))2
I0(2(2πΓ(λ, ψ))2) (6b)

ρs =

{
e−2(2πΓ(λ,ψ))2

0 ≤ Γ(λ, ψ) ≤ 0.1

0.812537/(1 + 2(2πΓ(λ, ψ))2) Γ(λ, ψ) > 0.1.
(6c)

with I0 the modified Bessel function of order 0. The different attenuation factors are drawn in
Figure 3 for different frequency values and incident angles.

• D is the divergence, depending on the geometry model and the values of which are given in
Table 2.
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Table 2. Parameter values for the different geometric models (for spherical earth model, R1, R2 and
RD are detailed in Appendix A), where r0, the Earth radius (6371 Km) and as said in Section 2.1,
∆p = RI − RD = R1 + R2 − RD.

Geometric Model D ∆p Reference

Smooth sea surface and spherical earth
(

1 +
2d1d2

4
3 r0(d1 + d2) sin ψ

)−1/2 4R1R2 sin2 ψ

R1 + R2 + RD
[47]

Smooth sea surface and flat earth 1 2hthR/d = 2ht sin(ψ)

Rough sea surface and flat earth 1
(hS − hw

S − hw
M)

sin(ψ− 2α)
sin2(ψ− α) [11]
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Figure 3. ρs and |ρd| values for different grazing angles and radar frequencies.

When capillary (wind) waves are present on the sea surface, the diffuse component, denoted
|ρd|ejφd cannot be neglected. In fact, this diffuse component comes from a glistening surface [8] but
also to capillary waves (wavelength below kp). In the remaining part of the paper, we chose to model
the diffuse component by an incoherent term whose magnitude follows a Rayleigh law of parameter
ρd and whose phase φd follows a uniform law over [0, 2π] [45,46].

ρd =


√

2(3.68Γ(λ, ψ)) 0 < Γ(λ, ψ) < 0.1
√

2(0.454− 0.858Γ(λ, ψ)) 0.1 < Γ(λ, ψ) < 0.5
√

2(0.025) Γ(λ, ψ) ≥ 0.5

(7)

Improvement of the MBV model can be found in [48,49], within the two-scale model framework
(i.e., introducing the arbitrary threshold kp between the gravity/capillary waves as in Equation (4)).
The Small Slope Approximation (SSA) avoids this arbitrary thresholding. In this framework,
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the expression of the specular and diffuse components can be calculated by jointly integrating over
the sea surface and wave vector space [50–54] (and thus using explicit expression of Sh(k) and ∆(k)
in Equation (4)). In particular the specular contribution ρsρ0D is given by matrix V and the first
and second orders of diffuse scattering (ρd in the MBV model) by matrices B and B2 in [51], but for
our purpose the MBV model is sufficient. In our simulation, we have made the assumption that the
coefficient ρd varies from pulse to pulse in order to be as general as possible. Thus, even when the
sea is flat and the simulation is noise free, the hS estimates are different due to the randomness of
the reflection coefficient. As observed in Figure 3, the lower the wind sea, the higher the sea surface
reflection. In fact the ripples generated by the wind change the plane into a rough surface. The diffuse
component is low for low wind speeds, first increases with this wind speed (ripples at the resonant
Bragg wavelength are created) and dwindles (these ripples disappear). As expected, the grazing angle
has to be as small as possible to observe high values of ρs and ρd but this is not the optimal case for
exploiting multipath information as detailled later in Section 4.

According to the sea surface modelling (Section 2.2), the EM model of reflection/backscattering
(this section) and the radar cross section definition [1], the coefficients of Equation (1) are given by:

α1 = L2(RD)(
√

σR + ρd1 .ejφd1 ) (8a)

α2 = L(RD)L(RI)(ρs(
√

σIR +
√

σRI) + ρd2 .ejφd2 ) (8b)

α3 = L2(RI)(ρ
2
s
√

σI + ρd3 .ejφd3 ) (8c)

• L(RD) (resp. L(RI)) conveys the EM propagation losses along the direct (resp. indirect)
path and is proportional to 1/RD for a free space propagation (or to 1/

√
RD in a guided

propagation [55–57], but not in accordance with the RCS definition). The path lengths being
close, we have L(RD) ' L(RI).

• σR is the monostatic target RCS in the direct path direction with an incident/backscattering angle
of θi (see Figure 2), the reference being the symmetry axis of the point scatterer assumed laying in
the horizontal plane. σI is the monostatic target RCS in the indirect path (incident/backscattering
angle of θs (Figure 2)). σIR is the Indirect/Direct bistatic RCS (incident angle θs/backscattering
angle θi and σRI the Direct/Indirect bistatic RCS incident angle θi/backscattering angle θs,
see Figure 2). We have considered three kinds of scatterer for which the monostatic (σI and
σR) and the bistatic (σIR and σRI) RCSs are given in Table 3. For an isotropic point scatterer such
as the sphere, we have σR = σI = σIR = σRI . σIR and σRI can be different such as in the case of the
cylinder. For this point scatterer, when the incident/scattering angles are not close to the horizontal
plane θi ' 0 and θs ' 0, then the backscattered energy is weak. The trihedral is a difficult scatterer
for our approach since it is a well know isotropic scatterer for monostatic RCSs, but not for bistatic
RCSs (unlike the sphere) thus the direct-direct and indirect-indirect backscattering can be fairly
strong while the direct-indirect backscattering can be weak, thus leading to a confusion between
the two replicas and to a hS estimate that is twice the true value. In Section 4, we test our algorithm
for small scatterers that is a = 1 m for the sphere, r = 1 m H = 3 m for the cylinder and b = 1 m
for the trihedral and large scatterers with the dimension a = 5 m, r = 3 m H = 10 m and b = 5 m.

Table 3. Monostatic and bistatic RCS for three kinds of scatterer: θi and θs are the incident and scattering
angles (with regard to the horizontal plane), a is the sphere radius, r and H are the cylinder radius and
height, b is the trihedral side length, and γ = 0.146 see [58].

Point Scatterer Monostatic RCS Bistatic RCS

Sphere πa2 πa2

Cylinder 2πrH2 cos(θi)

λ
sin2

c (2πH sin(θi)/λ) 2πrH2 cos2(θs)

λ cos(θi)
sin2

c
(
2πH(sin(θi) + sin(θs))/λ

)
Trihedral 4πb/(3λ2) 4πb/(3λ2)e−2γ|θi−θs |
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In the next section, we detail the height estimates based on this signal model.

2.4. Delay

As previously stated in Section 2.1, the path (length/time) difference is the main parameter in
order to determine hS. According to the previous definitions, the path difference is related to the delay:

∆τ = τ2 − τ1 = τ3 − τ2 = 2∆p/c (9)

The spherical earth expressions of RD and RI (and thus ∆p) are fairly complicated to estimated hS
(see Table 2 and Appendix A ) and generally the assumption of flat earth is sufficient in operational
conditions. For smooth sea surface and flat earth, the expression are much simpler, since we

have RD =
√

d2 + (hR − hS)2 (triangle with the dashed base in Figure 2) and RI =
√

d2 + (hR + hS)2

(triangle with the dotted base in Figure 2), and since we assume d� hS and d� hR, we approximate

∆p = RI − RD ' 2
hRhS

d
and thus R2

D =
(2hRhS

∆p

)2
+ (hR − hS)

2 giving:

hS =
−hR +

√
h2

R + (R2
D − h2

R)(4(hR/∆p)2 + 1)

4(hR/∆p)2 + 1
(10)

In Equation (10), hR is a known quantity (since the sensor height is known) and RD and ∆p can
be estimated from the radar signal, as detailed below. According to the sea surface modelling of
Section 2.2 the reflection point (M) can be shifted (upward or downward, see Figure 1), this shift being
denoted hw

M. As well, a displacement occurs for the scatterer denoted hw
S . At point M, the surface can

be also tilted due to the sea surface slope, inducing an additional angle denoted α with the horizontal
plane (see Figure 1c) changing the grazing angle into Ψ+ α (in particular for ρHH

0 and ρVV
0 ). These three

quantities are not independent, as seen in Section 2.2. Equation (3) show that hw
M and the slope at

point M are not independent but also that hw
M and hw

S are not independent, since they are distant by
r
′
= (d1, 0) in Equation (3). As previously said, these additional parameters (hw

M, hw
S and the slope at

point M) are unknown and not measurable and induce a bias in the scatterer height estimate. Thus,
we have assumed the flat earth/smooth sea modelling to estimate hS, keeping in mind that these
estimates are disturbed by the sea wave motion. The idea is to remove the biases due to the sea surface
motion by averaging the scatterer height estimates over several pulses, since the mean of these biases
is null. However, in order to robustify the final estimate we have to average the estimate of each pulse
over the longest possible time, i.e., using a low PRF.

3. Point Scatterer Height Estimation

In this section, we discuss the resolution (i.e., the separation) of the multipath echoes, in order to
design an algorithm to estimate hS. According to the results of this first subsection, we propose an
algorithm to estimate of the point scatterer height in a second subsection.

3.1. Resolved and Unresolved Replicas

As seen in Equation (10), the key parameter for deriving hS is ∆p (or equivalently ∆τ). Two cases
of multipath backscattering are possible either replicas are completely separated in different distance
bins of the radar range profile or they overlap within one or two bins without a clear separation.
A straightforward criterion to decide whether the multipath echoes are resolved is that the two replicas
are not in the same main lobe at −3 dB, in other words ∆p > δr. Thus, we define hmin

S as the minimum
scatterer height to have resolved replicas.

hmin
S =

d.δr

2.hR
=

d.c
4.B.hR. cos(Ψ)

=
c.
√

d2 + h2
R

4.B.hR
(11)
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As seen in this expression, in order to observe resolved replicas, the radar has to be the highest
possible and the closest possible to the ship (which is not realistic in operational situations). In Figure 4,
we have depicted hmin

S for the two extremal radar resolutions (0.5 and 10 m) considered in this paper.
As seen in these figures, except the optimal case of a radar with a resolution equal to 0.5 m and a sensor
height equal 300 or 1000 m (UAV, airborne sensor), the other cases show that, for operational contexts,
replicas are not resolved. For instance, hmin

S is higher than 10 m for all the other resolutions and for a
distance between the sensor and the ship of 10 km at 0.5 m resolution. Thus, separated replicas are
barely observed in operational cases.

Figure 4. hmin
S for δr = 0.5 m (left) and δr = 10 m (right).

In Figure 5, we have depicted a zoom on a compressed range profile obtained for three radar
resolutions and the two polarizations. As expected, replicas and the energy inside the main lobe are
slightly stronger in HH polarization than in VV polarization for each case of study (see Section 2.3).
Replica are clearly separated only for the 0.5 m resolution and HH polarization and a slight sidelobe
dissymmetry is observable. For the other two resolutions, only one peak is visible for all polarizations.
For HH polarization, the maximum location is shifted a few meters behind the true main lobe location
(as well we observed cases where it is shifted before the true location), due to the overlapping of the
main lobe and a replica. In some cases, it is also possible to confuse a replica and a sidelobe of the
main backscattering (Figure 5a). This confusion occurs when the reflection coefficient ρs is weak and
thus the indirect replica cannot be observed. In this case, the probability of confusing a sidelobe of

the direct echo with the first replica is given by P(|α2

α1
| < T) according to Equation (1). T is a constant

depending on the first sidelobe level, i.e., −13 dB for a uniform (rectangular) weighting and−30 dB for
a Hamming weighting. However, this probability of confusion remains weak for a uniform window
and completely null for a Hamming window and generally this sidelobe is hidden by the antenna noise
as seen in Section 4. Moreover, in case of sidelobe-replica confusion, the estimated height scatterer is
twice the resolution (distance between the mainlobe and sidelobe as seen in Figure 5). Thus, such an
height estimate has to be carefully inspected.
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(a) δr = 0.5 m, VV
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(b) δr = 5 m, HH
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(c) δr = 10 m, HH
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(d) δr = 0.5 m, HH
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(e) δr = 5 m, VV
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(f) δr = 10 m, VV

Figure 5. Compressed range profile for hS = 3 m, hR = 1000 m, d = 10,000 m for a flat sea surface and
without noise. The true scatterer location is at 0 meters in the six subfigures.

3.2. hS Estimate

According to the previous section, the most current case is when the main return and its replicas
are gathered within one or several adjacent range bins (and are not distinguishable) and thus the
delay cannot be retrieved by simply measuring the distance between the backscattering replicas in the
focussed radar image. Even if the replicas are observable, this method leads to an hS estimate only
given by a multiple of the resolution as seen in the previous section and thus it can be fairly inaccurate
in an ATR process. From Equation (2), considering P = 3 for a unique point scatterer, we derive

G(ν) = Ỹ(ν)/S̃(ν) = α1.e−j2πνπt1 + α2.e−j2πν(t1+∆τ) + α3.e−j2πν(t1+2.∆τ) (12)

Since the time difference between the replicas is small, we assume that the diffuse component
is identical for all the replica that is ρd1 .ejφd1 = ρd2 .ejφd2 = ρd3 .ejφd3 and is simply denoted ρd.ejφd .
Thus, from Equation (12), the proposed algorithm involves first dividing the Fourier transform of
the received signal by S̃(ν) (instead of multiplying it by S̃∗(ν) unlike the adapted filter process, i.e.,
pulse compression), and performing inverse Fourier transform (as for the adapted filter process).
Two examples of inverse Fourier transform of G(ν) are given in Figures 6 and 7. In particular,
in Figure 6, we observe that the direct-indirect replica can have a higher energy level than the direct
backscattering in particular for HH polarization (ρs is lower than 1 but there are two direct-indirect
paths). For VV polarization replicas are difficultly observable (and detectable as seen below). Thus,
the problem is to detect “peaks”, theoretically located at t1, t1 + ∆τ, t1 + 2∆τ, in the inverse Fourier
transform of G(ν). Unlike the usual approaches for which the bandwidth is the main feature, a key
parameter in our approach is the sampling period in the inverse Fourier transform of G(ν) since the
peaks corresponding to the direct path and the replicas have to be clearly separated and the time delay
has to be estimated the most accurately as possible. However the bandwidth has to be large enough
in order to design strong peaks in this inverse Fourier Transform of G(ν) but not to large to induce a
strong noise level as seen in Section 2.1. A straightforward approach is to use the modulated pulses
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with a sampling frequency equal (at least) to the Shannon frequency. However due to the large amount
of samples to be processed in this case, it is also of interest to consider sampling frequencies lower
than the Shannon frequency (in order to derive hS estimates in real time). The peak (outlier) detection
is based on the values overpassing a threshold. When there is not any point scatterer backscattering,
the time samples (of the inverse Fourier transform of G(ν)) are Gaussian complex circular noise
and thus the amplitude is Rayleigh distributed. The scaling (variance) parameter of the Rayleigh
distribution being given by the noise variance, this variance has to be estimated over time samples
assumed to be free of point backscattering (as usual). Thus, the threshold is derived from the Rayleigh
distribution with a probability of false alarms equal to 10−5.
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Figure 6. Example of inverse Fourier transform of G(ν) for fc = 0.1 GHz, d = 3000 m, hS = 3 m for
hr = 1000 m, HH (a) and VV (b) and hr = 300 m HH (c) and VV (d).
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Figure 7. Example of inverse Fourier transform of G(ν) for fc = 0.1 GHz, d = 3000 m, hr = 300 m for
hS = 3 m, HH (a) and VV (b) and hS = 20 m HH (c) and VV (d).

In our simulation, we observe several cases of incoherent hS estimate.

• The most obvious case is when there is not any detected replica. An example of this case is given
in Figure 6, in which we do not observe any replicas for hr = 1000 m for both polarizations (a)
and (b) while replicas are observed for hr = 300 m (c) and (d). However for VV polarization (d),
the replica has the same level as the noise for a resolution of 0.5 m (blue dotted line) and cannot be
detected, unlike for δr = 5 m (dotted green line). In the HH case, several replicas are observable
and thus hS can be robustly estimated.

• A less frequent case is when the replicas are not detected but a spurious (noise) peak is detected
leading to a false scatterer height estimate. Some estimates are wrong and coherent (we discuss
this point below), but some other values overpass the current point scatterer heights on a ship
(that we limit the ship air draught to 60 m).

In these two cases (no detection, aberrant height estimate), the pulse is discarded in the final hS
estimate. On the first simulations, we observe that the sources of misestimates are different for low
and high point scatterer height:

• Low scatterer height can be missed when the direct backscattering and the replicas are too close
to be distinguished (obviously the limit case is a height of 0 m for which all the replicas overlap).
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• High scatterer height can suffer of spurious peaks due to a larger number of time samples between
the direct backscattering and the replicas.

For these reasons, we consider these two heights of scatterer in the next section. As seen in
Figure 7, for which the radar parameters and the acquisition geometry are the same, for the scatterer
height of 3 m (a) and (b), we observe two replicas in the two polarizations (and lead to robust hS
estimates) while for hS = 20 m and polarization VV only one replica is observable and cannot be
detected (close the noise level) for this polarization, showing thus that the scatterer heigh interferes in
the hs estimate bias and variance.

4. Simulation and Results

In this section, we present the results for several cases of acquisition. We have separately simulated
the backscattering of two point scatterer heights as stated in the previous section. We have also
considered several geometries of acquisition. For instance, we have set the projected distance between
the ship and the sensor, d, first at 1,3 (for validation) and later 5, 10 km (for performance estimate).
We have considered an on-shore radar (hr = 10 m), an AUV-borne radar (hr = 300 m) and an airborne
radar (hr = 1000 m). Due to the large amount of parameters involved in the simulations (shown
in Table 1), we have first focused our attention on the more relevant radar parameters. These radar
parameters are the central radar frequency fc fixed to three different values, that are, 0.1, 0.5 and 1 GHz
(since the EM diffuse component and the RCS depend on the frequency), the resolution δr to 0.5, 5 and
10 m (the bandwidth and the antenna noise power being derived from these resolutions, see Section 2),
the polarization and, obviously, the sampling frequency fs as previously stated. The sampling
frequency is a key parameter to accurately retrieve the spacing between the replicas as stated in
Section 3.2. For this reason, we test 0.5, 1 and 2 GHz sampling frequencies. In all the simulations
presented below, we have simulated a moving sea surface (randomly initialized), with a random
diffuse coefficient ρd (see Section 2.2), this coefficient being different for each pulse. Thus, the path
difference and the reflection angle at sea surface reflection point M are calculated for each pulse.
We have simulated a signal acquisition of 500 pulses (i.e., over 10 s) and performed the hS estimate over
each pulse. For each simulation, the number of operable pulses, the relative bias, that is the absolute
value of the difference between the estimate mean and the true height value divided by this height
value, and the normalized standard deviation (the standard deviation divided by the true scatterer
height) are our three metrics of performance. The last two quantities are estimated only over the
operable pulses and can be also expressed as a percentage of the true value departure. Moreover, before
performing the final hS estimation (by averaging the value estimated for each pulse), we estimate
the histogram of hS. In fact, when a spurious detected peak leads to a realistic but false estimate,
thus this (random) value is rare within the set of the estimated hS values (over all the pulses). It can
be discarded by taking only into account the value close to maximum of the hr estimate histogram
in the bias and standard deviation calculation. In what follows, we focus our attention on the case
hr = 300 m (UAV) and hr = 1000 m (airborne) since the simulations are not exploitable for on shore
radars (few operable pulses), since the delay between the replicas is too weak. From a global point of
view, we have obtained of percentage around 60% of operable pulses leading to a 12% of bias estimate
and an standard deviation of 2% showing that our approach can lead to operational results for ship
profile imaging. In the next three sections, we detail the effects of the sea, radar parameters and scene
geometry on the performance of our algorithms. Results displayed in Figures 8–10 are obtained by
averaging the three metrics over all the simulations/results for a given parameter value (for instance
all the simulations/results with sampling frequency equal to 0.5 GHz whatever the other parameters
are). For the sake of comparison, some additional results are given in Table 4.
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Figure 8. Percentage of operable pulses (a), relative bias (b) and relative standard deviation (c) as a
function of the central frequency fc, polarization and resolution δr.
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Figure 9. Percentage of operable pulses (a), relative bias (b) and relative standard deviation (c) as a
function of the sampling frequency fs, the radar height hr, the scatterer height hS and the projected
radar distance d.

Table 4. Results for different features.

Percentage Relative Relative
of Operable Pulses Bias Standard Deviation

HH 66.75 12.2 1.76
VV 54.45 11.5 2.24

Sphere (a = 1 m) 54.49 6.97 1.72
Sphere (a = 5 m) 75.55 14.56 2.39
Cylinder (r = 1 m, H = 3 m) 36.14 10.10 1.39
Cylinder (r = 3 m, H = 10 m) 72.62 14.01 2.48
Trihedral (b = 1 m) 53.86 12.02 1.81
Trihedral (b = 5 m) 71.08 12.15 1.88

hr = 300 m 43.54 18.74 2.51
hr = 1000 m 54.75 8.30 1.09

hS = 3 m 58.17 17.20 3.65
hS = 20 m 63.03 6.68 0.34
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Figure 10. Percentage of operable pulses (a), relative bias (b) and relative standard deviation (c) as a
function of the projected radar distance d, the radar height hr, the scatterer height hS (δr = 5 m, fc =
0.5 GHz, fs = 1 GHz).

4.1. Sea Parameters

A first observation is that the sea parameters have little effect on the performance. The direction
of the wind/wave propagation has not any effects since, for instance, the percentage of operable
pulses is about 65% for VW = 5 m−1 and 55% for VW = 10 m−1, the relative bias is about 12% and the
normalized standard deviation is about 2%, whatever the wind speed and direction of propagation
are. Thus, under the hypothesis of sea weak states, our algorithm is robust to the sea parameters
(and could be tested for higher sea state) unlike the other two groups of parameters as detailed in
the next two sections. However, the bias observed in the hS estimates is due to sea level variations
(that is non null values of hw

M and hw
S ) as stated in Section 2.1 during the 500 simulated pulses (10 s).

For weak sea states, the sea motions do not allow an averaging of the hS estimates able to remove this
bias. A longer simulation time, with possibly a lower PRF would improve the results, but this longer
observation time is not necessary realistic in operational conditions and the weak value of this bias is
not an impediment for “3-D” target reconstruction.

4.2. Radar Parameters

Figure 8 shows that the results are generally satisfying for the considered central frequency
range. In particular the percentage of operable pulses is between 70 and 90% for δr = 5 or 10 m,
but much lower for resolution δr = 0.5 m (as discussed below), with a slight decrease between 0.5
and 1 GHz. Additional simulations, not presented here, exhibit also a slight decrease between 1 and
5 GHz but a very strong dwindling for central frequencies higher than 5 GHz due to the decrease of ρs

(compare the values of Figure 3). As previously stated, for δr = 0.5 m the higher level of noise due to a
larger bandwidth for this resolution, explains these less good results than for the other resolutions.
A deeper inspection of the relative bias shows that the resolution of 5 m provides the lowest relative
bias (5% unlike the 1 % for the other resolutions with a relative standard deviation of 1%). As stated in
Section 2.1, a sufficient large bandwidth is required to design (detectable) strong peaks in the inverse
Fourier transform of G(ν), but a too large bandwidth increases the noise level, and thus to apply our
approach a trade off on the bandwidth has to be found unlike the conventional approach for which a
large bandwidth, and thus a fine resolution, is wished.

As previously stated, the sampling frequency is a key parameter. In particular, the results decrease
for a sampling frequency equal to 0.5 GHz in some acquisition configurations (see Figure 9). This can be
explained by the fact that the replicas are close (long distance between the radar and the target and low
scatterer height) and thus can overlap and be confused in a single peak, for a weak sampling frequency
but be separated for higher frequencies, for instance 1 or 2 GHz. Thus, for usual configurations of
acquisition the lower limit of the sampling frequency is 1 GHz. Nowadays, recorders at this rate are
available. However, in current radar systems, the demodulation is analogically performed and the
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pulse is numerically processed (e.g., compressed) after demodulation while our algorithm implies
sampling the modulated pulse for scatterer height extraction.

As seen in Table 4, the polarization has little effect on the algorithm performance. Obviously the
results for each polarization are dependent on the grazing angle as seen in Section 2.1. In particular
HH polarization leads to a Fresnel coefficient equals to −1 for a null grazing angle and decreases
to 0.8 for high angles. The VV Fresnel coefficient has the same values at the extremal angle values
(0–90 degrees), but it is also well-known to have a local minimal, the Brewster angle. According to
the permittivity value given in Section 2.3, this angle is about 10 degrees and ρVV

0 downs to 0.1. Thus,
around this angle values only the HH polarization can estimate the scatterer height as seen in Table 4
in which the number operable pulses is slightly higher for HH than for VV. However the relative bias
and standard deviation are of the same order and thus the difference of performance between the two
polarizations is not so important.

4.3. Scene Geometry

A main limitation of our approach is the projected distance d between the ship and the radar.
As seen in Section 2.4, ∆p dwindles with d. Moreover the backscattered energy also decreases with
this distance. These two additional effects lead to a regular decrease of the number of operable pulses
with the distance as seen in Figure 10. According to the scene parameters used in the simulations,
our algorithm is efficient as far as 5 km to the target. However, the operational distance can be enlarged
by first increasing the radar mean power and second using only high sampling frequencies. In fact the
percentage of operable pulses is about 4% for fs = 2 GHz unlike 1% for fs = 1 GHz (as presented in
Figure 10). Others algorithmic solutions are proposed in Section 4.4.

The sensor altitude impacts the results since an altitude of 1000 m provides better results than
a 300 m altitude since the delay ∆p is larger in the airborne case, but also by the fact that we are far
from the Brewster (ψ far from 10 degrees) and in this case polarization VV gives also good results for
the reason previously exposed. The relative bias and relative standard deviation are also smaller in
this case.

Obviously the kind of (small/large) scatterer impacts the algorithm performance as expected.
However small scatterer has 50% of operable pulses but downs to only 36% for the cylinder. However,
this first result is rather satisfying. For large point scatterers (and thus high RCSs) the number of
operable pulses is higher 70% for the three kinds of scatterer. As previously stated, for the trihedral,
we have observed misestimates due to the confusion between the direct-indirect and indirect-indirect
replicas, but since we have only considered values close to the maximum of the hS estimate histogram,
the effects of the confusion are vanished in the final hS estimate.

As expected the scatterer height has some effects on the results of our approach. There is a small
and not significant difference in the operable pulse percentage. The denormalized bias and standard
deviation (from Table 4) are respectively of 51 cm and of 10 cm for a scatterer height of 3 m and a bias
of 132 cm and standard deviation of 7 cm. Thus the main difference lays in the real hs estimate bias
due to stronger effects of sea surface slope, but generally our approach gives the vertical location of
the point scatterer within a good margin for ATR purpose as staed in introduction.

4.4. Discussion

The two points that we want to discuss about are the case where several point scatterers contribute
to the received radar signal and other methods to improve the results.

• As stated in Section 2.1, we have limited our study to one point scatterer with its replicas. This may
be unrealistic since, for an antenna (real) aperture of 1◦, the imaged area is 175 m large at 10 km
and then can contain several scatterers. In Figure 11, we have depicted the case of the joint
backscattering of the two scatterers. For estimating the height, these scatterers is reduced to
determine the pairing between the direct backscattering with its corresponding replica. Since,
we consider configurations for which the radar is above the ship, the direct backscattering are the
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two first detected peaks. Moreover the direct backscattering of the highest point (20 m in our case)
corresponds the first peak (since it has the smallest path length) while its corresponding replica
is the latest one (largest path length). For VV polarization, the pairing is fairly straightforward
since only the direct-indirect replica can be observed, with the drawback that if only the direct
backscattering (of each point scatterer) is detected, then we conclude that only one scatterer
is present at a false altitude, which is the difference of height of the two scatterers. For HH
polarization, the pairing links the direct backscattering and the indirect replica. Thus in order to
avoid false hS estimate, the peak equally distant (corresponding to the direct-indirect case) from
these two extremals (direct and indirect replicas) has to be removed before continuing the pairing
for the other point scatterer. Once, the highest point scatterer height is estimated, the peaks of its
direct backscattering and its replica have to removed, and then the process is iterated with second
highest point scatterer and can be generalized to several scatterers. Obviously, more complex
scenario with lacking replicas can occur. It this case, the comparison of several pulse results can
remove incoherent/false height estimates.

• As seen in the previous section, detecting peaks in the inverse Fourier transform of G(ν), due to
direct and indirect backscattering, is hampered by first a too large bandwidth and second a
too weak sampling frequency. A more drastic limitation is the radar-target distance. Apart the
hardware (mean power, sampling frequency) several algorithmic improvements are possible.
For instance the level of detection can be decreased and thus the probability of peak detection
(due to replica) increases, increasing thus the number of operable pulses. hS misestimates can be
identified by comparing the results of hS estimates for all the pulses (through the histogram or
clustering algorithm for instance). Moreover, more refined algorithms (than thresholding value
for detecting peaks) could also improve the results of our approach for operational conditions.
For instance a MUSIC approach [27] can be applied in the frequency domain to determine the
peak location in the time domain. Others algorithms, such as Weighted Fourier Transform and
RELAXation based (WRELAX) [59] devoted to the delay estimation could also be applied to our
multipath detection problem and lead to more robust results.
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Figure 11. Examples of Inverse Fourier transform of G(ν) for two point scatterers (VV a, HH b)
hS = 3 m and hS = 20 m.

5. Conclusions

In this paper, we discuss the use of multipath propagation echoes to estimate a point scatterer
height above a rough sea surface for HRR radar, this being possible in a marine environment due to the
presence of multipath returns. We have shown that the multipath echoes depend on many parameters
(point scatterer height, radar distance, etc.) which can lead either to resolved or non resolved echoes in
range. We have proposed a method that gives good estimates in many acquisition geometries. Unlike
usual approaches, the range resolution is not a key parameter in order to have an accurate location of
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the direct return and then a reliable scatterer height estimate. In fact, the sampling frequency is the
main feature of the algorithm performance. On the other hand, the sea surface parameters have little
effect on the algorithm performance, this being a crucial point for an operational purpose. The next
step is to test our algorithm on real data, the data must be sampled at a sufficient rate to obtain accurate
estimates of the parameter of interest.
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Appendix A. Path Difference Formulas for a Spherical Earth

To obtain R1, R2 and RD values, a cubic equation in d1 must be solved:

2d3
1 − 3dd2

1 + (d2 − 2re(hR + hS))d1 + 2rehRd = 0 (A1)

The solution is the following:

d1 =
d
2
− p sin(

ξ

3
) (A2a)

where

p =
2√
3

√
re(hS + hR) +

d2

4
(A2b)

and

ξ = arcsin(
2red(hS − hR)

p3 ). (A2c)

All the computations are detailed in [47]. To sum up, the values of interest are:

R1 =

√
h2

R + 4re(re + hR) sin
φ1

2
(A3a)

R2 =

√
(hS − hR)2 + 4re(re + hS) sin

φ2

2
(A3b)

with φ1 = d1
re

and φ2 = d2
re

. The length of the direct return is expressed as:

RD =

√
(hS − hR)2 + 4(re + hS)(re + hR) sin2 φ1 + φ2

2
(A3c)
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