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Abstract: Image classification and interpretation are greatly aided through the use of image
segmentation. Within the field of environmental remote sensing, image segmentation aims to identify
regions of unique or dominant ground cover from their attributes such as spectral signature, texture
and context. However, many approaches are not scalable for national mapping programmes due
to limits in the size of images that can be processed. Therefore, we present a scalable segmentation
algorithm, which is seeded using k-means and provides support for a minimum mapping unit
through an innovative iterative elimination process. The algorithm has also been demonstrated for
the segmentation of time series datasets capturing both the intra-image variation and change regions.
The quality of the segmentation results was assessed by comparison with reference segments along
with statistics on the inter- and intra-segment spectral variation. The technique is computationally
scalable and is being actively used within the national land cover mapping programme for New
Zealand. Additionally, 30-m continental mosaics of Landsat and ALOS-PALSAR have been segmented
for Australia in support of national forest height and cover mapping. The algorithm has also been
made freely available within the open source Remote Sensing and GIS software Library (RSGISLib).
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1. Introduction

The classification and analysis of remotely-sensed optical data has become a key technology for
the mapping and monitoring of land cover [1,2]. Traditionally, such analysis has been performed on a
per pixel basis, but over the last 20 years, there has been a significant movement to embrace context
and segment-based classifications [3] due to observed improvements in classification accuracy [3–7].
A significant driver for this adoption has been the availability of the eCognition software [8], which has
provided user-friendly tools for these operations and made them widely available to the community.
For national mapping programs, high-resolution remotely-sensed data such as RapidEye, Sentinel 1
and 2, SPOT (4–5) and Landsat (TM, ETM+, OLI), provide the majority of data. These data typically
have a resolution of 5–30 m, thereby providing sufficient detail for monitoring land cover, such as
forestry, agriculture and grasslands. The use of segmentation for land cover mapping at this resolution
aims to identify spatially-homogeneous units such as fields and forestry blocks as single objects, or a
small number of large objects. However, any under-segmentation will result in a poor classification
result, as features are merged and cannot be identified. Therefore, where errors occur within the
segmentation result, a small amount of over-segmentation is preferable to retain classification accuracy
[9].
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Building on the extensive literature on image segmentation (e.g., [10–14]) within the image
processing and medical imaging communities, there have been a significant number of publications
devoted to segmentation of remotely-sensed imagery. These can be categorised as either top-down
or bottom-up approaches. Top-down approaches, such as multi-scale wavelet decomposition [15],
start with a single region and progressively break the image into smaller regions until a termination
condition is met. Bottom-up methods, such as region growing and spectral clustering [16], start
with individual pixels and group them until a termination condition is met. Termination criteria
vary between approaches, but they are generally a combination of the colour similarity, shape, and
size of the regions generated. To group pixels within a bottom-up approach, a number of methods
have been proposed, but include region growing [17], thresholding [18], statistical clustering [19],
Markov random field models [20], fuzzy clustering [21], neural networks [22] and image morphology
watersheds [23]. Thresholding techniques are generally applied to extract features from a distinctive
background, with histograms commonly being used to identify the threshold values automatically [24].
Region growing techniques require seeds, which are difficult to generate reliably automatically and are
time consuming to provide manually. Soille [17], Brunner and Soille [25] used an automated seeding
method based on quasi-flat zones, as did Weber et al. [26], who applied it to multi-temporal imagery.
Watershed techniques are one of the most commonly applied, but these are often over-segmented
and, due to the filtering used to generate the gradient image(s) boundaries between features, are often
blurred and poorly defined at the pixel level.

Segmentation techniques are often designed for specific applications, such as tree crown
delineation [27], requiring considerable parameterisation that can be difficult to define and
optimise [28]. The termination criteria used are also a common differentiating factor in the results,
which are generated by the segmentation algorithm. For example, Baatz and Schäpe [28] aimed to
minimise the spectral homogeneity of the image regions while creating regions of similar size and
compact shape [8] to allow accurate statistical comparison between features for later classification.
The key parameter within the eCognition multi-scale segmentation algorithm is the scale factor f [28].
The user-defined threshold of f controls the termination for the segmentation process where f is
defined as:

f = w · hcolour + (1− w) · hshape
hcolour = ∑nbands

b=1 wb · σb
hshape = ws · hcmpct + (1− ws) · hsmooth
hcmpct =

pl√npxl

hsmooth = pl
pbbox

(1)

where w is a user-defined weight (range: 0–1) defining the importance of object colour versus
shape within the termination criteria, nbands is the number of input image bands, wb is the weight for
the image band b, σb is the standard deviation of the object for band b, ws is the user-defined weight
(range: 0–1) defining the importance of compactness versus smoothness, pl is the perimeter length of
the object, npxl is the number of pixels within the object and pbbox is the perimeter of the bounding box
of the object.

Others have used k-means clustering as an alternative approach. Lucchese and Mitra [29] used
k-means clustering and median filtering for post-processing. While the method is simple and effective,
some of the objects with sharper edges were over-smoothed from the median filtering. Wang et al. [19]
first initialised the segmentation using a k-means clustering to remove noise and reduce the feature
space from single pixels to clumps. The clumps were then merged using a combination of spectral
colour (weighted by object size) and object shape. The resulting segmentation is similar to that derived
from the eCognition software. Likewise, Brunner and Soille [25] executed a single merge of clumps
based on spectral similarity.

Computational constraints are another issue commonly encountered with many segmentation
algorithms. The size of the scene that can be processed is in some cases significantly limited. Often, one
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whole satellite image cannot be processed in a single step, due to memory constraints. Additionally,
methods commonly deployed within the field of computer vision expect either one (greyscale)
or three (red, green and blue) image bands, or spectral measurements, and it is assumed that these
data channels are scaled to the same range (i.e., 0–255). In remote sensing, this is commonly not the
case, with many satellites having multi-spectral capabilities with at least four spectral wavelengths,
including the near-infrared (NIR), which over vegetation, results in considerably larger range of values
than other channels due to leaf cell structure [30].

Assessing the quality and effectiveness of a segmentation result has proven difficult [31]. In this
context, the aim of segmentation is to subdivide the landscape into units of the same land cover or
spectral colour, where ideally, the entire feature, such as a single species forest block, will be captured
as a single segment so that these units can be classified within an appropriate context. However,
if the scene is under-segmented, that is, multiple features of interest are contained within a single
segment, then classification of these features is not possible. Therefore, under-segmentation is to be
avoided. Therefore, a degree of over-segmentation is generally accepted, as the following classification
of neighbouring objects of the same class can be merged. Additionally, the scale of the imagery and
result being sought will significantly impact segmentation requirements. Segmentation quality can
be assessed for specific tasks, such as delineation of tree crowns or buildings, with respect to a set of
reference data. The generation of a reference set is a clear task with a relatively clear answer for specific
features, but for more general segmentation tasks, such as splitting a whole SPOT 5 scene into units
for land cover classification, where a large number of land covers, uses and vegetation conditions are
present, there is no one “best” solution. In an attempt to quantify the differences between different
segmentation results, various approaches exist [32] where parameters such as shape (e.g., shape index
[33]), comparison to a set of reference features [34–36], synthetic images [37] and colour metrics [31,38]
have been used.

Our aim was to provide a segmentation technique that is scalable to support the national
land cover mapping program of New Zealand, while only using a few understandable parameters.
Segments needed to be of uniform spectral response (i.e., colour) with a minimum size and suitable for
land cover and land cover change classification, while boundaries between land covers should be sharp
and accurate. The algorithm needs to be efficient over large datasets (i.e., multiple mosaicked scenes)
and applicable to a wide range of sensors and image pixel resolution. We have therefore proposed a
new iterative elimination algorithm to meet these aims. We describe and apply the method on Landsat
ETM+ and SPOT5 imagery of typical landscapes in New Zealand.

2. Methods

The iterative elimination method we present here has four steps (Figure 1). First, is a seeding
step, which identifies the unique spectral signatures within the image, second a clumping process to
create unique regions, third an elimination process to remove regions below the minimum mapping
unit, and, finally, the regions are relabelled so that they are sequentially numbered, providing the final
segmentation. These steps require two parameters, the initial number of cluster centres to be produced
and the minimum mapping unit defined for the elimination process.



Remote Sens. 2019, 11, 658 4 of 23

2.1. Seeding
(KMeans/
ISOData)

2.1. Image Sub-
sampling

2.2. Pixel 
Labelling and 

Clumping
2.3. Elimination 2.4. Relabelling

Figure 1. Flowchart for the segmentation algorithm.

When processing imagery with a large number of highly-correlated image bands (i.e., time series
and hyper-spectral imagery), it is recommended that a subset or derived compression of the image
data (e.g., principle component analysis) of the available input image bands be used to both minimise
auto-correlation between the bands and reduce processing time. In this study, the segmentation of
SPOT-5 data from two dates was undertaken using the near-infrared (NIR), shortwave infrared (SWIR)
and red wavelengths (i.e., the green band was not included due to the significant correlation with the
red band). Images were processed from DN to standardised reflectance before segmentation to reduce
scene complexity [39].

2.1. Seeding

The first step in the algorithm is to seed an initial set of unique spectral signatures to represent
the image. To seed, in an unsupervised fashion, the k-means [40] clustering algorithm was used.
While there are many clustering algorithms within the literature such as Iterative Self-Organising
Data (ISOData [41]), mean-shift [42], hierarchical clustering [43] and fuzzy k-means [44], it was found
that k-means produced the best results while being computationally efficient. The k-means clustering
algorithm is an iterative procedure requiring calculations in the order of nc (O(nc)) where n is the
number of pixels and c is the number of cluster centres. To minimise the number of calculations, the
image was subsampled before clustering. It was found that subsampling to 10% or 1% of the image
pixels was sufficient to provide similar cluster centres to those derived from the whole input dataset
(Figure 2), while providing a significant performance improvement in computation time (Table 1).
Another advantage of k-means is that it allows development of the model on one dataset (i.e., a subset)
and application to another. As with any statistical sampling, a sufficiently large sample is required
to ensure representativeness and that no features are missed. Experiments where carried out using a
number of scenes (5 Landsat-7, 5 SPOT-5 and 3 WorldView-2) from each of the sensors to cover a range
of environments.



Remote Sens. 2019, 11, 658 5 of 23

50% 10% 1% 0.1%
Percentage of pixels sampled

0

1

2

3

4

5

6

7

8
S

pe
c.

D
is

t.
fro

m
U

ns
am

pl
ed

K
M

ea
ns

C
en

tre
s

KMeans Sampling Tests

LS
SPOT
WV2

Figure 2. Demonstration that k-means cluster centres generated using 50%, 10%, 1% and 0.1%
subsampled image data result in cluster centres close to the original data with considerably less
computing time. The imagery used is Landsat ETM+, SPOT-5 and WorldView-2.

Table 1. Timing experiment generating 60 clusters using k-means employing resampling. Experiments
were carried out on a 2.93-GHz Intel Xeon processor with 8 GB of RAM running Mac OSX 10.7 using a
SPOT 5 scene with 60 million pixels and 4 images bands.

Sampling (Pixels) Time (Minutes:Seconds)

100% 17:14
50% 11:10
20% 04:03
1% 02:39

0.1% 00:08

Within the k-means clustering process, the Euclidean distance metric is used to calculate the
distance between features and cluster centres within feature space. Therefore, due to the differences in
dynamic range between the input wavelengths (i.e., near-infrared has a larger range than red), some
channels could be weighted higher than others and need to be rescaled. A number of options exist for
rescaling the data, but it was found that normalising each image band (wavelength) independently
within a range of two standard deviations from the mean, thresholded by the image minimum and
maximum, produced the best results, increasing the contrast between the land cover classes.

2.2. Clumping

The k-means-classified pixels are then clumped to define a set of geographically uniquely-labelled
regions. This result is over-segmented in many regions of the scene due to the per-pixel nature of the
processing and spectral confusion between units. It is common that over half of the resulting clumps
are only a single pixel in size (Figure 3).
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Figure 3. The number of clumps of each size at each elimination step from 1–100 pixels (1 ha) on a
10× 10 km SPOT5 image (see Figure 4).

2.3. Local Elimination

The next stage eliminates these small clumps up to a minimum size, which will correspond
with the minimum mapping unit for subsequently derived mapping products. The elimination is an
iterative process (Algorithm 1) where regions are eliminated based on size, starting with the smallest
(i.e., 1 pixel). To eliminate, a region is merged with its spectrally-closest (colour) neighbour, which
must be larger than itself, but does not need to be larger than the minimum mapping unit. If there are
no neighbouring regions larger than the region being eliminated, then it is left for the next iteration,
thereby ensuring that regions are eliminated naturally into the most appropriate neighbour. A critical
consideration of the elimination is that the elimination itself (i.e., merging of clumps) is not performed
until the end of each iteration. Otherwise, the elimination will result in region growing from the first
clump reviewed for elimination as the clump spectral mean will change. Upon merging, the clump
statistics are updated to provide the new mean spectral values used within the next iteration.

Algorithm 1 Pseudocode for the elimination process.

List elimPairs
for size = 1→ minunitsize do

clumps← GetUnitsOfSizeLessThan(size)
for all clump← clumps do

neighbors← GetNeighborsAreaGtThan(clump, size)
if neighbors.size() > 0 then

neighbor ← FindSpectrallyClosestNeighbor(neighbors, clump)
elimPairs← pair(neighbors, clump)

end if
end for
for all pair ← elimPairs do

pair.neighbor ← MergeRegions(pair.neighbor, pair.clump)
end for

end for

One problem with the elimination process is that features, which are highly spectrally distinct
from their neighbours, such as water bodies, with an area smaller than the minimum clump size will
be merged. This can result in undesirable spectral mixing and potentially reduces the likelihood of
correct classification of land cover. To resolve this issue, an optional threshold was introduced that
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prevents clumps with a spectral distance (d) above the defined threshold from being merged with
their neighbour, hence allowing regions below the minimum size to be retained. The spectral distance
threshold was set at 0.1 reflectance. Whenever clumps differ by more than that, they do not merge.
We found the 0.1 threshold effective, but this might need to be reviewed depending on the types of
features found in some scenes.

As shown in Figure 3, the elimination process reduces the number of clumps representing a
10× 10 km SPOT5 scene from over 170,000 to less than 4000. Before elimination (Figure 4a), there were
1137 segments over the 100-pixel (1 ha) threshold of the object size. Therefore, 31% of segments in the
final result (Figure 4b) were based on a clump directly originating from the k-means clustering with
the rest amalgamated from the smaller clumps, which will not correspond directly with the spectral
regions defined by the k-means clustering.

The first step, which removes single pixels, results in a significant removal of clumps
(170,000–80,000). For single pixels, a memory-efficient approximation of the elimination process
can be adopted. Using a 3× 3 window, all single pixel clumps can be identified and stored as a binary
image mask. The single pixels can be iteratively eliminated by merging each pixel with the clump
of the spectrally-closest pixel that is part of a larger clump (i.e., at least two pixels). If there is no
neighbouring clump of at least two pixels, then the single pixel is considered in the next iteration. The
spectrally-closest pixel may occasionally differ from the spectrally-closest clump, but this has not been
found to be significant and greatly reduces the memory requirements of the elimination process, thus
allowing larger datasets to be rapidly processed.
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Figure 4. (a–b) Elimination from 1–100 pixels on a 10× 10 km SPOT5 image (10-m resolution). Segments
are coloured with their mean spectra.
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2.4. Relabelling

During elimination, the features below the minimum mapping unit are removed and merged
with their spectrally-closest larger neighbour. This results in a gap within the attribute table for each
eliminated unit. Therefore, a relabelling process to collapse the attribute table is undertaken to ensure
the feature identification numbers are sequential. Sequential numbering minimises the number of
required rows within the attribute table and makes later classification more efficient.

2.5. Parameterisation

Using k-means seeding, the algorithm has two main parameters: (1) the number of seeds (k)
(i.e., initial clusters in feature space) and (2) the minimum segment size for the elimination. There are no
hard and fast rules for identifying these parameters, as with all segmentation algorithms, it is difficult
to define a metric that completely quantifies the quality of the segmentation [31]. Nevertheless, the
selection process may be guided by observing the resulting number of segments, their size, and their
internal and inter-neighbour spectral variation [38]. It is worth noting that smaller segments will
provide lower spectral variation both within the segments and to their neighbours.

The number of clusters selected for the k-means to be produced as seeds is the key parameter
governing the spectral separation of the features. Too few clusters and features, which are close to
one another within the feature space, will be under-segmented, while too many clusters will result
in an over-segmented scene. Through experimentation, it was found that between 30 and 90 seeds,
depending on the level of detail required by the user, were generally sufficient for multi-spectral
imagery, such as RapidEye, Sentinel-2, SPOT5, WorldView-2 and Landsat (TM, ETM+, OLI), regardless
of the number of image bands or the use of multi-date image stacks. Although, in some use cases, such
as segmenting bright objects on a dark background (e.g., ships on the ocean), a significantly smaller
number of seeds (e.g., 2 or 3) may be more suitable. For vegetation studies, a value of 60 seeds has
been consistently used across a range of studies (e.g., [45,46]) using Sentinel-2, SPOT5 and Landsat
data, either at a single or with multiple dates and found to produce good results.

The minimum segment size for the elimination can be related to the minimum mapping unit of
the output product being derived using the resulting segments. Where a minimum mapping unit is not
defined by the project, the user needs to assess the size of the smallest features they are interested in
within the image. For example, if isolated trees within paddocks are of interest within high resolution
imagery (i.e., WorldView2), then the minimum segment size needs to be set such that the isolated trees
are above this threshold, otherwise they will be eliminated in the larger paddock segment.

3. Results

Assessment of segmentations was aided through the establishment of a set of reference regions,
which were manually drawn with reference to the original satellite imagery. We also observed key
features and the overall appearance of the segmentation result compared with input image. In this
context, segmentation can be thought of as a means of image compression. Therefore, when segments
are coloured with their mean spectral values, the resulting image should retain the same structures
as the original image (i.e., as shown in Figure 4). We segmented a range of optical imagery, and the
resulting number of segments, their size and their spectral variation were assessed to ascertain whether
the segmentation results were fit for the purpose of land cover classification, including change.

3.1. Visual Assessment

Segmentations were produced using SPOT-5 scenes for the whole of New Zealand, and Figure 5
shows an example. The NIR, SWIR and red image bands were used and segmented with k = 60 and a
minimum segment size of 100 pixels.
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Figure 5. Example segmentation on a SPOT 5 scene (a), using a colour composite of red = NIR,
green = SWIR and blue = Red. Segmented with 60 seeds and eliminated to a minimum mapping unit
of 1 ha (b). The spatial pattern of land cover is well represented with the number of clumps being 0.6%
of the number of pixels.



Remote Sens. 2019, 11, 658 11 of 23

Figure 5 demonstrates the application of the segmentation process on a region of New Zealand
typical to the North Island with forest, scrub, agricultural fields and grasslands at various conditions.
As demonstrated, the algorithm has maintained the spectral homogeneous forest and scrub blocks as
larger continuous segments, while regions of higher spectral heterogeneity, such as the grasslands,
have been segmented into smaller units. Overall, it is considered that this segmentation provides
an ideal basis for a subsequent land cover classification. There is some moderate over-segmentation,
particularly within the grasslands and some spectrally-heterogeneous forest, but this is often desirable
to ensure under-segmentation is not present, which prevents the correct classification of those segments.

Where small spectrally-distinct features need to be retained, the spectral distance threshold on
the elimination, which prevents features too far away from one another in the feature space from
being merged, can be used. As demonstrated in Figure 6c, where a threshold of 0.1 reflectance has
been applied, the small ponds and some additional shelter belts have been retained that are below the
minimum mapping unit of 2.5 ha. This produces a segmentation result that more closely corresponds
to the original image (Figure 6a) compared to the segmentation without the application of the threshold
(Figure 6b).

1907000

1907000

1908000

1908000

1909000

1909000

1910000

1910000

1911000

1911000

1912000

1912000

1913000

1913000

55
47

00
0

55
47

00
0

55
48

00
0

55
48

00
0

55
49

00
0

55
49

00
0

55
50

00
0

55
50

00
0

55
51

00
0

55
51

00
0

55
52

00
0

55
52

00
0

Original SPOT 5

2 km
N

(a) The original SPOT-5 image before segmentation.
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(b) The segmented SPOT-5 image, shown as the mean-reflectance for a segment, without using a spectral distance
threshold to allow smaller features to be retained.
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(c) The segmented SPOT-5 image, shown as the mean-reflectance for a segment, where a threshold to allow smaller
features to be retained has been used.

Figure 6. (a) The original SPOT 5 image, (b) the segmentation applied without a spectral distance
threshold (60 seeds and eliminated to the 2.5-ha minimum mapping unit) and (c) the segmentation
applied with a spectral distance threshold of 0.1 reflectance. Images are displayed with a band
combination of NIR, SWIR and red.

3.2. Parameterisation

To understand the effect of the number of seeds, a number of tests were undertaken for a range of
sensors. The datasets used for these experiments (Table 2) were a pair of multi-spectral WorldView2
scenes for Wales, U.K., spectrally transformed to top-of-atmosphere reflectance. A pair of SPOT5
scenes and Landsat (L4/L7), covering regions of North Island, New Zealand, scenes were all corrected
to surface reflectance and standardised for Sun angle and topography [39]. For each of these sensors,
experiments were undertaken for an image at a single date and the combined multi-date pair. For the
single date tests, all the image bands were used, while for the multi-date tests, a subset of the image
bands deemed optimal for visualisation was used. For the SPOT5 and Landsat data, these were the
red, NIR and SWIR (SWIR1 for Landsat) image bands; while for WorldView2 images, bands NIR (Band
8) , red edge (Band 6) and blue (Band 2) were used. The minimum segment size was defined as 100
pixels for the WorldView2 and SPOT5 data and 30 pixels for Landsat 4/7 data.
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Table 2. Datasets used for parameter testing. ∗ indicates the image used for the single date tests.

Sensor Year(s) Image Size Pixel Resolution

Worldview2 July 2011∗, November 2011 3539× 3660 2 m
SPOT5 2008, 2012∗ 7753× 7703 10 m

Landsat 4/7 1990, 2002∗ 12, 000× 12, 000 15 m

Figure 7 shows the number of segments required to characterise 50% of the total area of the
scenes. If a large number of segments are required to make up 50% of the area, it is likely the scene is
over-segmented, while if small, it is likely to be under-segmented. These plots therefore provide an
understanding of the relationship between the number and size of the segments with respect to the
number of k clusters, from which the recommendation that the suitable range of values for k is 30–90
can be made. A concurrent visual examination of segments is important.

For the SPOT scenes (Figure 7A,B), the number of segments increased rapidly before plateauing.
This shape suggests there is limited benefit in increasing the size of k once the plateau has been reached.
In the test datasets, it was observed that a typical range of k was from 30–90 clusters (shown by the red
lines). The 50% cumulative area profile (Figure 7C) for the WorldView2 scene (Figure 8) is a straight
line. This is due to the number of large features within the scene, specifically the raised bog (Borth Bog,
Wales, U.K.) in the centre of the scene, the estuary and sea, which even at high values of k, generated
large segments due to their spectral homogeneity. When higher values of the cumulative area were
considered (Figure 7D), the normal profile was seen, and the range of k from 30–90 clusters when
visually assessed was still found to be appropriate.
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A) B)

C) D)

Figure 7. Cumulative number of segments required to characterise 50% of the area of (A) the single date SPOT5 scene, (B) multi-date SPOT5 time series, (C) the single
date WorldView2 image and (D) the number of segments required to characterise 10%–90% of the area of a single-date WorldView2 image (at 10% increments; the top
line is 90%).
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Figure 8. (a–b) Example segmentation on a WorldView2 scene, with a value of k = 60 and a minimum
mapping unit of 0.4 ha, using a colour composite of red = NIR, green = red edge and blue = blue.
The spatial pattern of land cover is well represented with the number of clumps being 0.2% of the
number of pixels.

3.3. Comparison to Other Algorithms

To compare the performance of the algorithm detailed in this paper to those of others, four
alternatives were identified. The algorithms used for the comparison were the mean-shift algorithm [42]
implemented within the Orfeo toolbox [47], as it is widely cited (e.g., [48–50]) as an approach
that produced good results on a wide variety of Earth Observation (EO) data, the eCognition
multi-resolution segmentation algorithm [28], as the algorithm most commonly used within the
literature (e.g., [1,2,51]), and the Quickshift algorithm of Vedaldi and Soatto [52] and the algorithm
of Felzenszwalb and Huttenlocher [53], implemented within the scikit-image library and interfaced
within the RSGISLib library [54], as examples of more recent approaches from the computer vision
community applicable to EO data. A SPOT-5 scene (a subset of which is shown in Figure 10A), which
represents a range of land covers and uses, was used for the experiment. To identify the parameters for
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each of the segmentation algorithms, a grid search was performed for each algorithm across a range of
parameters (Table 3).

Table 3. Parameters used for each of the segmentation algorithms.

Algorithm Parameters Number of Segmentations

eCognition scale: [10–100], shape: [0–1], compact.: [0–1] 1210
Mean-Shift range radius; [5–25], convergence thres.: [0.01–0.5], max.

iter.: [10–500], min. size: [10–500]
625

Felzenszwalb scale: [0.25–10], sigma: [0.2–1.4], min. size: [5–500] 343
Quickshift ratio: [0.1–1], kernel size: [1–20], max. dist.: [1–30], sigma:

[0–5]
1500

Shepherd et al. k: [5–120], d: [10–10,000], min. size: [5–200] 540

To compare the parameterisations and segmentation quality, two quantitative approaches were
adopted. The first used a set of 200 reference segments (Figure 9), manually drawn on the SPOT-5
image, to calculate the precision and recall metrics of Zhang et al. [36]. The precision and recall metrics
were combined to produce the f metric [36] as follows using an α of 0.5:

f =
1

α 1
precision + (1− α) 1

recall

(2)

Figure 9. (A–D) Examples of the reference segments that were manually drawn.

The second approach was to use the metrics of Johnson and Xie [38] for estimating the over-
and under-segmentation within the result. For this study, the metrics of Johnson and Xie [38] were
calculated with all four spectral bands of SPOT-5 to create the overall global score (gs). To combine f
and gs to generate a single ranked list, gs was normalised to a range of 0–1 (gs_norm) and added to f ,
using a weight ω:

gs_ f = ωgs_norm + (1−ω) f (3)

For this analysis, ω was set at 0.25, giving more weight to reference segments metric f . The top
parameter sets and metrics for each segmentation algorithm are given in Table 4.
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Table 4. Comparison of the segmentation results.

Algorithm Parameters Rank gs_ f f Precision Recall gs gsgreen gsred gsnir gsswir

Shepherd et al. k: 60, d: 10,000,
min. size: 10

1 0.74 0.85 0.84 0.86 0.97 1.01 0.90 0.99 0.98

Quickshift ratio: 0.75,
kernel size: 10,
max. dist.: 5,
sigma: 0, lab
colour space.

86 0.64 0.73 0.80 0.68 0.94 0.92 0.86 0.99 0.98

Mean-Shift range
radius; 15,
convergence
thres.: 0.2, max.
iter.: 100, min.
size: 10

253 0.56 0.61 0.55 0.70 0.93 0.95 0.87 0.96 0.94

eCognition scale: 10,
shape: 0.7,
compact.: 0.2

411 0.49 0.52 0.57 0.48 0.95 0.99 0.92 0.95 0.93

Felzenszwalb scale: 10,
sigma: 12, min.
size: 20

539 0.47 0.46 0.49 0.43 1.10 1.14 1.04 1.17 1.04

The rank refers to the position in the order list of all performed segmentations. Therefore, using
the gs_ f metric, there were 85 segmentations using different parameterisations of the Shepherd et
al. algorithm (from this article) that were ranked higher than the highest Quickshift segmentation.
For the mean-shift, there were 252 Quickshift and Shepherd et al. segmentations ranked higher than
the highest mean-shift. Of those Shepherd et al. segmentations, the parameters, particularly k, were
clustered with a k value of 60 being identified for the top 38 segmentations, corresponding with the
analysis shown in Figure 7.

Figure 10 illustrates the segmentation results from the comparison using the parameters outlined
in Table 4. The results were similar; however, two were visually more appropriate, these being the
Shepherd et al. (Figure 10B) and mean-shift (Figure 10D), as they both captured the majority of the
homogeneous regions as continuous segments while sub-dividing the areas of spectral variation. Both
the Shepherd et al. (Figure 10B) and mean-shift (Figure 10D) algorithms demonstrated some artefacts
associated with the smooth gradient transitions, as do the other methods tested. In regions of transition,
the Quickshift algorithm (Figure 10C) produced a large number of very small segments, and these are
not desirable within a segmentation approach; however, the homogeneous regions were well delineated
with good correspondence with the reference regions. The eCognition multi-resolution segmentation
(Figure 10E) aims to produce segments of similar size, and therefore, had some over-segmentation of
the homogeneous features present in the Shepherd et al. (Figure 10B), Quickshift (Figure 10C) and
mean-shift (Figure 10D) segmentations.
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Figure 10. Comparison of segmentation algorithms with the parameters found in Table 4; the red box in (A) highlights the region of the zoom-in area. (A) SPOT-5
image with NIR, SWIR, red band combination, (B) Shepherd et al. (this article), (C) Quickshift [52], (D) mean-shift [42], (E) eCognition [28] and (F) Felzenszwalb [53].
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4. Discussion

It is difficult to compare segmentation algorithms because comparison involves multiple criteria
and depends on the specific application and scale [51]. However, we have demonstrated that
the algorithm proposed in this paper compares favourably in most assessment metrics with the
commonly-used mean-shift [42] and multi-resolution [28] segmentation approaches when applied
to a typical rural and forest landscape in New Zealand. In addition, our algorithm has attributes
that make it more useful in certain applications. It is readily scalable to large areas, such as nations
or regions (e.g., [55]), which is desirable for preventing hard boundaries on tiles. It uses a small
number of parameters, which may be consistently used across a large range of geographic areas and
data types. It permits the direct setting of a minimum mapping unit, and it is freely available in
open-source software.

The technique presented in this paper is being used operationally for national land-cover and
land-cover change mapping of New Zealand using a single parametrisation (60 seeds and 100-pixel
minimum mapping unit) on SPOT-5 and Sentinel-2 data. This is because the iterative elimination
algorithm is highly scalable, being operationally applied to each of the regions of New Zealand, the
largest of which is Canterbury. The Canterbury regional mosaic comprised 36 SPOT5 scenes and
produced a single image with 36,533 × 35,648 pixels. Computationally, the segmentation of the
Canterbury region required 12 GB of RAM and ran in approximately three hours on a 3-GHz x86
processor running Linux, producing 1,222,885 segments. This level of scalability is advantageous for
operational use, as image tiling is not required, thus avoiding complex and time-consuming operations
to merge tile boundaries, and the results are consistent across the scene. However, for larger areas,
we have also implemented a tiled version of the algorithm [56], which has been used to produce a
single segmentation for the Australian continent [55] using a mosaic (141,482 × 130,103 pixels) of
Landsat and ALOS PALSAR. This resulted in 33.7 million segments.

In hilly and mountainous terrain topographic shadowing can significantly affect the result of
the image segmentation, as the shadowing alters the spectral response of those pixels. We therefore
recommend that imagery be standardised to a consistent Sun and view angle before segmentation [39].
For example, a SPOT5 scene of 7753× 7703 pixels, segmented with 60 clusters and eliminated to
100 pixels, generated 7715 fewer segments when standardised imagery was used, but more significantly,
the distribution of those features only corresponded with patterns in land cover as opposed to land
cover and topographic shadowing.

We have also successfully applied our segmentation algorithm to multi-date imagery. In this case,
the segmentation is required to capture the information present in both scenes and the change between
the scenes for subsequent classification. The change segments can be easily differentiated from the rest
by the change in spectral reflectance between early and later dates. Automatic identification of these
change segments has proven useful in developing a semi-automated method for updating land cover.

Segments are now being successfully provided across large regions using this algorithm.
Therefore, new methods of assessing the quality of segmentation results are required, so that optimal
parameters can be estimated. This will become increasingly important as datasets for segmentation
become larger. Additionally, when segmenting large regions, the number of segments being generated
is large, and their classification remains challenging, primarily due to the significant memory
requirements for attribution. Existing software and methods are commonly unable to cope with
this number of segments. Therefore, a new and advanced attribute table file and image format
(using HDF5, called KEA[57]) and software API have been implemented within the RSGISLib [54]
(http://www.rsgislib.org) to support rule-based object-oriented classification of the segments. For full
details, see Clewley et al. [56].

5. Conclusions

This paper has outlined a new technique for the segmentation of remotely-sensed imagery, which
is highly scalable through an innovative iterative elimination process. It is being used operationally

http://www.rsgislib.org
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at national scales across New Zealand. The technique has clear and simple parameters and can be
consistently applied across a large range of geographic areas and data types. Segmentation quality
is similar to that achieved by other commonly-used algorithms such as mean-shift implemented
within the Orfeo toolbox and the multi-resolution segmentation algorithm widely used within
the eCognition software. The algorithm provides good performance in both memory usage and
computation time. The algorithm is recommended for segmenting all modalities of remotely-sensed
imagery, although pre-processing of SAR data for speckle reduction is required. Additionally, a free
and open implementation of the algorithm has also been provided as part of the remote sensing and
GIS software library (RSGISLib; [54]) and can be downloaded from http://www.rsgislib.org.
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