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Abstract: The intensity data recorded by a terrestrial laser scanner (TLS) contain spectral
characteristics of a scanned target and are mainly influenced by incidence angle and distance. In this
study, an improved implementable method is proposed to empirically correct the intensity data
of long-distance TLSs. Similar to existing methods, the incidence angle–intensity relationship is
estimated using some reference targets scanned in the laboratory. By contrast, due to the length limit of
indoor environments and the laborious data processing, the distance–intensity relationship is derived
by selecting some natural homogeneous targets with distances covering the entire distance scale of the
adopted long-distance TLS. A case study of intensity correction and point cloud classification in an
intertidal zone in Chongming Island, Shanghai, China, is conducted to validate the feasibility of the
improved method by using the intensity data of a long-distance TLS (Riegl VZ-4000). Results indicate
that the improved method can accurately eliminate the effects of incidence angle and distance on the
intensity data of long-distance TLSs; the coefficient of variation of the intensity data for the targets in
the study intertidal zone can be reduced by approximately 54%. The classification results of the study
intertidal zone show that the improved method can effectively eliminate the variations caused by the
incidence angle and distance in the original intensity data of the same target to obtain a corrected
intensity that merely depends on target characteristics for improving classification accuracy by 49%.

Keywords: Long-range TLS; point cloud classification; intensity correction; intertidal zone; coastal
mapping; muddy flat

1. Introduction

Terrestrial laser scanning (TLS) has become an advanced technology for spatial and topographic
data acquisition and has been adopted in many fields given its advantages such as contactless, high
resolution, and high precision [1–3]. Based on ranging capability, TLSs can be classified into short-,
middle-, and long-range (distance) scanners. The long-range TLSs can quickly obtain three-dimensional
(3D) point clouds from meters to kilometers with near-centimeter precision, which maintains a
favorable balance between point cloud accuracy and scanning area. This technology is especially
suitable for large-area topographical data acquisition and has played an important role in forestry
investigation [3,4], disaster prediction [5,6], and coastal mapping [7,8].

In addition to geometrical information, TLSs simultaneously provide an intensity value of each
scanned point [9]. The intensity is a source of information closely associated with the reflectance
properties of a scanned surface and can be used as a major or complementary data source in point
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cloud visualization, classification, and feature extraction [9–15]. However, the original intensity data
cannot be directly used in these applications because the original intensity is influenced by numerous
factors, e.g., instrumental mechanism, atmospheric conditions, scanning geometry [9,10,16–20]. These
influencing factors should be corrected to retrieve target reflectance characteristics from the intensity
data. The TLS instrumental configurations are always kept constant. The atmospheric conditions near
the surface of the Earth are relatively stable and thus the atmospheric attenuation on TLS intensity
data can be ignored [18–24]. Therefore, the TLS intensity data are predominantly influenced by target
reflectance, distance (range), and incidence angle [18–21]. To derive target reflectance properties,
intensity correction in terms of the distance and incidence angle effects has attracted considerable
attention and several correction methods have been proposed in the past decade [18–20,22,25–36].

The incidence angle effect is mainly related to target scattering properties and surface structure [37,38]
and can be corrected by several bidirectional reflectance distribution functions, such as Lambert’s cosine
model [11], Oren–Nayar model [19,26,39], Phong model [31,40], and Torrance-Sparrow model [41].
Considering that some unknown instrumental effects may mix with the incidence angle effect,
the incidence angle effect can also be corrected using empirical methods [25]. By contrast, the
distance effect mainly depends on the instrumental properties. The distance–intensity relationship
is estimated empirically since the TLS distance effect does not follow the theoretical laser radar
range equation [9,10,19,22,23,30]. To estimate the parameters of the incidence angle–intensity and
distance–intensity functions, a monotonic relationship must be made between the recorded intensity
and the range or incidence angle [20,25]. Usually, some reference targets can be scanned in an
indoor environment at various incidence angles in steps of several degrees and at a constant
distance to determine the incidence angle–intensity relationship [19,20,25]. Similarly, to estimate
the distance–intensity relationship some reference targets can be scanned at various distances in
steps of several meters and at a constant incidence angle [10,18–20,25]. Then, a certain mathematical
function (e.g., linear, polynomial, and exponential) can be adopted to approximately fit the relationship
between the intensity and incidence angle or distance by analyzing these discrete measured data of
the reference targets. Another alternative empirical method that does not need to estimate the specific
function forms is conducted by a linear interpolation of these measured data [18]. These methods
have been proven to be suitable and implementable for short- or middle-distance TLSs and scanning
reference targets at various incidence angles in steps of several degrees at a constant distance is also
implementable to estimate the incidence angle–intensity relationship for long-distance TLSs. However,
scanning reference targets at various distances from meters to kilometers in steps of several meters is
infeasible for long-distance TLSs considering the length limit of indoor environments and the laborious
data acquisition and processing work. For example, the effective scanning range scale of a certain
long-range TLS is from 2 m to 1000 m. To obtain the distance–intensity relationship at this range
interval with as much detail as possible, some reference targets can be scanned from 2 m to 1000 m in
steps of a small interval (e.g., 2 m) at a constant incidence angle (e.g., 0◦) in a laboratory. Thus, the total
number of the scanning stations is 500 and the length of the laboratory must be longer than 1000 m.
These two requirements are very difficult to be met in reality.

In the present study, an improved method is proposed. The improvement is that by using natural
homogenous targets the distance–intensity relationship for long-distance TLSs can be accurately
estimated and scanning reference targets at various distance in steps of a certain distance in indoor
environments is avoided. A long-range TLS (Riegl VZ-4000) is adopted for data acquisition and analysis
in this study and a case study of point cloud intensity correction is conducted in a human-inaccessible
intertidal zone to validate the feasibility of the improved method. Additionally, the corrected
intensity data by the improved method are used for a quick and accurate target classification in
the study intertidal zone to prove the feasibility and superiority of the improved method from another
perspective. The rest of this paper is organized as follows. The principles and methodology for intensity
data correction are reviewed in Section 2. Section 3 outlines the experiments for parameter estimation.
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Section 4 presents the experimental results. Method validation and conclusions are presented in
Sections 5 and 6, respectively.

2. Principles and Methodology

2.1. Principles of Intensity Correction

Considering that all sensor-unadjustable factors can be assumed as constant for a certain system
during a campaign, and the atmospheric transmission effect can typically be neglected, the intensity
data obtained by a TLS system are mainly influenced by target reflectance, incidence angle, and
distance [9,10,18–20,25]. In addition, the intensity is also influenced by the pulse repetition rate
(PRR) [11]. A high PRR results in a low emitted pulse energy and therefore a small observed intensity
value [11]. The PRR can be adjusted to different setting states for certain TLSs. In the present study, the
PRR is kept constant in all scans, and the effect of the PRR on intensity is disregarded. The incidence
angle effect mainly depends on target scattering properties whereas the distance effect is predominately
related to the instrumental properties [9,10,38]. Considering the assumption that the effects of target
reflectance, incidence angle, and distance are theoretically independent of each other [19,20,25,38], the
original intensity value I(ρ, θ, d) for extended targets can be expressed as [18–20,25,31]

I(ρ, θ, d) = f1(ρ)· f2(θ)· f3(d) (1)

where f1, f2, and f3 are the functions of target reflectance ρ, incidence angle θ, and distance d,
respectively. The final corrected intensity Ic(ρ) that is merely related to the target reflectance ρ

can be expressed as [25,31]
Ic(ρ) = f1(ρ)·C1·C2 (2)

where C1 = f2(θs) and C2 = f3(ds) are two constants. θs and ds correspond to the reference incidence
angle and distance, respectively. θs and ds can be arbitrarily defined [25,31]. Equation (2) denotes that
the original intensity I(ρ, θ, d) is corrected to a standard incidence angle and distance and the corrected
intensity Ic(ρ) does not depend on the incidence angle and distance anymore. Similarly, the incidence
angle-corrected Ia(ρ, d) and distance-corrected Id(ρ, θ) intensity values can be expressed as [31]{

Ia(ρ, d) = f1(ρ)·C1· f3(d)
Id(ρ, θ) = f1(ρ)· f2(θ)·C2

(3)

It can be concluded from Equation (3) that the incidence angle-corrected intensity Ia(ρ, d) depends
on the reflectance and distance whereas the distance-corrected intensity Id(ρ, θ) relies on the reflectance
and incidence angle. The specific forms of f2(θ) and f3(d) are unknown and vary significantly in
different scanners because manufactures always disclose the instrumental details [25]. Different
empirical functions can be used to approximately substitute f2(θ) and f3(d) [18–20,22,23,25,26].
According to the conclusion in [25], based on the Weierstrass approximation theorem both f2(θ)

and f3(d) can be empirically approximated by a polynomial regardless of the internal details of the
instrumental mechanisms, i.e., f2(θ) = ∑N2

i=0

(
αiθ

i) and f3(d) = ∑N3
i=0

(
βidi) where N2, αi, N3, and βi

are polynomial parameters.
Since the reflectance ρ (or f1(ρ)) of the scanned target is unknown, we are unable to calculate

the final corrected intensity Ic(ρ), incidence angle-corrected intensity Ia(ρ, d), and distance-corrected
intensity Id(ρ, θ) by Equations (2) and (3). By dividing Equations (1) and (2), f1(ρ) is cancelled out and
the final corrected intensity can be calculated by [31]

Ic(ρ) = I(ρ, θ, d)· C1·C2

∑N2
i=0

(
αiθi

)
·∑N3

i=0

(
βidi

) (4)
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where C1 = ∑N2
i=0

(
αiθ

i
s
)

and C2 = ∑N3
i=0

(
βidi

s
)

are two constants. Similarly, by dividing Equation (1)
and the two equations of Equation (3), the incidence angle-corrected and distance-corrected intensity
values can be calculated by 

Ia(ρ, d) = I(ρ, θ, d)· C1

∑
N2
i=0(αiθ

i)
Id(ρ, θ) = I(ρ, θ, d)· C2

∑
N3
i=0(βidi)

(5)

We can see from Equations (4) and (5) that the final corrected intensity Ic(ρ), incidence
angle-corrected intensity Ia(ρ, d), and distance-corrected intensity Id(ρ, θ) can be calculated by the
original intensity I(ρ, θ, d), incidence angle θ, distance d, reference incidence angle θs, reference distance
ds, and the polynomial parameters N2, αi, N3, and βi. The original intensity I(ρ, θ, d) is provided by
the instrument. The incidence angle is the angle between the surface normal vector and incident laser
beam vector. The surface normal vector is defined as a vector that is perpendicular to the best-fitting
plane with the available points on the nearby neighborhood of each measured laser point. The distance
is calculated using the 3D geometric coordinates of the scanned point and scanner center. The incidence
angle and distance are derived as follows:

d =
√
(x− x0)

2 + (y− y0)
2 + (z− z0)

2

θ = cos−1

∣∣∣∣∣∣
→

OS·→n∣∣∣∣ →OS
∣∣∣∣·∣∣∣→n ∣∣∣

∣∣∣∣∣∣
 (6)

In Equation (6),
→
n = (n1, n2, n3) is the surface normal vector. The incident laser beam vector

→
OS = (x− x0, y− y0, z− z0) is calculated with the original 3D coordinates (x, y, z) of the point S and
the coordinates (x0, y0, z0) of the scanner center O. The estimation of the polynomial parameters N2,
αi, N3, and βi for long-range TLSs are introduced in the following section.

2.2. Improved Method for Polynomial Parameters Estimation

The specific polynomial parameters of f2(θ) and f3(d) in Equations (4) and (5) can be
determined using reference targets scanned in indoor environments at various incidence angles
and distances [25,30]. However, due to the length limit of indoor environments and the laborious
data processing work scanning the reference targets at various distances from meters to kilometers
in steps of several meters is infeasible for long-distance TLSs. Therefore, it is difficult to estimate
the polynomial parameters of f3(d) for long-distance TLSs by controlled experiments in indoor
environments using reference targets. Also, controlled experiments by using reference targets in
outdoor environments would be limited by a lot of factors, e.g., weather, pedestrians, vehicle, and
data processing work. An alternative solution is to use natural homogenous targets. However, the
intensity data of natural homogenous targets are simultaneously influenced by the incidence angle
and distance. To derive the distance–intensity relationship, the incidence angle effect on the intensity
data of the natural scanned targets should be first eliminated. In this study, we improved the method
for polynomial parameters estimation in [25] by a combination of reference targets scanned in indoor
environments and natural homogenous targets scanned in outdoor environments for the estimation
of the incidence angle–intensity and distance–intensity relationships, respectively. First, similar to
the previous methods [25], the incidence angle–intensity relationship is empirically estimated using
some reference targets scanned at a constant distance and various incidence angles in a laboratory.
Then, some natural homogeneous targets whose length is no shorter than the maximum distance of
the adopted scanner are scanned. The derived incidence angle–intensity relationship from the targets
scanned in the laboratory is used to correct the incidence angle effect on the intensity data of the
natural homogenous targets. By analyzing the incidence angle-corrected intensity data of the natural
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homogenous targets which merely depends on the distance, the distance–intensity relationship can be
estimated empirically. The specific parameters estimation procedures are introduced as follows.

First, f2(θ) is estimated to be similar to the method in [25]. To obtain relationship between the
incidence angle and intensity, the reflectance and distance should be constants or unchanged as shown
by Equation (1). Thus, a homogeneous reference target with reflectance ρx can be scanned in the
laboratory at a constant distance dx (dx can be arbitrarily chosen and can be different from ds) and
at various incidence angles. At this circumstance, ρx is unknown but is the same for all the points
of the homogeneous reference target. dx is unchanged. Therefore, both ρx and dx can be considered
constants; f1(ρ) and f3(d) in Equation (1) change to a constant. The original intensity is now merely
related to the incidence angle. I(ρ, θ, d) changes to I(θ) and Equation (1) can be simplified as

I(θ) = C3· f2(θ) = C3·∑N2
i=0

(
αiθ

i
)

(7)

where C3 = f1(ρx)· f3(dx) is an unknown constant. Through a least-squares adjustment of Equation (7),
C3αi can be estimated by C3αi =

[
(θi)T·θi]−1·(θi)

T·I (T is the transpose operator and −1 is the inverse
operator) with the scanned data of the homogeneous reference target. Similar to the method in [25], we
can fix one of the parameters of αi to obtain the specific values of αi since C3 is an unknown constant.
For example, we can set α0 = 1 (the value can be arbitrarily set). Therefore, we can obtain C3 = C3α0.
Then, the other parameters of the polynomial can be calculated by αi = C3αi/C3. It should be noted
that the set value of α0 does not influence the final intensity correction results. For example, if we
set α0 = k (k 6= 1) and C3 = C3α0/α0 = C3α0/k, the estimated polynomial parameters are α′i at this
circumstance. Therefore, α′i = C3αi/C3 = C3αi/(C3α0/k) = kαi. That is to say, the estimated parameters
now change from αi to kαi. However, when we substitute the parameters into Equations (4) and (5),
k is neutralized because k simultaneously exists in the numerators and denominators. To reduce
possible errors by scanning only one target and improve the parameter estimation accuracy, several
homogeneous reference targets can be scanned at distance dx and at various incidence angles. A series
of values for αi can be obtained and the arithmetic mean value of αi is adopted to reduce random errors.
The final estimated parameters αi can be used to correct the incidence angle effect on the intensity data
of all targets scanned by the adopted scanner.

Second, another natural target with reflectance ρy is selected. The length of the selected target
should be no shorter than the maximum range of the adopted scanner and the surface of the target
should be basically homogeneous. To obtain the distance–intensity relationship, the reflectance and
incidence angle should be constants or unchanged as shown by Equation (1). However, the incidence
angles of the natural homogenous target are in the range from 0◦ to 90◦ and the incidence angles cannot
be fixed. Therefore, the original intensity data of the natural homogenous target should be corrected to
a standard incidence angle to eliminate the incidence angle effect. Using the derived parameters of
f2(θ). by the reference targets in the laboratory in the first step, the incidence angle-corrected intensity
Ia(ρ, d) of the natural homogeneous target can be calculated by the first equation of Equation (5).
ρy is unknown but constant for the natural homogeneous target. Therefore, f1(ρ) in the first equation
of Equation (3) changes to a constant and at this time the incidence angle-corrected intensity is
merely related to the distance. Ia(ρ, d) changes to Ia(d) and the first equation of Equation (3) can be
simplified as:

Ia(d) = C4· f3(d) = C4·∑N3
i=0

(
βidi

)
(8)

where C4 = f1
(
ρy
)
·C1 is an unknown constant, and Ia(d) is calculated by the first equation of

Equation (5). The right part of Equation (8) denotes that the incidence angle-corrected intensity
of the natural homogeneous target is merely related to the distance. By using the sampled data of the

homogeneous natural target, C4βi can be estimated by C4βi = [(di)T·di]−1·(di)
T·Ia (T is the transpose

operator and−1 is the inverse operator) using a least-squares adjustment of Equation (8). Similar to the
parameter estimation method for f2(θ), we can fix one of the parameters to obtain the specific values
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of βi. For example, we set βN3 = 1. Therefore, C4 = C4βN3 . The other parameters can be calculated by
βi = C4βi/C4. Similarly, the set value of βN3 does not influence the final intensity correction results
since βN3 exists both in the numerators and denominators of Equations (4) and (5). To reduce the
random errors for parameter estimation by scanning only one nature homogeneous target, several
natural homogeneous target can be scanned. A series of values for βi is obtained and the arithmetic
mean value of βi is used. The final estimated parameters βi. can be used to correct the distance effects
on the intensity data of all targets scanned by the adopted scanner.

The parameters for f2(θ) and f3(d) are estimated through the two steps. The intensity data of all
the point cloud acquired by the adopted scanner can then be calculated by using Equations (4) and (5).
The overall flowchart of the improved method is illustrated in Figure 1.
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3. Experiments

3.1. Instruments

The scanner adopted in this study is Riegl VZ-4000, which is a pulsed TLS system with remarkable
ranging capability that can measure distances from 5 m to 4000 m. The field of view is 360◦ horizontal
and 60◦ vertical. The system provides four optional PRRs, i.e., 30, 50, 100, and 150 kHz. A low PRR
corresponds to a favorable ranging performance. For all the experiments in this study, the scanning field
of view was set to the default state. The vertical and horizontal angle resolutions were set to 0.02◦ and
0.03◦, respectively. The PRR was fixed as 50 kHz. The pre-processing of point cloud data was conducted
using the RiSCAN PRO v1.8.1 software (Riegl Laser Measurement Systems GmbH, Horn, Austria).

The intensity value of Riegl VZ-4000 is recorded in decibels (dB) for each single point. Decibel is a
logarithmic unit that indicates the ratio of a physical quantity (usually power or intensity) relative to a
specified or implied reference level and does not have any physical meaning. Therefore, the intensity
data is dimensionless. It should be noted that Riegl VZ-4000 can theoretically measure distance up
to 4000 m. However, the largest distance capability is achieved under some specific conditions, e.g.,
perpendicular incidence angle, flat target larger than the footprint of the laser beam, 30 kHz PRR,
90% target reflectance, and standard clear atmosphere [42]. In actual scans, the maximum measured
distance is considerably less than 4000 m because the scanning environments always cannot meet all
the specific conditions at which the maximum distance capability is achieved. Empirically, we find
that the scanned data at long distances are very sparse and unreliable by analyzing different field data
acquired by Riegl VZ-4000. To ensure good reliability and quality of the point cloud distances longer
than 500 m were disregarded in the present study.

3.2. Indoor Experiments

Based on the method in [25], a series of experiments were conducted in a laboratory
to derive the incidence angle–intensity relationship in this study. Four targets with different
reflectance values produced by Anhui Institute of Optics and Fine Mechanics, Chinese Academy
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of Sciences (http://english.aiofm.cas.cn/) were pasted on a board. The size of each target was about
10 cm × 10 cm. The board could be rotated and was scanned at a fixed distance of 7.5 m from the
scanner (Figure 2). The incidence angle of the board was nearly changed from 0◦ to 85◦ in steps
of 5◦; this incidence angle was roughly measured by a protractor. The accurate incidence angle
of the board at each orientation position was calculated by the second equation of Equation (6).
In each orientation step, the board was scanned. All other variables, except the incidence angle, were
considered unchanged. The laboratory experiments can be viewed as a verification of the method
in [25] over Riegl VZ-4000.

The four targets have good diffuse reflection characteristics and can be approximately considered
as Lambertian. Lambertian targets have good homogeneity and have been adopted to derive the
incidence angle–intensity relationship in many studies [10,16,18,19,25,30]. As only a relative intensity
correction was conducted in this study, there was no need to know the specific reflectance values.
Thus, the reflectance values at wavelength 1550 nm of these four targets were not measured. It should
be noted that the incidence angle and distance effects are independent of each other [38] and thus
the fixed distance can be arbitrarily chosen according to the distance scale of the adopted scanner
and the length of the laboratory. Since almost no points could be extracted at incidence angles larger
than 85◦, we did not measure the intensity data for the four targets at incidence angles from 85◦ to
90◦. In contrast to the distance effect that was very irregular, it had been proven that the overall
trend of intensity with respect to incidence angle was relatively regular [10,16,18,18–20]. The intensity
decreased with an increase of the incidence angle from 0◦ to 90◦. That was to say, in a small interval of
the incidence angle, the intensity changed little. Therefore, a total number of 18 stations from 0◦ to 85◦

in steps of 5◦ was enough to control the over trend of the relationship between incidence angle and
intensity and data missing at incidence angles from 85◦ to 90◦ did not have significant influence on the
estimation for the parameters of f2(θ).
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Figure 2. Diagram for the setup of the laboratory experiments.

3.3. Outdoor Experiments

To derive f3(d) for intensity correction of Riegl VZ-4000, some natural targets should be selected.
Two conditions should be satisfied simultaneously: (1) The surface of this selected target should
be basically homogeneous and (2) the length of the target should be longer than 500 m. In the
present study, the cement roads on the top of the artificially constructed seawalls around the shores of
Chongming Island, Shanghai, China, were selected. The cement roads were very long, and the surface
was nearly homogeneous. Most of the time there were basically no pedestrians and vehicles on the
seawall, which could avoid noises in the scanning data and ensure good data quality. Therefore, the
cement roads were selected as the natural reference target to derive f3(d).

To reduce possible errors or noises in one scanning campaign, we scanned the cement roads from
three different sites. The instrument heights were about 2.0 m, 1.8 m, and 2.6 m above the cement road
for the three sites. Therefore, the smallest incidence angle of the cement road at 5 m was about 63◦

and the incidence angle at 500 m was very close to 90◦. The scanning parameters of the scanner were
introduced in Section 3.1.

http://english.aiofm.cas.cn/


Remote Sens. 2019, 11, 331 8 of 23

Because the scanned data included other targets apart from the cement road, we first manually
deleted the point clouds of other targets in RiSCAN PRO v1.8.1. The rest of the points were the cement
road points. Since we only wanted to reserve the point clouds of the cement road from 5 m to 500 m,
the point clouds of the cement road with distances beyond this interval were then deleted by using the
“distance filter” tools in RiSCAN PRO v1.8.1 [43]. Finally, we manually sampled narrow (about 0.5 m)
slices of the point cloud of the cement road with distance from 5 m to 500 m. The final reserved data
were shown in Figure 3. Using the sampled points of the cement road from each site, the polynomial
parameters of f3(d) were estimated. Finally, the mean values of the polynomial parameters estimated
from these three sites were adopted.
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Figure 3. Point cloud for the narrow (about 0.5 m) sampled slices of the cement road with distances
from 5 m to 500 m colored by the original intensity data. (a) Site 1 (31◦46′03′′ N, 121◦11′01′′ E). (b) Site 2
(31◦46′13′′ N, 121◦11′15′′ E). (c) Site 3 (31◦49′24′′ N, 121◦12′43′′ E). The number of points is 103,970,
116,242, and 135,561 for Sites 1, 2, and 3, respectively.

4. Results

4.1. Indoor Experiments

The point clouds of the four targets scanned in the laboratory at each orientation step were
manually sampled and exported in RiSCAN PRO v1.8.1. The mean incidence angle and original
intensity over all the sampled points of the four reference targets were used for the analysis (Figure 4a).
The result of the laboratory experiments was very similar to that in [25]. It can be seen that the
overall trend between the incidence angle and intensity were nearly the same for the four targets.
The original intensity decreased significantly with an increase in the incidence angle from 0◦ to 90◦.
Obviously, the measured data in Figure 4a did not follow the Lambert’s cosine law because some
unknown instrumental effect may mix with the incidence angle effect. By testing different orders of
polynomials, the third-degree polynomial was used to fit the relationship between the incidence angle
and intensity (coefficient of determination R2 = 0.98). By a least-squares adjustment of Equation (7)
the parameters of f2(θ) were estimated. The mean estimated values of the polynomial parameters by
using the data of the four targets were presented in Table 1 (α0 = 1 was set). Using the parameters in
Table 1, the incidence angle-corrected intensity data of the four reference targets were calculated by the
first equation of Equation (5) (θs = 0◦). As shown by Figure 4b, the incidence angle-corrected intensity
data of each reference target acquired at different incidence angles were approximately equal.

Table 1. Mean values of the polynomial parameters for f 2(θ).

N2 α0 α1 α2 α3

3 1 −3.38 × 10−3 2.38 × 10−5 −9.73 × 10−7

It was worth noticing that the intensities acquired at 0◦ did not change after correction as shown
by Figure 4b. No change occurred because 0◦ was selected as the standard incidence angle, i.e., the
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original intensities acquired at other incidence angles were corrected to 0◦. The coefficient of variation
(CV) which was the ratio of the values of standard deviation to mean was used to quantitatively
evaluate the correction results [11,25]. The values of CV were significantly decreased by approximately
94.23%, 93.55%, 92.19, and 91.52% from 0.2324, 0.2495, 0.2956, and 0.3551 for the original intensity to
0.0134, 0.0161, 0.0231, and 0.0301 for the incidence angle-corrected intensity data of Targets 1, 2, 3, and
4, respectively. This result indicated that the incidence angle effect can be accurately eliminated.
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Figure 4. (a) Experimental results between the incidence angle and original intensity of the four reference
targets. The black lines are the 3rd-degree fitting polynomials. (b) Incidence angle with respect to the
corrected intensity data of the four reference targets by the first equation of Equation (5) (θs = 0◦).

4.2. Outdoor Experiments

The original intensity data with respect to the distance for the cement road at the three sites were
shown in Figure 5a–c. The original intensity data of the cement road were simultaneously influenced
by the incidence angle and distance. To obtain the relationship between distance and intensity, the
incidence angle effect on the intensity data of the cement road should be first eliminated. The incidence
angle-corrected intensity data of the sampled cement road from the three sites by using Equation (5) and
the parameters in Table 1 were demonstrated in Figure 5d–f. The incidence angle-corrected intensity
data was merely related to the distance. As shown in Figure 5d–f, it can be concluded that the distance
effect did not follow the laser radar equation and the near-distance effect [20,25] was significant for
Riegl VZ-4000. However, there visually existed a great correlation between the distance and incidence
angle-corrected intensity data. The incidence angle-corrected intensity increased significantly from 5 m
to 80 m and then decreased considerably from 80 m to 200 m. Afterward, the incidence angle-corrected
intensity decreased slowly from 200 m to 500 m. Different orders of polynomials were tested, and
the values of R2 (coefficient of determination) were compared. The 7th-degree polynomial was used
to approximate f3(d) with R2 = 0.95 (Figure 5d–f) by simultaneously considering the simplicity and
accuracy of the polynomial fitting [25]. By a least-squares adjustment of Equation (8) using the data
in Figure 5d–f, three sets of polynomial parameters for f3(d) were obtained. Table 2 listed the mean
values of βi (β7 = 1 was set).

Table 2. Mean values of the polynomial parameters for f 3(d).

N3 β0 β1 β2 β3 β4 β5 β6 β7

7 −7.49 × 10−2 2.55 27.55 140.07 −377.53 552.08 −394.38 1

The final corrected intensity data of the cement road calculated by Equation (4) were exhibited in
Figure 5g–i, where θs and Ds were defined as 75◦ and 10 m, correspondingly. The original intensity
value of the cement road point acquired at 75◦ and 10 m were 21.24. Visually, the original and incidence
angle-corrected intensity data of the cement road were more dispersed than the final corrected intensity
data. The final corrected intensity data acquired at different incidence angles and distances were nearly
equal. Additionally, it was worth noticing that the final corrected intensity data were very close to
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the intensity value acquired at 75◦ and 10 m (21.24) since 75◦ and 10 m were selected as the standard
incidence angle and distance, respectively. The values of CV were reduced by approximately 83.27%,
80.53%, and 83.65% from 0.2034, 0.2030, 0.2308 for the original intensity data to 0.0340, 0.0395, and
0.0377 for the final corrected intensity data of the cement road from the three sites.

As indicated in Section 3.3, the incidence angles of the cement road were in the range from 63◦ to
90◦. A major part of the incidence angles of the cement road were from 85◦ to 90◦ which were outside
the incidence angle range of the indoor experiments. The intensity changed slightly at incidence
angles from 63◦ to 90◦ as shown by Figure 4a. Therefore, the incidence angle effect on the original
intensity data of the cement road was not serious. Consequently, it seemed that the overall trends
of Figure 5d–f did not change significantly with that of Figure 5a–c. The major change occurred at
distance from 5 m to 80 m. However, it did not mean that the incidence angle effect on the intensity
data of the cement road can be ignored. If we directly fitted Figure 5a–c by a polynomial for distance
effect correction. The estimated polynomial parameters would have errors and cannot be used to
correct the intensity data of other targets. Additionally, several final corrected intensity values were
noisy at large distances, especially at distances close to 500 m. This may be due to the large incidence
angles and the sparse distribution of points at large distances. The correction result of the cement
road indicated that the improved method can significantly eliminate the variations of the original
intensity data caused by the effects of incidence angle and distance. Additionally, laboratory control
experiments were usually conducted from the minimum to the maximum distances in steps of several
meters to estimate the distance–intensity relationship in existing methods. As a result, the change in
distance was discontinuous and the distance–intensity relationship could not be accurately estimated
by several discrete data. On the contrary, the improved method can obtain the distance–intensity
relationship with as much detail as possible by using natural targets as shown by Figure 5d–f and a
more accurate derivation of the distance–intensity relationship can be obtained.
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Figure 5. (a–c): Original intensity data. (d–f): Incidence angle-corrected intensity data and 7th-degree
fitting polynomials. (g–i): Final corrected intensity data by the improved method. (a,d,g): Cement road
from Sites 1. (b,e,h): Cement road from Sites 2. (c), (f), and (i): Cement road from Sites 3. θs and ds

are defined as 75◦ and 10 m, correspondingly. The vertical and horizontal axes for all the figures are
intensity and distance, respectively. The number of points is 103,970, 116,242, and 135,561 for Sites 1, 2,
and 3, respectively.

5. Method Validation

After having obtained the polynomial parameters for f2(θ) and f3(d) in Tables 1 and 2, the
intensity data acquired by Riegl VZ-4000 can be corrected by Equation (4). Though the correction
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results of the four reference targets in Figure 4 and the cement road in Figure 5 were satisfactory, it was
not enough to show the effectiveness of the improved method. To further test the feasibility of the
improved method over other targets, a case study in an inaccessible intertidal zone was conducted.
The improved method was validated from two perspectives: (1) Point cloud intensity correction
and (2) point cloud classification based on the intensity data for the study intertidal zone. Intertidal
zones are important places for the development of marine aquaculture and shelter a myriad of
ecological niches [44,45]. These zones are characteristically wet and periodically submerged and
long-distance TLSs are an efficient technology for detailed investigations of geomorphological and
ecological features. The detailed 3D investigation of intertidal zones is of great importance to help the
comprehensive understanding of hydrological, sediment transport process, hydrodynamic, and biotic
components [46–48].

5.1. Study Site

The study intertidal zone (31◦46′N, 121◦11′E; Figure 6a,b) located at Chongming Island, Shanghai,
China, was scanned by using the Riegl VZ-4000 on May 23, 2018, which was sunny and windless.
The scanning parameters were introduced in Section 3.1. The major targets in this intertidal zone
included muddy flats, reeds, salt-tolerant shrubs and trees, soils, and an artificially constructed seawall
(Figure 6). The composition of the inaccessible muddy flat included clay, silt, and sand, and there were
several tidal ditches among the muddy flat. The experimental time was from 11:30 to 13:30; this time
interval was exactly within the low-tide time. The point clouds of the study site were illustrated in
Figure 6c.
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Figure 6. (a) Panoramic image of the study site captured by a camera. (b) Orthophoto of the study
site provided by United States Geological Survey (USGS, https://earthexplorer.usgs.gov/). (c) Point
clouds of the study site colored by original intensity data in RiSCAN PRO v1.8.1.

5.2. Intensity Correction

A sub-dataset of the study site (about 380 m × 250 m) was sampled. The corrected intensity data
were calculated by using Equation (4) and the parameters in Tables 1 and 2. θs and Ds were defined as
75◦ and 10 m, correspondingly. The point clouds of the sub-dataset colored by the original and corrected
intensity data were displayed in Figure 7a,b respectively. In general, the point clouds colored by the
original intensity data were visually dazzling because the original intensity data were influenced by the
incidence angle and distance, making the intensity data of the same target vary significantly. Different
targets using the original intensity were difficult to distinguish because the intensity data of these
targets were influenced by the effects of incidence angle and distance simultaneously. The intensity
data of the different targets had excessive overlaps. For example, Regions 1 and 2 belonged to the
muddy flat. However, the colors (intensity) of Region 1 were completely different from that of Region
2. By contrast, Region 3 was the cement road. The colors of Region 3 were very similar to that of

https://earthexplorer.usgs.gov/
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Region 1. This example indicated that the original intensity values of the same target may differ
significantly, whereas different targets may have equal original intensity values. Therefore, it was
indispensable to eliminate the effects of incidence angle and distance to obtain a corrected intensity
value that can reflect the spectral characteristics of the target. After correction, a visual check and
comparison with Figure 6a,b implied that different targets were easy to distinguish. In particular, the
vegetation and muddy flat which corresponded to the blue and green points, respectively, became very
recognizable given the corrected intensity data. Regions 1 and 2 were similar, whereas Regions 1 and 3
had completely different colors as illustrated in Figure 7b. This example indicated that the corrected
intensity data directly reflected the reflectance characteristics of the scanned target. Theoretically, the
surface normals of the vegetation (leaves) were difficult to reliably estimated since the vegetation faced
randomly and was usually smaller than the laser footprint. This leaded to the results that the corrected
intensity data of the vegetation from different parts differed slightly, as shown by the black dotted
rectangle in Figure 7b.
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Figure 7. Point cloud colored by intensity. (a) Original intensity data. (b) Final corrected intensity by
the improved method. The total number of points is 931,381. The white parts among the figures have
no measured points considering water accumulation or occlusion.
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Additionally, we derived the incidence angle-corrected and distance-corrected intensity data by
using Equation (5) (Figure 8). Visually, both incidence angle-corrected and distance-corrected intensity
data significantly improved the recognizability between different targets. Overall, we could roughly
distinguish the contours of vegetation, road, and muddy flat based on the incidence angle-corrected
and distance-corrected intensity data. However, there still existed some overlaps between different
targets, e.g., a few cement road points have the same intensity values with that of the vegetation and
muddy flat, as shown by the black dotted rectangles in Figure 8.
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Figure 8. Point cloud colored by intensity. (a) Incidence angle-corrected intensity by using the first
equation of Equation (5). (b) Distance-corrected intensity by using the second equation of Equation (5).
The total number of points is 931,381. The white parts among the figures have no measured points
considering water accumulation or occlusion.

To quantitatively evaluate the intensity correction results of the improved method in the study
intertidal zone, the values of CV for the intensity data were analyzed. Based on the field investigation,
the main targets in the intertidal zone included three categories, i.e., vegetation, muddy flat, and
cement road. To obtain the points clouds of these three categories, a semi-automatic classification was
performed. First, we manually segmented and exported the points of the cement road since the points
of the cement road were regularly distributed and it was very easy to identify them. Then the rest
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points were classified by using the “Classify Ground Points” algorithm in the commercial software
LiDAR360 (Beijing GreenVally Technology Co., Ltd., Beijing, China). The algorithm can accurately
classify the points into ground and non-ground points. For the rest points in the study intertidal
zone, the ground and non-ground points were the muddy flat and vegetation points, respectively.
The “Classify Ground Points” adopted an improved progressive triangulated irregular network (TIN)
densification (IPTD) filtering algorithm that was proposed by Zhao and Guo, et al. [32]. The IPTD
filtering algorithm consisted of three steps [32]: (1) acquiring potential ground seed points using the
morphological method; (2) obtaining accurate ground seed points; and (3) building a TIN-based model
and iteratively densifying TIN. IPTD can cope with a variety of forested landscapes, particularly both
topographically and environmentally complex regions. Finally, by combining the results of manual
and commercial software classifications, the points were classified into three categories (cement road,
vegetation, and muddy flat) as shown by Figure 9.
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algorithm which use the geometrical information of the point cloud in LiDAR360).

The values of CV were calculated for each category before and after correction by the improved
method (Table 3). After correction of the incidence angle effect, the values of CV were approximately
reduced by 38%, 34%, and 23% from 0.3845, 0.3980, and 0.2458 to 0.2378, 0.2625, and 0.1882 for the
muddy flat, vegetation, and cement road, respectively. By contrast, the values of CV were reduced by
26%, 18%, and 41% for these three categories after distance effect correction. After incidence angle and
distance effects correction by the improved method, the values of CV were significantly decreased by
51%, 48%, and 61%. In summary, the values of CV for the intensity data of these three targets were
averagely reduced by 32%, 28%, and 54% after incidence angle, distance, and incidence angle and
distance effects correction.

Table 3. Values of CV for the intensity data before and after correction.

Data Source Muddy Flat Vegetation Cement Road

Original intensity 0.3845 0.3980 0.2458
Incidence angle-corrected intensity 0.2378 0.2625 0.1882

Distance-corrected intensity 0.2845 0.3267 0.1442
Final corrected intensity 0.1896 0.2055 0.0894
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Based on the results (CV) of intensity correction for the targets in the study intertidal zone, it can
be concluded that both the incidence angle and distance had a crucial effect on the intensity data of
long-range TLSs. Correction either of the incidence angle and distance effects can reduce the variations
(CV) for the intensity data. The intensity correction results over the three targets proved the feasibility
of the improved method and indicated that the differences in the intensity data for the different parts
of the same target can be significantly reduced. The final corrected intensity data were independent
of incidence angle and distance and can be used in many applications, e.g., target classification and
feature extraction. In this study, the reference targets scanned in indoor environment were used to
derive the incidence angle–intensity relationship. The derived relationship was then used to correct the
incidence angle effect of natural targets scanned in outdoor environments. The differences of surface
characteristics (e.g., roughness [26] and specular reflections [31]) between the reference targets and
natural targets were ignored in this study. Considering the differences of surface characteristics could
further improve the intensity correction accuracy. Additionally, if we performed measurements of
the study intertidal zone from multiple scanning positions, this would enable us to directly compare
the corrected intensity data for the same target from varying distances and angles. In such way, the
improved method could be robustly validated. Instead, in the present study the improved method
was validated from another perspective—point cloud classification based on the corrected intensity
data of the study intertidal zone. The details for point cloud classifications were introduced in the
following section.

5.3. Point Cloud Classification

Point cloud classifications of the study intertidal zone were conducted by using the intensity data
through k-means clustering. The classification results by the original and final corrected intensity
data of the improved method were depicted in Figure 10. Generally, the classification results
by the original intensity data were unsatisfactory (Figure 10a) because the original intensity data
were influenced by the incidence angle and distance and cannot represent the target reflectance
characteristics. Many muddy flat (yellow) and vegetation (blue) points were misclassified into cement
road points (red) and some cement road points were classified into muddy flat and vegetation.
On the contrary, the classification results improved significantly by using the final corrected intensity
data of the improved method (Figure 10b). Only minor errors were observed in the classification
results. Additionally, we classified the point cloud based on the incidence angle-corrected and
distance-corrected intensity data (Figure 11). Visually, it can be seen that the incidence angle-corrected
intensity data improved the vegetation classification accuracy (Figure 11a). However, many muddy
flat points were still misclassified into cement road. On the contrary, the distance-corrected intensity
data improved the muddy flat classification accuracy (Figure 11b). Nevertheless, massive cement road
and vegetation points were classified into muddy flat.

To quantitatively evaluate the classification results in Figures 10 and 11, the classification result
in Figure 9 was considered true and was used as a reference. Table 4 summarized the classification
results by using different intensity data. Tables 5–8 listed the confusion matrixes for point cloud
classification by using the original, incidence angle-corrected, distance-corrected, and final corrected
intensity data, respectively. The F1 scores were calculated by the producer and user accuracies in the
confusion matrixes:

F1 = 2·P ∗U
P ∗U

(9)

where P and U were producer and user accuracies in the confusion matrixes in Tables 5–8, respectively.
The producer accuracy P of a certain category was defined as the ratio of two numbers: the number
of points that were correctly classified into this category and the actual total number of points that
belonged to this category. By contrast, the user accuracy U of a certain category was defined as the ratio
of the number of points that were correctly classified into this category to the total number of points
that were classified into this category. The value µ in the i-th row and j-th column in the confusion
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matrix meant that a total number of µ points that actually belonged to the category in the j-th column
were classified into the category in the i-th row. The overall accuracy was defined as the ratio of the
total number of points that were correctly classified to the total number of all the points.

Remote Sens. 2019, 10, x FOR PEER REVIEW  16 of 23 

 

where 𝑃  and 𝑈  were producer and user accuracies in the confusion matrixes in Tables 5–8, 
respectively. The producer accuracy 𝑃 of a certain category was defined as the ratio of two numbers: 
the number of points that were correctly classified into this category and the actual total number of 
points that belonged to this category. By contrast, the user accuracy 𝑈 of a certain category was 
defined as the ratio of the number of points that were correctly classified into this category to the total 
number of points that were classified into this category. The value 𝜇 in the 𝑖-th row and 𝑗-th column 
in the confusion matrix meant that a total number of 𝜇 points that actually belonged to the category 
in the 𝑗-th column were classified into the category in the 𝑖-th row. The overall accuracy was defined 
as the ratio of the total number of points that were correctly classified to the total number of all the 
points. 

 

 
Figure 10. Classification results according to the intensity data using k-means clustering. (a) Original 
intensity data. (b) Final corrected intensity data by the improved method. 

(a) 

(b) 

Figure 10. Classification results according to the intensity data using k-means clustering. (a) Original
intensity data. (b) Final corrected intensity data by the improved method.



Remote Sens. 2019, 11, 331 17 of 23
Remote Sens. 2019, 10, x FOR PEER REVIEW  17 of 23 

 

 

 
Figure 11. Classification results according to the intensity data of the improved method using k-
means clustering. (a) Incidence angle-corrected intensity data. (b) Distance-corrected intensity data. 

In comparison to the outputs of the reference classification, the overall classification accuracies 
were approximately 32%, 52%, 46%, and 81% for the original, incidence angle-corrected, distance-
corrected, and final corrected intensity data, respectively. The classification accuracies were 
improved by 22%, 14%, and 49% after incidence angle, distance, and incidence angle and distance 
effects correction, respectively. More specifically, the 𝐹  scores for the vegetation and cement road 
were significantly improved after incidence angle effect correction (Table 6). By contrast, after 
distance effect correction the 𝐹  scores for the muddy flat and vegetation were considerably 
increased (Table 7). After incidence angle and distance effects correction, the producer accuracies, 
user accuracies, and 𝐹  scores for the three targets were substantially improved. The classification 
results of the study intertidal zone indicated that the original intensity data of long-range TLSs were 
significantly influenced by the incidence angle and distance. The classification results were 
significantly improved by the final corrected intensity data because the improved method can 
effectively eliminate the incidence angle and distance effects to obtain a corrected intensity that 

(a) 

(b) 

Figure 11. Classification results according to the intensity data of the improved method using k-means
clustering. (a) Incidence angle-corrected intensity data. (b) Distance-corrected intensity data.

In comparison to the outputs of the reference classification, the overall classification
accuracies were approximately 32%, 52%, 46%, and 81% for the original, incidence angle-corrected,
distance-corrected, and final corrected intensity data, respectively. The classification accuracies were
improved by 22%, 14%, and 49% after incidence angle, distance, and incidence angle and distance
effects correction, respectively. More specifically, the F1 scores for the vegetation and cement road
were significantly improved after incidence angle effect correction (Table 6). By contrast, after distance
effect correction the F1 scores for the muddy flat and vegetation were considerably increased (Table 7).
After incidence angle and distance effects correction, the producer accuracies, user accuracies, and F1

scores for the three targets were substantially improved. The classification results of the study intertidal
zone indicated that the original intensity data of long-range TLSs were significantly influenced by
the incidence angle and distance. The classification results were significantly improved by the final
corrected intensity data because the improved method can effectively eliminate the incidence angle and
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distance effects to obtain a corrected intensity that reflected the reflectance properties. The classification
results further validated the feasibility of the improved method.

Compared with the algorithms that use geometrical information and need massive calculation,
the classification accuracy by the intensity data of the improved method is relatively satisfactory.
Moreover, classification by using geometrical information can only classify the point cloud into two
categories: ground and non-ground points. As for the intertidal zone in this study, non-ground points
are vegetation while ground points are muddy flat and cement road. Since the geometry between
the point clouds of the muddy flat and cement road are small, point cloud classification algorithms
that use geometrical information cannot classify these two categories. On the contrary, corrected
intensity data are merely depend on target characteristics. Classification by the corrected intensity can
accurate classify two targets whose geometrical difference are small while have different reflectance
characteristics. It can be concluded that classification by corrected intensity data is easy, direct, and
avoids laborious calculations.

Table 4. Point cloud classification results by different data sources.

Data Source Muddy Flat Vegetation Cement Road

Original intensity Number: 181,183
Intensity: 14–22

Number: 131,140
Intensity: 0–14

Number: 619,058
Intensity: 22–32

Incidence angle-corrected intensity Number: 472,214
Intensity: 6–13

Number: 262,525
Intensity: 0–6

Number: 196,642
Intensity: 13–36

Distance-corrected intensity Number: 307,959
Intensity: 4–8

Number: 569,008
Intensity: 0–4

Number: 54,414
Intensity: 8–34

Final corrected intensity Number: 358,925
Intensity: 4–7

Number: 366,145
Intensity: 0–4

Number: 206,311
Intensity: 7–33

Manual and commercial
software classification Number: 285,073 Number: 453,347 Number: 192,961

Table 5. Confusion matrix of classification by original intensity data.

Muddy Flat Vegetation Cement Road Total User Acuracy (U)

Muddy flat 102,835 53,114 25,234 181,183 56.76%
Vegetation 24,408 66,389 40,343 131,140 50.62%

Cement road 157,830 333,844 127,384 619,058 20.58%
Total 285,073 453,347 192,961 931,381

Producer accuracy (P). 36.07% 14.64% 66.05%
F1 44.11% 22.% 31.38% Overall accuracy: 31.85%

Table 6. Confusion matrix of classification by incidence angle-corrected intensity data.

Muddy Flat Vegetation Cement Road Total User Accuracy (U)

Muddy flat 173,437 249,674 49,103 472,214 36.73%
Vegetation 50,761 190,264 21,500 262,525 72.47%

Cement road 60,875 13,409 122,358 196,642 62.22%
Total 285,073 453,347 192,961 931,381

Producer accuracy (P) 60.84% 41.97% 63.41%
F1 45.81% 53.16% 62.81% Overall accuracy: 52.19%

Table 7. Confusion matrix of classification by distance-corrected intensity data.

Muddy Flat Vegetation Cement Road Total User Accuracy (U)

Muddy flat 221,322 281,087 66,599 569,008 38.90%
Vegetation 61,361 164,581 82,017 307,959 53.44%

Cement road 2,390 7,679 44,345 54,414 81.50%
Total 285,073 453,347 192,961 931,381

Producer accuracy (P) 77.64% 36.30% 22.98%
F1 51.83% 43.23% 35.85% Overall accuracy: 46.19%
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Table 8. Confusion matrix of classification by final corrected intensity data.

Muddy Flat Vegetation Cement Road Total User Accuracy (U)

Muddy flat 244,065 104,508 10,352 358,925 68.00%
Vegetation 38,342 325,540 2,263 366,145 88.91%

Cement road 2,666 23,299 180,346 206,311 87.41%
Total 285,073 453,347 192,961 931,381

Producer accuracy (P) 85.61% 71.81% 93.46%
F1 75.80% 79.45% 90.33% Overall accuracy: 80.52%

For a better presentation of the intensity data by the improved method, three local regions of
the study area were shown in Figures 12–14. By comparing the RGB (Red-Green-Blue) photographs
on site and corresponding regions in Figures 9 and 10a,b, we concluded that the original intensity
cannot reflect the actual characteristics of the target since the original intensity were influenced by
the incidence angle and distance. On the contrary, the corrected intensity data by the improved
method were merely related to the target reflectance characteristics and classification results based on
the corrected intensity data accurately reflected the actual shape and distribution of various targets.
Moreover, some features could be found by the intensity data of the improved method. For example,
there were some tidal ditches as shown by the black dotted rectangle in Figure 12a. A small amount
of water was existed in the ditches. The water could absorb laser and decreased the reflectance and
further the corrected intensity value of the muddy flat. A decrease in the intensity made the muddy flat
to be misclassified into the vegetation as shown by the black dotted rectangles in Figure 12c. Though
this decreased the overall classification results by the corrected intensity data of the improved method,
we could roughly distinguish and extract the shape of the ditches in Figure 12c. On the contrary, the
ditches were not identifiable in Figure 12b,d. This example proved that the corrected intensity data
by the improved method were related to the reflectance of the scanned target and suggested that the
corrected intensity data could be further used for many applications in intertidal zones (e.g., muddy
flat moisture estimation, ditches extraction).
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method, and (d) manual and software (LiDAR360) combination. The yellow, blue, and red points 
represent muddy flat, vegetation and cement road, respectively. Ditches are in the black dotted 
rectangles. 

(a) (b) 

(c) (d) 

Figure 12. Comparison of (a) an RGB photograph on site and the corresponding region in the
classification results by (b) original intensity data, (c) corrected intensity data by the improved method,
and (d) manual and software (LiDAR360) combination. The yellow, blue, and red points represent
muddy flat, vegetation and cement road, respectively. Ditches are in the black dotted rectangles.
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Figure 13. Comparison of (a) an RGB photograph on site and the corresponding region in the
classification results by (b) original intensity data, (c) corrected intensity data by the improved method,
and (d) manual and software (LiDAR360) combination. The yellow, blue, and red points represent
muddy flat, vegetation and cement road, respectively.
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Figure 14. Comparison of (a) an RGB photograph on site and the corresponding region in the
classification results by (b) original intensity data, (c) corrected intensity data by the improved method,
and (d) manual and software (LiDAR360) combination. The yellow, blue, and red points represent
muddy flat, vegetation and cement road, respectively.
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6. Conclusions

This study proposes an improved method to correct the incidence angle and distance effects on
the intensity data of long-distance TLSs. The predominant advantage of the improved method is that
the distance–intensity relationship of long-distance TLSs can be accurately and detailly estimated using
natural homogenous targets whereas most existing methods are unable to estimate the relationship.
The results indicate that the CV of the intensity data from a homogeneous target can be reduced
by approximately 54%. The classification accuracies of the case study are increased by 22%, 14%,
and 49% by the incidence angle, distance, and incidence angle and distance-corrected intensity data,
respectively. The classification results indicate that the improved method can accurately eliminate
the variations in the original intensity data caused by the effects of incidence angle and distance and
obtain a corrected intensity value that merely depends target reflectance characteristics. Theoretically,
the improved method can be applied to other long-distance TLSs. However, this topic should be
individually analyzed.

Since the existing methods are unable to estimate the distance–intensity relationship for
long-distance TLSs, a comparison between the improved and existing methods are not conducted
in this study. The instrumental configurations (e.g., instrument temperature [16]) and atmospheric
conditions (e.g., humidity, pressure) are ignored in the study. Considering these effects would further
improve the intensity correction accuracy. Moreover, the incidence angle effect mainly depends on the
target surface characteristics [10,37]. In this study, the incidence angle–intensity relationship derived
from reference targets is used to correct the incidence angle effect of natural targets. The differences
of surface characteristics are ignored. Target surface characteristics, such as roughness [19,26,39]
and specular reflections [31], should be considered in correcting the incidence angle effect to further
improve the intensity correction accuracy.
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