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Abstract: Rainfall estimates based on satellite data are subject to errors in the position of the rainfall
events in addition to errors in their intensity. This is especially true for localized rainfall events
such as the convective rainstorms that occur during the monsoon season in sub-Saharan Africa.
Many satellite-based estimates use gauge information for bias correction. However, bias adjustment
methods do not correct the position errors explicitly. We propose to gauge-adjust satellite-based
estimates with respect to the position using a morphing method. Image morphing transforms
an image, in our case a rainfall field, into another one, by applying a spatial transformation.
A benefit of this approach is that it can take both the position and the intensity of a rain event
into account. Its potential is investigated with two case studies. In the first case, the rain events are
synthetic, represented by elliptic shapes, while the second case uses real data from a rainfall event
occurring during the monsoon season in southern Ghana. In the second case, the satellite-based
estimate IMERG-Late (Integrated Multi-Satellite Retrievals for GPM ) is adjusted to gauge data
from the Trans-African Hydro-Meteorological Observatory (TAHMO) network. The results show
that the position errors can be corrected, while preserving the higher spatial variability of the
satellite-based estimate.

Keywords: precipitation estimation; satellite-based precipitation; gauge data; IMERG; TAHMO;
morphing; field displacement

1. Introduction

Precipitation is an important variable in weather and climate research and many other applications.
Precipitation data are needed as input for hydrological models, for flood and drought monitoring or for
water management in agriculture or power generation. However, estimating precipitation accurately
is difficult because of its high spatial and temporal variability. This is especially true for sub-Saharan
Africa, where most of the rainfall is produced during the monsoon season by convective rainstorms,
which are very localized [1,2].

Rain-gauges are the most direct way to measure precipitation. However, the gauge networks in
Africa are not dense enough to derive high resolution precipitation estimates. Indeed, the rain-gauge
distribution is sparse in many African regions and their number has been decreasing in recent
decades [3]. During the same period, many efforts have been made to derive precipitation estimates
from satellite data. Satellites do not measure precipitation directly but have the advantage of covering
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large areas. This is especially interesting for Africa where gauge networks are sparse and there are also
almost no radar observations available.

There is an increasing number of satellite-based rainfall products, providing rainfall estimates
at different spatial and temporal resolutions. Most rainfall products use additional sources of data,
such as gauge estimates, for bias correction. Bias correction methods focus on correcting the intensity.
However, the intensity is not the only possible error in precipitation. Rainfall events are coherent
moving systems and, in the case of convective rainstorms, they are also very localized. This can
lead to errors in the estimation of the position and shape of the rain events beside the errors in their
intensity. For some applications, such as hydrological modeling [4,5], flash flood warnings [6] or data
assimilation in a numerical weather model [7,8], detecting the correct location of the rain events can be
as important as their intensity.

The position errors in weather forecast models, including precipitation, have been taken into
account in the field of forecast verification. Several spatial verification approaches have been
developed [9,10]. They can be divided into four categories: neighborhood, scale-decomposition
(e.g., References [11–13]), object- (or feature-)based (e.g., References [14–16]) and field deformation.
In this study, we focus on a method belonging to the latter category. We now give an overview of
field deformation method used for weather-related variables. Field deformation methods are based
on a spatial mapping or displacement that makes a field (e.g., forecast) more similar to a target
field or observation. The deformation is determined by minimizing a cost function. The Feature
Calibration and Alignment technique (FCA [17–19]) is one of these methods. FCA has also been used for
correcting position errors in cloud or water vapor related fields in the framework of data assimilation.
For instance, References [18,20] corrected position error in a numerical weather model background
fields using integrated water vapor measurements from satellite. In Reference [21], the FCA is used as
a prepossessing step of an ensemble-based variational assimilation scheme for (satellite) brightness
temperature. Reference [22] tested this method with several types of observations—integrated
water vapor, lower level pressure, brightness temperature and simulated radar reflection. Other
feature alignment techniques have been developed and used in data assimilation schemes, such as
Reference [23] (for simulated radar observation), References [24,25] (for some idealized cases). The FCA
technique has been applied directly to rainfall data in Reference [19]. They corrected rainfall estimates
derived from SSM/I data with ground-based radar estimates. They illustrated the performance of their
approach for different types of rainfall events, such as Hurricane Andrew, a squall line in Oklahoma
and coastal rainfall in Australia.

Some field deformation methods for spatial verification originate from image processing, such as
the optical flow techniques developed in Reference [26,27] or in Reference [28] and evaluated in
References [29,30]. Image warping has also been used in data assimilation frameworks. Reference [31]
assimilated integrated water vapor from satellite to improve a numerical weather model forecast.
However, this method requires the manual selection of pairs of points to perform the image warping.
Reference [32] combined image morphing with an ensemble Kalman filter for a wild fire model.
They use an automatic registration technique that only requires two fields to derive the displacement
field, without any manual specification needed. Using the same morphing and registration method,
a morphing fast Fourier transform (FFT) EnKF for radar precipitation is described in Reference [33].
However, this morphing FFT EnKF is not implemented and applied to rainfall data.

This present study investigates the use of the morphing approach for the position correction of
rainfall estimates, using the approach proposed by References [32,33]. While the goal of Reference
[33] was to derive a method to assimilate radar precipitation into a numerical weather model, we aim
to correct the position error of satellite-based precipitation estimates using gauge measurements.
We apply the morphing approach to real precipitation data, namely the (non-gauge adjusted)
IMERG-Late estimates and the new Trans-African Hydro-Meteorological Observatory (TAHMO)
gauge network.
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The morphing and automatic registration methods, including the case of irregularly spaced
observations, are described in Section 2. The morphing approach is applied to two cases. The first case
uses synthetic rainfall events represented by ellipses (Section 3.1). The second case is a real rainfall
event occurring in southern Ghana during the monsoon season (Section 3.2). Both the convergence of
the automatic registration and the performance of the warping are examined in Section 4. The results
of the two cases are compared and discussed in Section 5, before the conclusion in Section 6.

2. Methodology

In this section, we define the image registration and morphing processes, before focusing on the
implementation of an automatic registration procedure. We use the framework described by Reference [33].

2.1. Definitions

Let u and v be two signals (or images) defined on a domain D ⊂ IR2 and T : (x, y) ∈ IR2 7→(
Tx(x, y), Ty(x, y)

)
∈ IR2 be a mapping function. The goal of image registration is to determine

a spatial mapping T such that, ∀(x, y) ∈ D,

v(x, y) ≈ u ◦ (I + T) (x, y) (1)

≈ u [(I + T) (x, y)]

≈ u
[
x + Tx(x, y), y + Ty(x, y)

]
where I is the identity function.

There can be several mappings T that meet the requirement v ≈ u ◦ (I + T). Especially in areas
without rainfall, the mapping T is not unique. We define three criteria to characterize one optimal mapping:

T ≈ 0 (2)

∇T ≈ 0 (3)

∇ · T ≈ 0 (4)

That is, the optimal mapping has to be as small, smooth and divergent-free (i.e., it is not shrinking
or expanding the field) as possible.

Several approaches have been used to define the optimality of the mapping. For the FCA method
applied to precipitation, Reference [19] use smoothness and barrier conditions. Contrary to our
condition on the magnitude (Equation (2)), their barrier does not impact small scale displacements.
Using the FCA for data assimilation, References [20,22] added two more constraints, one on the
magnitude and one on the divergent. Reference [25] did not use any magnitude or barrier approach
and only had constraints on the gradient and the divergence. Our constraints on the magnitude and
on the smoothness are the same as those used in Reference [32]. Constraints on the divergence were
used in several similar field distortion methods [20,22,25]. Thus, we also added a third constraint on
the divergence in order to observe its impact. A short sensitivity study on the impact of these three
coefficient is presented in Appendix B.

Image warping is the distortion of an image based on a spatial transformation of the domain.
Warping can be used to transform an image into another one by using the spatial mapping T obtained
from the registration method. The mapping T is gradually applied to the original image u as follows:

uwarp(λ) = u ◦ (I + λT) 0 ≤ λ ≤ 1 (5)

Warping works well when the residual v− u ◦ (I + T) is small, which is not the case when the
images u and v have different intensities for example. It is a spatial transformation. It only acts on the
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coordinates, it does not modify the intensity of the image u. On the other hand, Cross-dissolving only
acts on the intensity. It fades two images u and v into each other:

udiss(λ) = u + λ(v− u) 0 ≤ λ ≤ 1 (6)

Image morphing combines warping and cross-dissolving to account for both the spatial distortion
and the difference in intensity:

umorph(λ) = (u + λr) ◦ (I + λT) 0 ≤ λ ≤ 1 (7)

where r is the residual:

r = v ◦ (I + λT)−1 − u 0 ≤ λ ≤ 1 (8)

With this formula of uλ, we obtain umorph(0) = u and umorph(1) = v.

2.2. Automatic Registration

The spatial mapping T used for the image morphing is determined by the image registration.
Several registration methods are available. However, many of them require to define manually a set
of corresponding points from the images u and v. We are interested in an automatic registration
procedure that only needs the images u and v as inputs without any extra specifications. This requires
the images to be similar enough for the automatic registration procedure to work.

We use the method described by Reference [33] based on the minimization of a cost function J
with respect to the mapping T. The cost function can be divided in two terms (Equation (9)). The first
one (Jo) represents the mapping error between the displaced original signal u ◦ (I + T) and the target
signal v. The second one (Jb) is a background term that consists of the three criteria for ‘optimal’
mapping given in Equations (2)–(4). These three criteria are used as weak constraints.

J(T) = Jo(T) + Jb(T) (9)

Jo(T) = ‖v− u ◦ (I + T)‖
Jb(T) = C1‖T‖+ C2‖∇T‖+ C3‖∇ · T‖

where C1, C2 and C3 are three coefficients determined empirically and ‖.‖ is the L2−norm.
The minimization problem is solved iteratively, for T defined on increasingly fine grids.

The iterative approach has two advantages. It helps reduce the computational cost and avoids
the local minima problem (see below).

In our application, the domain D is rectangular. It can be represented by different uniform
grids. The regular nx × ny = n grid on which u, v and umorph(λ) are given is called the pixel grid Dn.
The mapping function T is defined on a set of coarser grids Di (i = 1, ..., I), called morphing grids.
It is then represented by two gridded arrays (one for Tx and one for Ty). The grids Di are uniform
(2i + 1)× (2i + 1) = mi grids (for i = 1, ..., I) covering the domain D. For i = 1, ..., I, the mapping T
discretized on Di is noted Ti.

The signals u and v, and so the observation term Jo of the cost function, are discretized on the
pixel grid Dn. The background term Jb is discretized on the morphing grid Di. We use the second
order central scheme except at the boundaries where the first order backward or forward schemes
are used. We use bilinear interpolation to estimate the value of u and v on the distorted grid (e.g.,
u ◦ (I + T)) and to interpolate T on the different morphing grids Di.

The finest morphing grid DI does not need to be the same as the pixel grid Dn. On the contrary, it is
computationally advantageous when the morphing grid DI has a much coarser resolution. When the
number of nodes mi of the morphing grids is much smaller than the number of nodes n of the pixel grid,
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solving the minimization problem on the set of morphing grids Di is less computationally expensive
than to solve it for T defined on the high resolution pixel grid Dn.

Algorithm

The algorithm iterates over the morphing grids Di (i = 1, ..., I), starting on the coarsest 3-by3
grid D1, until it reaches the finest morphing grid DI . For each iteration, the three main steps are similar
to those in Reference [32] and are illustrated in Figure 1.

1. Smoothing of the images u and v: the images are smoothed by convolution with a 2D-Gaussian

G2D (x, y) =
1

2πσ2 exp
(
− x2 + y2

2σ2

)
,

where σ = 0.05/
(
22i + 1

)
. The finer the grid Di is, the narrower the Gaussian is. Thus, for small

i, the fine features are ignored and the focus is given to the large-scale ones. When i increases,
more and more fine features are taken into account. This way, Ti for small i will make the larger
features match. Then, for increasing i, more and more detailed images are matched.

The cost function J is often non-convex with respect to T and so can have several local
minima. The smoothing combined with the hierarchy of grids reduce the local minima problem.
They ensure that the large-scale features are fitting first, hence avoiding local minima.

After the smoothing, the two fields are normalized such that their maximum is the same.
The images obtained after smoothing and normalization are noted as ũi and ṽi.

2. Initialization: solving the minimization problem on grid Di requires a first guess Tfg
i . For i = 1,

Tfg
1 is set to zeros, that is, no deformation. For i = 2, ..., I, the mapping T∗i−1 obtained by solving

the minimization problem on grid Di−1 is interpolated into the grid Di and used as the first
guess T f g

i .
3. Optimization: The actual minimization problem to be solved is based on the smoothed fields,

that is, Jo(T) = ‖ṽi − ũi ◦ (I + T)‖. Contrary to Reference [32], we solved the minimization
problem for all the nodes at the same time.

There is a number of inequality constraints on this minimization problem, due to our requirements
of invertibility. An iterative barrier approach is used to transform this constrained minimization
problem into an unconstrained one [34,35]. In the barrier approach, the minimization is applied
to a penalized cost function Jp(T) = J(T) + β ∑h Ch(T), where Ch are the constraint functions
and β the barrier coefficient (over which we iterate when the constraints are not respected).
The constraints and the minimization method are described with more details in Appendix A.
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Figure 1. Algorithm for the automatic registration.
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The python scripts for the automatic registration and the morphing are available online
(Supplementary https://github.com/clecoz/precipitation-morphing.git). The scripts permit to
reproduce the results for the synthetic case described below.

2.3. Dealing with Irregularly Spaced Observations

The automatic registration algorithm described above assumes that both signals u and v are on
the same regular grid. However, in practice, one might deal with irregularly spaced observations,
such as rain-gauge data.

In such a case, the observations are interpolated on the same regular grid, using kriging (details
about the kriging are given in Section 3.2). In the remainder of the article, we will refer to the gauge
interpolation as “kriging”, while “interpolation” will refer to the bi-linear interpolation used in the
automatic registration and morphing. The cost function J fro Equation (9) is modified to take the
unequal coverage of the domain into account. A mask function M is added in the first term of J:

J(T) = ‖M · (v− u ◦ (I + T))‖+ C1‖T‖+ C2‖∇T‖+ C3‖∇ · T‖ (10)

were · is the element-wise matrix multiplication. The mask function is defined such that it is equal
to 1 in a given perimeter around the observations and zero everywhere else. So, the difference
v− u ◦ (I + T) for the grid points far from any observation does not weigh in the cost function J.

3. Study Cases

3.1. Synthetic Case for Algorithm’s Validation

A synthetic case is used to investigate the convergence of the automatic registration algorithm and
to validate the morphing. The synthetic precipitation fields are generated on a regular nx × ny grid,
with nx = ny = 65(= 26 + 1). The synthetic rainfall events are represented by ellipses and are added
to a zero precipitation field (Figure 2). The fields u and v have two rainfall events each. However,
they are at different positions. The distortion between the fields include both a rotation and a shear.
The events also differ by their intensity and shape. The event in the lower right corner has the same
shape in both fields u and v, but has a difference of intensity of 5 mm/h. The event in the upper-left
corner has the same intensity in both u and v, but the ellipse has a different inclination.

(a) (b)
Figure 2. Precipitation fields u and v for the synthetic case, shown respectively in (a) and (b).

https://github.com/clecoz/precipitation-morphing.git
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3.2. Southern Ghana Case

In this case, we apply the automatic registration and the warping to real precipitation data.
Our goal is to gauge-adjust a satellite-based estimate with respect to the location of the rain events.
We assume the gauge measurements to be more accurate, but the IMERG has a higher spatial variability
that the gauges cannot reproduce because of their network’s density. Thus, our goal is to keep the
spatial variability of IMERG, while correcting the position mismatch with respect to the gauge. For this
real case, we will only look at the warping for this case. The morphing would make the warped field
similar to the gauges, even in areas without gauges.

The study area is a square domain over southern Ghana encompassing the Ghanaian cocoa
region. This domain has been chosen because of the particular high density of the Trans-African
Hydro-Meteorological Observatory (TAHMO) network in this area (Figure 3).

Southern Ghana has two rainy seasons. The main one extends from March to mid-July and the
second one occurs during September and October. We chose a rainfall event during the main monsoon
season. More precisely, we selected one hour during this event (from 18:00 to 19:00 of 22 April 2018).
Given the spatial resolution of IMERG (0.1◦ lat/lon), hourly accumulation is in good agreement with
the rainfall spatial and temporal variability [5]. Longer time scale would make it more difficult to
identify the individual events and very few precipitation datasets are available at a sub-daily scale.

Figure 3. Study domain (red rectangle) and the TAHMOstations available within the domain (white dots).

3.2.1. Precipitation Datasets

IMERG (Integrated Multi-satellitE Retrievals for GPM) is a high resolution global precipitation
product produced by NASA as part of the Global Precipitation Measurement (GPM) mission [36–38].
IMERG merges several satellite estimates from infrared, passive-microwave and satellite-radar.
Three versions are available at half-hourly and 0.1◦ lat/lon resolution: the Early, Late and Final runs.
The Final run is gauge-adjusted at monthly scale with the GPCC (Global Precipitation Climatology
Centre) gauge product. This product is not available for the Early and Late runs, which have
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respectively 5 h and 15 h latency. Instead, they are climatologically adjusted to the Final run. So,
they indirectly incorporate past gauge data through this climatological adjustment, but are independent
of recent rainfall measurements. The warping will be applied to IMERG-Late run, on a 37× 37 grid
points area corresponding to the study domain.

The Trans-African Hydro-Meteorological Observatory (TAHMO [39]) initiative aims to develop
a dense network of 20,000 hydro-meteorological stations in sub-Saharan Africa (equivalent to one
station each 30 km). These low-cost stations measure the standard meteorological variables, including
precipitation, at a high temporal resolution (5 min). The current TAHMO network contains over
500 stations, mainly in West and East Africa. Data from 66 TAHMO stations are available within the
study area for the selected hour.

IMERG-Late estimates and TAHMO measurements for the selected hour, i.e., for the 22 April 2018
between 18:00:00 and 19:00:00, can be seen in Figure 4. Both show one main rainfall event,
with a maximum of 45 mm/h according to IMERG-Late. TAHMO recorded a slightly higher maximum
of 53.45 mm/h at a gauge located South-West of IMERG’s peak.

Figure 4. IMERG-Late (background) and TAHMO (circles) accumulated rainfall between 18:00:00 and
19:00:00, within the study domain (dotted line).

3.2.2. Data Pre-Processing

TAHMO measurements are given on an irregular grid, while the automatic registration algorithm
assumes that all the data are defined on a regular grid. The TAHMO measurements were kriged on
the same 0.1◦ lat/lon grid as IMERG estimates (Figure 5). We used ordinary kriging with a square
root transform [40]. The ordinary kriging was done with PyKrige, a kriging toolkit for python (https:
//pypi.org/project/PyKrige/). We choose an exponential variogram with a sill of 1.0 (mm2/h2),
a range of 1.5◦ and a nugget of 0.01 (mm2/h2).

Contrary to the previous cases, this case uses real noisy data. Hence, some pre-processing
(beside the kriging) is necessary before applying the automatic registration. First, light precipitation
(<0.1 mm/h) is removed from both fields. Lighter precipitation is in general more difficult to detect,
hence subject to large uncertainties. Second, we add a zero-precipitation padding area around the study
domain. This area is added to avoid problems near the boundary due to the minimization constraints.
The extended domain corresponds to a nx × ny pixel grid, with nx = ny = 65. Finally, we normalized

https://pypi.org/project/PyKrige/
https://pypi.org/project/PyKrige/


Remote Sens. 2019, 11, 2557 10 of 27

the two fields such that the maximum rainfall is equal to 50 mm/h for both. Figure 6a,b show the
fields u (IMERG-Late) and v (TAHMO) after the three pre-processing steps described above. The study
domain is delimited by the dotted line, while the extended domain including the zero-padding area
is delimited by the solid line. The extended domain corresponds to a regular nx × ny grid, with
nx = ny = 65. These modified precipitation fields will be used as inputs for the automatic registration
procedure to find the mapping T. Once the mapping T is found, it will be applied to the original fields
u (Figure 4) on the extended domain.

Figure 5. TAHMO measurements (circles) and TAHMO kriged (background) within the study domain
(dotted line) for the selected event.
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(a) (b)
Figure 6. Fields u (IMERG-Late) and v (TAHMO) after pre-processing and used as inputs. The dotted
line delimits the study domain and the solid line the extended one, with the zero-padding area
in-between. (a) Field u (IMERG) after pre-processing. (b) Field v (TAHMO) after pre-processing.

4. Results

4.1. Synthetic Cases

The coefficients C1, C2 and C3 in the cost function J are set empirically to C1 = 1, C2 = C3 = 10.
We will first look at the convergence of the minimization problem on each domain Di for i = 1, ..., I,
with I = 5 (so that mI = 33× 33 < n = nx × ny = 65× 65, see Section 3). Then, we will look at the
performance of the automatic registration and morphing procedure.

The coefficients C1, C2 and C3 influence the value of the cost function, and so the convergence.
However, their impact on the mapped field is limited and mainly affect the area with no or low
precipitation. For example, multiplying the coefficients by two will give similar results in terms of
mean absolute error and root mean square error (see Appendix B).

4.1.1. Convergence

For each domain Di (i = 1, ..., 5), we investigate the convergence of both the inner loop (from the
barrier approach, that is, the iterations on the coefficient β) and of the outer loop (from the L-BFGS-B
minimization method) for the synthetic case (Figure 2).

The value of the cost function before and after minimization for each step i, as well as the number
of iterations needed by the L-BFGS-B method and the barrier approach to reach convergence, are shown
in Table 1. The iterations on the coefficient β are performed only if some constraints are violated. For
the ideal case described above, iterations over β are required for grids D2 and D5 (with a maximum of
3 iterations for D3). The number of iterations needed by the L-BFGS-B method varies depending on
the domain Di and the coefficient β. It is interesting to observe that less iterations are necessary for
increasing β. Domain D3 necessitates the highest number of iterations and D1 the lowest (1308 and
81 iterations respectively). These numbers are specific to this case and will vary depending on the
input fields u and v, and on the coefficients C1, C2 and C3. However, they show that convergence may
require a high number of iterations and that this number is difficult to predict.
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Table 1. Optimization results after each step i = 0, ..., 5 for the synthetic case. The number of iterations
needed for the barrier approach (β iterations) and for the L-BFGS-B method are given separately.
The total number of iterations correspond to the sum of the L-BFGS-B iterations for each β iteration.
The cost function Jp is evaluated before and after optimization (i.e., for the first guess Tfg

i and the
‘optimal’ grid T∗i ). The latter is also separate into three terms, the mapping error (Jm), the background
error (Jb) and the penalization term (not shown here because of its value close to zero).

i 1 2 3 4 5

Number of iterations
- Total 81 996 1308 502 443
- β iter. 1 3 1 1 2
- L-BFGS-B iter. for each β 81, β = 1 956, β = 1

36, β = 10
4, β = 100

1308, β = 1 502, β = 1 263, β = 1
180, β = 10

Cost function
Jp(T

fg
i ) 213.169 54.722 40.568 24.278 16.371

Jp(T∗i ) 30.058 18.408 19.193 14.790 13.191
Jo(T∗i ) 27.552 16.352 17.847 13.399 11.734
Jb(T∗i ) 2.507 2.056 1.345 1.391 1.457

The reduction of the cost function is more important on the coarser domains. It is divided by 7
on domain D1, by 3 on domain D2 and by 2 on domain D3 (Table 1). This is probably due to better
first guesses, since the displaced grid obtained on a domain Di is used to initialize the finer grid Di+1.
The observation error term Jo of the cost function is reduced greatly after optimization on the four
coarsest domains (from 27.552 after optimization on domain D1 to 13.399 on domain D4). However,
it increases from domain D2 to D3, before decreasing again on domain D4. This increase could be due
to the smoothing which is narrower for increasing i, making the position error more apparent in the
mapping error. This could also be due to the background error term (Jb), which larger decrease is also
from domain D2 to D3.

To investigate further the impact of each domain Di on the automatic registration procedure,
we examine the mean absolute error (MAE) of the morphed (umorph = umorph(λ=1)) and warped
(uwarp = uwarp(λ=1)) signals for different values of I (shown in Table 2). The MAE of the morphed
signal is divided by around 4.2 from I = 1 to I = 2 and by 2.6 from I = 2 to I = 3. Domains D4 and
D5 have a smaller impact on the MAE (MAE divided by around 1.3). Similar trend can be observed for
the MAE of the warped signal, but with a smaller decrease. The MAE is divided by 1.9 from I = 1
to I = 2 and from I = 2 to I = 3. Increasing I from 4 or 5 has only a minor effect on the MAE of the
warped signal.

Table 2. MAE (in mm/h) of the morphed (umorph) and warped (uwarp) signals obtained at different
steps i, for the synthetic case.

i 1 2 3 4 5

MAE
(

umorph − v
)

0.678 0.161 0.062 0.050 0.036
MAE

(
uwarp − v

)
0.531 0.281 0.147 0.137 0.133

The number of variables to optimize on a domain Di increases with increasing i. So, solving the
minimization problem becomes more computationally expensive. Moreover, we saw that domain D5 has
a smaller impact on the cost function and on the MAE of the morphed signals. Thus, in order to limit the
computational cost, the finer morphing grid will be set to I = 4 in the following validation section.
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4.1.2. Validation

In this subsection, we are looking at the performance of the automatic registration and of the
morphing procedure on the synthetic case for I = 4.

From the automatic registration procedure, we obtain a mapping function T that will be used to
distort the image in the morphing process. The mapping T is shown in Figure 7a. The corresponding
grid distortion is illustrated in Figure 7b which shows the regular nx × ny grid (on which u and v are
defined) before and after the mapping has been applied. By comparing with the signals u and v (in
Figure 2), one can see that the mapping was able to take into account both the rotation and the shear
between the events. The biggest distortions occur around the two rainy peaks, while the distorted
grid is more regular and closer to the original grid in the areas further away from the peaks. This is
due to the first regulation term of the cost functions ensuring that the transformation T is as “small”
as possible. The second regulation term is responsible for the smooth transition between these areas.
The impact of the third regulation term is more difficult to see directly. The third term penalizes grid
cell to shrinkage or expansion. Due to the locations of the rainfall events in the signals u and v, almost
the entire domain is influenced by the mapping T. Large distortions near the boundary can raise some
inconsistencies in the distorted grid, such as in the one in the lower-right corner in Figure 7b. A way to
avoid such discrepancies near the boundary would be to add a padding area around the domain filled
with zero precipitation.

(a) (b)
Figure 7. (a) Mapping T obtained from the automatic registration (with C1 = 0.1 and C2 = C3 = 1)
and (b) its effect on the pixel grid, for the synthetic case. (a) Mapping T. (b) Pixel grid Dn before (in
red) and after (in blue) distortion by the mapping T.

Once the mapping T is obtained, it can be applied to the signal u. One can see the impact of the
mapping by comparing the morphed signal umorph (Figure 8b) to the original signal u (Figure 8a).
The error between the morphed signal and the signal v is shown in Figure 8c. Figure 8c shows that
the absolute error is small compared to the intensity of the rain events. This is also reflected by the
low MAE in Table 1. Figure 8d shows that the errors have a clear delimitation, corresponding to the
rain events of the target field v. For this synthetic case, the center of the two events in umorph and v are
corresponding exactly with respect of the position.

It is interesting to note that, while the lower event had an error on the intensity and an error
on its location, the error of the morphed signal is lower around its peak than for the second (upper)
events. The error of the warped field is close to 5 mm/h near this peak (not shown here). This shows
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the advantage of morphing over warping when there is an intensity error. The upper event does
not have any intensity error, but it has a shape error (i.e., the ellipses have different inclinations).
The largest error in the morphed field umorph occurs around its peak. The top is underestimated,
while the surroundings are overestimated. This pattern would suggest an error due to the linear
interpolation used for the morphing. This underestimation is greatly reduced when using a 2d spline
instead of the current bi-linear interpolation (not shown here).

(a) (b)

(c) (d)
Figure 8. Morphing results: (a) original signal u, (b) morphed signal umorph, (c) absolute error between
the morphed signal and the target signal v and (d) error between the same two signals (using a different
scale). (a) u. (b) umorph. (c) |umorph − v|. (d) umorph − v.

4.2. Southern Ghana Case

The results described in this section are obtained for I = 4, with the regulation coefficients
empirically set to C1 = 0.1 and C2 = C3 = 1 (these coefficients are the same as for the synthetic
cases). We define the mask function M such that M = 1 at the grid points where the kriging variance
σkriging < 0.5 · sill = 0.5 mm2/h2 and M = 0 otherwise. The padding area is thus masked too.

4.2.1. Convergence

We first look at the convergence of the automatic registration procedure when applied to this real
(noisy) case. Table 3 shows the number of iterations (nit) needed by the L-BFGS-B method to converge
for each β, as well as the cost function before and after the minimization. Domain D4 (for β = 1)
necessitates the highest number of iterations and D1 the lowest (1463 and 10, respectively). Iterations
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on the coefficient β are preformed only on domain D4. Contrary to the synthetic case, the reduction
of the cost function is important on the finer morphing grid. It is divided by two on D2 and D3 and
by five on D4. In this case, the background term Jb is higher than the mapping error term Jm on all
domains Di. The cost function after optimization Jp(T∗i ) increases from domain D1 to D4, mostly due
to the background term Jb. The important increase of the mapping error Jm(T∗i ) on domain D4 is
mostly due to the smoothing that reveals sharper features.

Table 3. Optimization results after each step i = 0, ..., 4 for the southern Ghana case. The number
of iterations needed for the barrier approach (β iterations) and for the L-BFGS-B method are given
separately. The total number of iterations correspond to the sum of the L-BFGS-B iterations for each β

iterations. The cost function Jp is evaluated before and after optimization (i.e., for the first guess Tfg
i

and the ‘optimal’ grid T∗i ). The latter has also been separated into three terms, the mapping error (Jm),
the background error (Jb) and the penalization term (not shown here because of its value close to zero).

i 1 2 3 4

Number of iterations
- Total 10 60 433 1463
- β iter. 1 1 1 5
- L-BFGS-B iter. for each β 10, β = 1 60, β = 1 433, β = 1 1430, β = 1

16, β = 10
9, β = 100
4, β = 1000
4, β = 10,000

Cost function
Jp(T

fg
i ) 0.0516 0.0938 0.1068 0.3602

Jp(T∗i ) 0.0421 0.0424 0.0483 0.0679
Jm(T∗i ) 0.0168 0.0058 0.0060 0.0252
Jb(T∗i ) 0.0253 0.0376 0.0422 0.0427

4.2.2. Validation

The mapping T obtained from the automatic registration and its effect on the pixel grid Dn is
shown in Figure 9. The field is shifted toward the South-West. The deformations are more important in
the center and in the South of the domain, while being very small or null near the boundary. The area
near the boundary corresponds to the padding area which is filled with zeros. The regulation terms
are thus dominating the cost function in this area, especially the first one that ensure the mapping
to be as small as possible. In contrast, the first term of the cost function is dominant in the center of
the domain where the rainfall event is located. The second and third regulation terms ensure that the
transition between these two areas is smooth.

This mapping T is then applied to the field u, the satellite estimate from IMERG, to correct the
location of the rain event. Figure 10 shows the warped field uwarp and the TAHMO measurements.
One can see that the location of the rainfall event is corresponding more to the gauge data than
before the warping (Figure 4). We define the center of the event by the grid cell with the maximum
precipitation. Using the kriged gauge field v as the truth, we compute the position error of the event’s
center before and after the warping. It decreases from 55,365 km to 22,096 km. This remaining error of
22,096 km is due to an error in the longitude. Indeed, the maximum rainfall is at the correct latitude,
but is two grid cells to the East of the actual peak. This error in longitude can be explained by the
internal structure of the event. By comparing the pre-processed fields in Figure 6, one can see that the
peak is located in the eastern part of the event for IMERG (u), but in the West for the kriged gauge
(v). This difference could be due to the kriging and gauge network density (no gauge measurement is
available near the peak of the warped field).
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(a) (b)
Figure 9. (a) Mapping T obtained from the automatic registration (with C1 = 0.1 and C2 = C3 = 1)
and (b) its effect on the pixel grid, for the southern Ghana case. (a) Mapping T. (b) Pixel grid Dn before
(in red) and after (in blue) distortion by the mapping T.

Figure 10. Warped signal uwarp (background) and TAHMO measurements (circles).

To investigate further the automatic registration, we compute the MAE and RMSE between the
warped field and the target one, using the mappings Ti obtained at each step i (Table 4). Applying the
mapping T1, defined on the coarsest morphing grid, already greatly reduces the MAE and the RMSE
compared to the original errors. Increasing the resolution of the morphing grid, further decreases the
MAE and RMSE, except for the RMSE for i = 2. While the cost function is divided by five on domain
D4 (see Table 3), the reduction of the error from D3 to D4 is much smaller.

The target field v has been obtained by kriging the gauge data. Hence, some interpolation errors
were introduced, especially in the areas far from the gauges. Comparison to the whole field v is not
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representative, since it contains some large uncertainties. In the second part of Table 4, the warped
field uwarp is estimated at the station locations (shown in Figure 11 for T4) and is directly compared to
the gauge measurements. As previously, a large part of error reduction is occurring on domain D1.
In total (i.e., for i = I = 4), the RMSE has been divided by almost two, and the MAE by 1.5.

Table 4. MAE and RMSE of the warped (uwarp) signal compared to the kriged TAHMO field (v) and to
the gauge measurements, obtained at different steps i, for the southern Ghana case.

i Before 1 2 3 4

Kriged field
(
uwarp − v

)
- MAE (mm/h) 0.1748 0.0968 0.0936 0.0886 0.0865
- RMSE (mm/h) 1.6476 0.9171 0.9496 0.8976 0.8565

Gauge measurements
- MAE (mm/h) 2.0687 1.4365 1.4434 1.3849 1.3619
- RMSE (mm/h) 8.7053 5.5057 5.4984 4.9349 4.6690

Figure 11 shows the warped field at the station locations. The stations at which the gauge data
and the warped field disagree are numbered. At the other stations, both TAHMO and the warped
field estimate zero precipitation. The precipitation amounts at the 18 numbered stations according to
TAHMO, IMERG-Late (u), IMERG-Final and the warped field (uwarp) are shown in Figure 12. They are
ordered in decreasing order of precipitation with respect to TAHMO measurements. For stations 1
and 2 (with highest rainfall intensity), the warped signal is much closer to the measurements than
IMERG-Late and IMERG-Final. However, uwarp underestimates the intensity and estimates more
rainfall at station 2 than 1 (the opposite of TAHMO). This underestimation can be explained by two
factors. First, the maximum of IMERG-Late u on our domain (=45 mm/h) is lower than the one
recorded by TAHMO. Second, we used linear interpolation for the warping. The rainfall at station
3 is underestimated by the three satellite estimates. At the stations 4 and 5, both IMERG-Late and
IMERG-Final underestimate while uwarp overestimates. IMERG misses the precipitation at station 6,
while uwarp overestimates by almost a factor four. The remainder of the stations has very low or no
precipitation according to TAHMO. The three satellite estimates are similarly low (less than 1 mm/h)
at these stations, with a few exceptions: IMERG-Late and IMERG-Final at station 14 and uwarp at
stations 8 and 12. The overestimation by uwarp at station 8 corresponds to a second lower peak present
in the original field u but not in the target field v.

Figure 11. Warped signal uwarp at the stations location. The stations that differ from the TAHMO
measurements are numbered.
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Figure 12. Rainfall (in mm/h) at 18 TAHMO stations according to TAHMO, IMERG-Late, IMERG-Final
and the warped signal (uwarp).

5. Discussion

5.1. Convergence

The automatic registration algorithm converges for both the synthetic and the real (Southern
Ghana) case. However, some differences can be noticed when comparing the optimization results
shown in Tables 1 and 3.

The minimization method (L-BFGS-B) needs more iterations for the synthetic than for the real
case for all steps i except for i = 4. Iterations on the coefficient β were needed for step i = 2 and i = 5
for the synthetic case, while the real case needed it for its finer step i = 4. The real case is noisier than
the synthetic one, but the displacement between the field u and v is more straightforward. Indeed,
for the synthetic case, the mapping T has to describe both a rotation and a shear. For the real case,
the mapping T only has to represent a translation. On the coarser grids, the translation does not violate
the constraints on the barrier. On the other hand, a rotation is more likely to violate the constraints
and so to require iterations on β on coarser grids too. This shows that the number of iterations of both
the minimization and barrier method depends on the input fields u and v, especially on the mapping
complexity. It also depends on the coefficients C1, C2 and C3, but the influence of the chosen coefficient
values is limited (results not shown here).

For the synthetic case, the decrease in the cost function is more important for the first steps.
This can be explained by better first guesses for the finer grids. On the contrary, for the real case,
the decrease is more important in the last steps. While the events were identical in the synthetic
case, they have different shapes in the real one. On the coarser grid, these differences are masked by
the strong smoothing. They become more visible on the finer grid on which there is less smoothing.
The sharper features being more sensitive to small position errors results in a higher cost function.
The finer morphing grids allow the mapping to take the shape difference into account, on top of the
position error. The reduction of the cost function is thus becoming more important.

The intermediate mappings Ti give information about the impact of the steps i = 1, ..., I. They were
evaluated by looking at the MAE of the warped fields uwarp (Tables 2 and 4). In the real case, most
of the MAE decrease is reached after the first iteration (divided by around 2). The decrease after the
subsequent iterations is more marginal. The mapping on the coarser morphing grid D1 is already able
to capture reasonably well the displacement, that is, the translation toward the South-West. Thus,
the finer morphing grids induce less improvement. In the synthetic case, the MAE is improved greatly
after the first iteration too (divided by 7). However, the subsequent iterations continue to decrease the
MAE (divided by 3 after step 2 and by 2 after step 3). The first morphing grids are too coarse to describe
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accurately the complex displacement, which combine a rotation and a shear. Hence, increasing the
resolution of the morphing grids improves the mapping Ti and thus the MAE. The more complex the
displacement is, the finer the morphing grid needs to be and so the higher I has to be (i.e., the more
steps i we need).

The computational time increases exponentially with the number of steps i. All computations
shown here were done on a personal computer. For the synthetic case, the first four steps (i.e., i = 1, 2,
3 and 4) were completed in approximately 2 min, while the fifth iteration (i = 5) needed between 4 to
10 min (depending on the computer computational capacity). The real case requires fewer iterations
than the synthetic one and so a shorter computational time (∼1 min for I = 4 and ∼4 min for I = 5).

5.2. Validation

The automatic registration procedure converged, for both the synthetic and the real cases. It has
been shown that the error between the two original fields was considerably reduced by applying the
mapping T, even without bias adjustment (i.e., the warped field uwarp). An issue encountered in the
synthetic case was the grid distortion near the domain boundary (Figure 7). Some inconsistencies
can appear when the rainfall events are close to the boundary. This was solved in the real case by
adding a padding area, filled with zero precipitation, around the domain. This padding area enables
the mapping to have a smooth transition from the largest displacement near the events to (almost)
none near the new extended boundary (Figure 9a).

The automatic registration produced reasonable coordinate mapping in these two cases. However,
problems can arise if the dissimilarity between the two original fields are too strong. We do not have
a method to quantify this problem beforehand. However, there are some minimum conditions, such as
having the same number of events in both fields or the proximity of these events. The smoothing steps
of the registration algorithm can also be increased or decreased to allow the events to move further
or not. In this study, we did not push to the cases to the extreme to determine a feasibility threshold.
The goal of this article was to prove the applicability of registration and morphing to precipitation
data. A next step would be to apply it to other cases, including different rainfall regimes.

The warping succeeded in correcting the general position error between the fields u and v in both
cases. In the real case, the shape of the event is different in the original fields. One can notice that the
shape of the event is slightly altered by the mapping, but the internal structure stayed similar. The peak
(rainfall above 20 mm/h) is larger in the field u than in the target field v, but the event (rainfall above
1 mm/h) has a larger longitudinal spread according to v (see Figures 4 and 5). This can explain some
of the intensity differences at the station location (Figure 12). The stations 4 to 6 are in the center of the
event, the station 4 is especially very close to the peak (stations 1 and 2). The overestimation by the
warped field is related to the larger peak in the field u. Similarly, the underestimation at station 3 and
the overestimation at station 12 is due to their location near the edge of the event. Stations 3 and 12
are located close to the East edge and South edge of the event respectively and so are affected by the
spread difference of the event according to u and v.

The morphing has been evaluated only for the synthetic case. Table 2 shows the added advantages
of morphing over warping. The MAE of the warped signal is larger by factor 2 on domain D3 and by
a factor of 2.7 on domain D4 compared to the MAE of the morphed signal. This important difference is
due to the intensity difference between the lower event in u and the one in v. However, this advantage
decreases when the intensity difference decreases. When the intensity is the same for the two fields,
warping is more advantageous. Without difference in intensity, the residual r in the morphing formula
Equation (7) is unnecessary and only add numeric errors (because of the inverse transform (I + T)−1

and the extra linear interpolation). The morphing was not tested for the real case because of the
irregular nature of the observations. The uncertainty of the kriged field is high in large part of the
domain where no gauges are available. We made assumptions on the spatial mapping through the three
criteria for optimality. This allowed us to correct the position through the entire domain. However,
we can not make similar assumptions for the intensity.
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5.3. Applications

In this paper, we corrected a satellite-based precipitation estimate based on gauge measurements.
This position correction could be particularly useful to pre-process satellite rainfall data for applications
needing accurate rain event positioning. Image morphing can take both the position and the intensity
into account but we do not recommend to correct both at the same time. The morphed estimate
would then be comparable to the kriged gauge field, without any advantage of the more detailed
spatial structure of the satellite observations. A two-step approach is preferred, with first the position
correction using the warping and then a bias correction such as the additive-multiplicative one used
by IMERG-Final. Such position correction could be particularly beneficial as a pre-processing step for
hydrological modelling applications. Rainfall data is an important input for hydrological models and
can have a large impact on their accuracy [41,42]. The correct positioning of rainfall events can be as
crucial as their intensities, especially for the localized events.

The morphing can also be applied to rainfall fields from other sources, such as a numerical
model. It can then be used for data assimilation. Two approaches are possible. The position correction
can be applied as a first step before the usual data assimilation on the intensity [22,24]. It is also
possible to assimilate both intensity and distortion at the same time, represented respectively by
the residual r and the mapping T [32,33]. In the second case one can take full advantage of the
morphing formulation. In this paper, we did not perform data assimilation as it was described in
References [32,33]. Instead, we used a similar method to theirs to correct the position in a satellite-based
estimate using gauge data. There are three main differences between our method and the morphing
described in References [32,33]. First, they used two penalty terms to ensure the smoothness of the
displacement field (based on its magnitude and gradient), we add a third penalty term based on the
divergence. Second, they solved the minimization problem for one grid point at a time (i.e., they have
several 1D minimization problems), while we solve it for all the grid points together (i.e., we have one
multi-variable minimization problem). Finally, we extend the method to non-gridded observations.
Contrary to radar data, the gauge measurements used in our study case are irregularly spaced (i.e.,
non-gridded). In Reference [33], the framework for assimilating radar rainfall using morphing is
described but is not actually applied to real rainfall data.

The main limitation of image morphing is in fact the limitations of the automatic registration.
As discussed above, it can fail if the fields are too dissimilar. It is also influenced by the three
regulation coefficients C1, C2 and C3. For example, in the case of a low intensity event, the regulation
terms in Jb can dominate the cost function, not allowing the rain event to move. In this paper,
we explore the feasibility of image morphing for position correction in precipitation estimates.
However, we have not pushed to the extreme the cases to quantify its limits. This paper is meant as
a proof-of-concept. The next step will be to extend the study to other cases, involving different rainfall
regimes. Extreme cases should be included to determine the boundary within which the automatic
registration succeeds

6. Conclusions

We have investigated the use of a morphing approach for the gauge-adjustment of satellite-based
rainfall estimates with respect to position error. The morphing method, adapted from Reference [32],
has been applied to two cases. Synthetic rainfall events, represented by ellipses, have been used to
test the automatic registration and the morphing method. The second case, a convective rainfall event
in southern Ghana, showed the potential of the method when applied to real, noisy precipitation
data. We applied the position correction such that the gauge data were downscaled while keeping
the high spatial variability of the satellite-based product. The rain events estimated by IMERG-Late
were spatially shifted to match the gauge data. The morphing method can take both the intensity
and the position of the rain events into account. This is an advantage compared to the traditional
gauge-adjustment methods that are only looking at the intensity bias.
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The automatic registration is able to represent different types of distortions. However,
its performance of the registration depends on the degree of difference between the fields u and
v and on the regulation coefficients. The more complex the distortion between the fields is, the more
computationally expensive the registration is. For example, in the case of a simple distortion (such as
a translation), it is possible to choose a smaller number of steps I. The minimization method at each step
would also need fewer iterations. On the other hand, if the fields are too dissimilar, the registration can
fail. The regulation coefficients also influence both the convergence and the result of the registration.

This paper explores the use of an image morphing method to correct location errors in precipitation
estimates. The next step will be to extend the study to other case studies, including different rainfall
regimes. It should also be pushed to more extreme cases to determine the method’s limitations more
precisely. For example, the regulation coefficients have been chosen empirically in this study. A next
step will be to develop a more robust way to select them, for example by defining adaptive coefficients.

Supplementary Materials: The python scripts for the automatic registration and the morphing are available
online at https://github.com/clecoz/precipitation-morphing.git. The scripts permit to reproduce the synthetic
case shown in this article.

Author Contributions: Conceptualization, C.L.C., A.H., M.V., M.-c.t.V. and N.v.d.G.; methodology, C.L.C., A.H.
and M.V.; software, C.L.C.; formal analysis, C.L.C.; writing—original draft preparation, C.L.C.; writing—review
and editing, A.H., M.V., M.-c.t.V. and N.v.d.G.; funding acquisition, A.H. and N.v.d.G.

Funding: This research is supported by the TU Delft | Global Initiative, a program of the Delft University of
Technology to boost Science and Technology for Global Development.

Acknowledgments: This research is supported by the TU Delft | Global Initiative, a program of the Delft
University of Technology to boost Science andTechnology for Global Development. The work leading to these
results has received funding from the European Community’s Horizon 2020 Programme (2014–2020) under grant
agreement No. 776691 (TWIGA). The opinions expressed in the document are of the authors only and no way
reflect the European Commission’s opinions. The European Union is not liable for any use that may be made of
the information. We acknowledge TAHMO (www.tahmo.org) for providing the in-situ data.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Optimization Step of the Automatic Registration Algorithm

The automatic registration is based on the minimization of the cost function J given in Equation (9).
This is done in the third step of the algorithm (Figure 1). In this appendix, we give more information
about this important step of the algorithm, with a focus on the constraints (Appendix A.1) and on the
minimization method (Appendix A.2).

Appendix A.1. Constraints

This minimization problem include a certain number of constraints. These constraints
come from two requirements. First, we require that the nodes stay within the domain D (i.e.,
(I + T) (xk, yj) ∈ D ∀(xk, yj) ∈ Di. That is, the nodes on the boundary of the domain are allowed
to move inside the domain but no nodes are allowed to leave it. These constraints can be seen as
inequality constraints or as bounds. Second, the mapping I + T has to be invertible. Each node (xk, yj)

of the grid Di is constrained to the domain between the points (xk+1, yj), (xk, yj−1), (xk−1, yj) and
(xk, yj+1), in order to insure that the inverse mapping (I + T)−1 exists (see Reference [32]). This second
requirement translates as inequality constraints.

Since nodes on the boundary are allowed to move inside the domain, some computations will
need the value of an image outside the domain D (e.g., u ◦ (I + T)−1 on D or the smoothing of u
and v). To allow these computations, all the images are extended on IR2 by assuming that there is no
precipitation outside the domain, that is, ∀(x, y) 6∈ D, u(x, y) = v(x, y) = 0.

Appendix A.2. Minimization Method

In Reference [32], the minimization problem was solved by optimizing Ti one node after each other
(for all nodes of the grid Di). For each node, the coordinates x and y were updated alternatively using

https://github.com/clecoz/precipitation-morphing.git
www.tahmo.org
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a 1-D constrained non-linear optimization function. We use a different approach and optimize all the nodes
at the same time. The solution does not depend on the order in which the nodes are optimized. However,
the number of variables to optimize (2 · (2i + 1)2 for grid Di) increases exponentially with i. Constrained
optimization algorithms become computationally expensive for such large numbers of independent
variables. Thus, for computation efficiency, we used an iterative barrier approach ([34,35]).

In the barrier approach, the inequality constraints are added to the cost function J as
penalization terms:

Jp(Ti) = J(Ti) + β ∑
h

Ch(Ti) (A1)

where Ch are constraint functions and β is the barrier coefficient. The constraints that cannot be written
as bounds are converted into constraint functions Ch , such that Ch(Ti) > 0 if the constraint is violated
and Ch(Ti) = 0 if it is respected.

This new minimization problem does not have inequality constraints, only bounds from our
first requirement. Here, we minimized the penalized cost function Jp using the limited-memory
quasi-Newton method for bound-constrained problems (L-BFGS-B) method (with the Python function
scipy.optimize.minimize).

As mentioned above, the barrier approach is iterative. First, the cost function Jp is minimized
using the L-BFGS-B method with β = 1. If all the constraints are respected, the procedure stops.
Otherwise, the iterations continue with β = 10 · β. The iterations continue until all the constraints are
respected or until one of the stopping criteria is reached. We set two stopping criteria: (1) the decrease
of the cost function P is smaller than < 10−5 and (2) the root mean square difference of the grids Di
before and after is smaller < 10−5.

Appendix B. Sensitivity Study for the Regulation Coefficients C1, C2 and C3

The automatic registration is based on the minimization of the cost function J, which is composed
of an observation term and a background term. The background term Jb consists of the three
criteria defining the ’optimal’ mapping T. The three criteria concern the magnitude (Equation (2)),
the smoothness (Equation (3)) and the divergent (Equation (4)) of T. These three criteria can be tuned
with the regulation coefficients C1, C2 and C3 respectively. In this section, we look at the influence of
these three coefficient on the automatic registration.

For this sensitivity study, we use the synthetic case described in Section 3.1. In the result section
(Section 4), we empirically set the coefficients to C1 = 0.1 ans C2 = C3 = 1. Here, we consider four
more cases. We first look at the impact of the individual coefficients, setting the two other to zeros.
Then we examine the influence of their intensity by multiplying them by five. The only difference
between the results shown here and the ones in Section 3.1 are the regulation coefficients.

The impact of the coefficients on the morphed and warped signals can be seen in Table A1.
It shows the mean absolute error (MAE) of both signals for the four cases described above and for the
original case from Section 3.1. The MAEs are staying similar. The three cases with only one coefficient
have a slightly higher MAE for the morphed signal than the original case, but slightly lower for the
warped signal. Multiplying the three coefficients by five have the inverse effect. The MAE of the
morphed signal is lower but that of the warped signal is slightly higher. The coefficients seem to have
a limited impact on the warped and morphed signal.
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Table A1. MAE of the warped (uwarp) and morphed umorp signals compared to the target field (v) for
the different sensitivity runs (for I = 4).

Original Only C1 Only C2 Only C3 All Coef. ×5

C1 0.1 0.1 0 0 0.5
C2 1 0 1 0 5
C3 1 0 0 1 5

- MAE umorph(mm/h) 0.0496 0.0520 0.0535 0.0515 0.0396
- MAE uwarp(mm/h) 0.1371 0.1363 0.1368 0.1366 0.1374

We now look at the impact of these coefficients on the mapping T. Figures A1–A4 show the
mapping T and the resulting grid deformation for the four new cases. They can be compare to
Figure 7 for the original case. The main differences occur in area without precipitation. Without the
smoothing constraints, larger distortion occurs near the boundary near the lower-right corner (visible
in Figures A1 and A3 but not in Figure A2). Similarly, the grid appears very stretched on the right
upper side. The case with only the magnitude constraint (C1 = 0.1) exhibit the smooth transformation
(Figure A1). The divergent-free condition favours rotation-like patterns, in order to conserve the grid
cell’s volume. The weight of the coefficient also have an impact on the mapping T. By comparing
Figures 7a and A4a, one can see that the distortion is similar over the rainy area, while the spatial
displacement is smaller over the non-rainy area. The distortion is smoother and very similar to the
regular one in the upper-left corner, i.e away from the rainy peak.

To summarize, without the three weak constraints the distorted grid shows unnatural distortion.
However, the regulation coefficients mainly affect the mapping T in areas without rainfall. This is
reflected in the small influence it has over the morphed or warped field (Table A1).

(a) (b)
Figure A1. Sensitivity study: C1 = 0.1 and C2 = C3 = 0. (a) Mapping T obtained from the automatic
registration and (b) its effect on the pixel grid. (a) Mapping T. (b) Pixel grid Dn before (in red) and
after (in blue) distortion by the mapping T.
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(a) (b)
Figure A2. Sensitivity study: C2 = 1 and C1 = C3 = 0. (a) Mapping T obtained from the automatic
registration and (b) its effect on the pixel grid. (a) Mapping T. ((b) Pixel grid Dn before (in red) and
after (in blue) distortion by the mapping T.).

(a) (b)
Figure A3. Sensitivity study: C3 = 1 and C1 = C2 = 0. (a) Mapping T obtained from the automatic
registration and (b) its effect on the pixel grid. (a) Mapping T. (b) Pixel grid Dn before (in red) and
after (in blue) distortion by the mapping T.
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(a) (b)
Figure A4. Sensitivity study: C1 = 0.5 and C1 = C2 = 5. (a) Mapping T obtained from the automatic
registration and (b) its effect on the pixel grid. (a) Mapping T. (b) Pixel grid Dn before (in red) and
after (in blue) distortion by the mapping T.
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