
remote sensing  

Article

Past and Future Trajectories of Farmland Loss Due to
Rapid Urbanization Using Landsat Imagery and the
Markov-CA Model: A Case Study of Delhi, India

Junmei Tang and Liping Di *

Center for Spatial Information Science and Systems, George Mason University, 4087 University Drive,
Fairfax, VA 22030, USA; Jtang8@gmu.edu
* Correspondence: ldi@gmu.edu; Tel.: +1-703-993-6114

Received: 10 December 2018; Accepted: 15 January 2019; Published: 18 January 2019
����������
�������

Abstract: This study integrated multi-temporal Landsat images, the Markov-Cellular Automation
(CA) model, and socioeconomic factors to analyze the historical and future farmland loss in the
Delhi metropolitan area, one of the most rapidly urbanized areas in the world. Accordingly,
the major objectives of this study were: (1) to classify the land use and land cover (LULC) map
using multi-temporal Landsat images from 1994 to 2014; (2) to develop and calibrate the Markov-CA
model based on the Markov transition probabilities of LULC classes, the CA diffusion factor, and
other ancillary factors; and (3) to analyze and compare the past loss of farmland and predict the
future loss of farmland in relation to rapid urban expansion from the year 1995 to 2030. The predicted
results indicated the high accuracy of the Markov-CA model, with an overall accuracy of 0.75 and
Kappa value of 0.59. The predicted results showed that urban expansion is likely to continue to the
year of 2030, though the rate of increase will slow down from the year 2020. The area of farmland has
decreased and will continue to decrease at a relatively stable rate. The Markov-CA model provided
a better understanding of the past, current, and future trends of LULC change, with farmland loss
being a typical change in this region. The predicted result will help planners to develop suitable
government policies to guide sustainable urban development in Delhi, India.
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1. Introduction

Rapid urbanization due to economic development and population growth is increasing the
demand for nearby farmland and natural resources, especially nearby megacities [1,2]. In 2008, more
than half of the global population lived in cities and 81% of the global population will live in cities
by 2030 [3]. According to the United Nations, the prime locus of this spurt in urban population, such
as India, China, and Nigeria, will account for 37% of the projected urban population growth in the
world from 2014 to 2050 [3]. This rapid urbanization process has created massive changes in land
use and further modified the biogeochemical and hydrological cycles of our living environment [4,5].
Understanding historical spatiotemporal dynamics of land use change and predicting patterns of
future change can provide useful information for local communities and policy decision makers to
make sound decisions to enable sustainable development [6–8].

One of the typical land use changes caused by urbanization is the conversion of the agricultural
lands to residential, industrial, recreational, and transportation use, resulting in growing pressures on
the sustainability of agriculture production and resources [9,10]. For example, the rapid urbanization
in China has led to the loss of agricultural land and increases of land use intensity [11]. Similarly,
the conversion of agricultural lands in India caused numerous abandonment, resulting in degradation
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in roughly 50% of India’s land resources [10,12,13]. The loss and degradation in agricultural land
associated with the population growth have contributed to a decline in the per capita availability
of food grains [10,14]. Most developing countries are facing the dilemma of an increasing demand
on agricultural production and a decreasing availability of productive agricultural land due to the
economic development [15,16]. Therefore, sustainable development of agricultural land is a key
concern for both science and policy communities and the significant step to solve this dilemma is to
understand the past and future trajectories of farmland loss due to the urban expansion.

Remote sensing data provide effective tools to examine the area of agricultural land loss over large
geographic areas. With increasing availability and improving quality, satellite images have been widely
applied to monitor and analyze land use change during urban expansion in a timely and cost-effective
way [17–20]. Studies have utilized multi-temporal satellite images to investigate the significant loss of
agricultural lands in different Indian cities over defined periods [21–23]. The accuracies of historical
analysis and future prediction largely depend on the quality of the input data [24] and remote sensing
data have been widely used in landscape change analysis and model development due to their high
spatial accuracy and temporal frequency [24–27]. Significant improvement of remote sensing data in
both spatial and temporal resolution has greatly extended research in examining the trajectory of land
use change, as well as its driver analysis [26,28].

There are a wide variety of spatial models available to simulate and predict the land use change
using remote sensing data [29], ranging from physical models [30], statistical models [26,31], expert
models [32], and cellular models [24,33], to hybrid models [34,35]. Basically, land use change models
can be categorized into two groups: statistical description models [31,36,37] and spatial transition
models [38–40]. The spatial description models simulate the dynamics of landscape structure through a
variety of regression or statistic techniques, while the spatial transition models incorporate more spatial
information, such as the location or state configuration of the landscape [24]. For example, the early
Markovian analysis was used as a descriptive tool to predict the percentage change of landscape
types [41,42]. Through analyzing two or more consequent land use maps, Markov Chain (MC) models
predict the future patterns using the probability of change from one state to another [43]. However,
the Markov model alone is not sufficient to predict the spatial distribution of each category, even
though it can simulate the magnitude of change.

The Cellular Automata (CA) model is one of the most successful spatial transition models used to
simulate the complex land use change [33,44]. The CA model begins with a homogeneous cell-based
grid and adjusts itself through the transition rule derived from its neighborhoods. Through involving
more unknown, immeasurable spatiotemporal variables, this model is suitable for simulating complex
and hierarchical structures at a large scale [45,46]. The advantage of the CA model in simulating
land use change has been widely recognized since the theoretical abstraction and constraint of the
CA model in the real world can be easily achieved within a grid-GIS system using remote sensing
data [47–49].

In the last two decades, the hybrid Markov-CA model has been applied as a robust method
in the geographic and spatial domains, especially in land use change and urban growth prediction
since the remote sensing data can be efficiently incorporated into it [50,51]. As a spatial transition
model, the Markov-CA model has the advantage of two-way transition predictions among land use
classes, by combining the stochastic aspatial Markov techniques with the stochastic spatial cellular
automata method [52,53]. This model outperformed other regression-based models in predicting land
use change [38,54].

Whereas many approaches and techniques have been successfully applied for modeling and
predicting land use change, there is still a lack of incorporating socioeconomic or demographic variables
into simulation models [2], while land use change is affected by factors of biophysical condition,
socioeconomic development, government policy etc. [55]. Research on natural, social, and political
phenomena has traditionally been separated into different disciplines, each with its own terminologies
and methodologies [56,57]. This separation ignores the specific features of human-dominated land use
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change and is unable to adapt to dynamic system requirements. To monitor and predict this land use
change, it is essential to understand the complex interactions between physical and social factors and
how these interactions impact the change of landscape structure and patterns.

The research objective of this paper is to integrate multi-temporal land use data derived from
Landsat images, the Markov-CA model, and other ancillary factors to explore the historical and future
trajectories of farmland loss in the Delhi metropolitan area, one of the most rapidly urbanized areas
in the world. During the last two decades, the Delhi metropolitan area and its surrounding satellite
cities, called the National Capital Region (NCR), have exhibited soaring rates of landscape change,
representing typical characteristics of urbanization in developing countries. The specific objectives
of this research are to: (1) obtain the LULC maps of 1994, 2003, and 2014 for NCR by classifying
multi-temporal Landsat images; (2) develop and calibrate the Markov-CA model based on the Markov
transition probabilities of LULC classes, the CA diffusion factor, and ancillary factors; and (3) analyze
and compare the past loss of farmland and predict future loss of farmland in relation to rapid urban
expansion to the year 2030. The results from this research will provide an overview of past and future
trajectories of farmland loss and help decision makers and planners better manage the expected future
farmland loss and guide sustainable development during a period of rapid urbanization.

2. Study Site and Data

2.1. Study Site

The Delhi metropolitan area, one of the most populous metropolitan areas in India, was selected
as the study site in this research (Figure 1). The study area is also referred to as the National Capital
Region (NCR) of India, a coordinated planning region encompassing the entire National Capital
Territory of Delhi and several districts surrounding it from the states of Haryana, Uttar Pradesh, and
Rajasthan [58]. According to the Registrar General and Census Commissioner of India, the NCR had a
total population of around 45 million in 2017, covering an area of 34,144 km2.
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Figure 1. Study site—National Capital Region (NCR) of India.

Delhi metropolitan area has experienced rapid urbanization, with a large number of migrants
from other parts of India [59]. The total population in Delhi increased from 10 million in 1990 to
25 million in 2014; however, the rural population decreased from 10.07% in 1991 to 2.50% in 2012 [1,59].
As a result, the Delhi area has experienced rapid LULC change during the last two decades, especially
farmland loss.
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2.2. Data and Pre-Processing

Landsat images have the advantages of a stable quality, free availability, repetitive data
acquisition, and long-term historical archives, and have become a major data source for LULC
change analysis [60,61]. In this study, Landsat Thematic Mapper (TM)/Enhanced Thematic Mapper
(ETM)/Operational Land Imager (OLI) images (path 146/147, row 40) were collected for the most
rapidly urbanization period in India from 1994 to 2014 (Table 1). The selected images were acquired
in the two main growing seasons in India, Kharif (from July to October) and Rabi (from October to
March) [62]. Due to the high temperature, the summer or pre-monsoon season from April to June was
the non-growing season and was excluded in the image collection. All these images were resampled to
a 30 m spatial resolution and to the Universal Transverse Mercator (UTM) projection, with an accuracy
of better than 15 m root mean square error (RMSE).

Table 1. Landsat images collected in this research.

Path/Row Acquisition Date
(Year Month Day) Sensor and Data Characteristics Data Utility

146/40

1994 09 30 TM, 7 spectral bands, 30 m spatial resolution
Model development2003 03 07 ETM, 8 spectral bands, 30 m spatial resolution

2014 09 21 OLI, 11 spectral bands, 15 m spatial resolution

1998 09 09 TM, 7 spectral bands, 30 m spatial resolution
Model calibration2009 02 27 TM, 7 spectral bands, 30 m spatial resolution

2017 09 29 OLI, 11 spectral bands, 15 m spatial resolution Model validation

147/40

1994 09 21 TM, 7 spectral bands, 30 m spatial resolution
Model development2003 02 26 ETM, 8 spectral bands, 30 m spatial resolution

2014 09 28 OLI, 11 spectral bands, 15 m spatial resolution

1998 08 31 TM, 7 spectral bands, 30 m spatial resolution
Model calibration2009 03 06 TM, 7 spectral bands, 30 m spatial resolution

2017 10 06 OLI, 11 spectral bands, 15 m spatial resolution Model validation

Other reference data used in this research include the elevation and slope calculated from a 30 m
digital elevation model (DEM); road map to generate road density and distance to road; and other
socioeconomic variables (population density, population growth rate from 1991 to 2011, etc.) acquired
from the Census of India [63]. In order to accommodate the census data from the years 1991, 2001,
and 2011, the images used to develop the Markov-CA model were acquired in 1994, 2003, and 2014 to
enable their integration into one model since the land use change always occurs a few years later than
the population growth [64].

2.3. Image Classification and Accuracy Assessment

The conventional maximum likelihood classifier (MLC) was applied to obtain three LULC maps
for the model development, two maps for the model calibration, and one map for the model validation.
Six LULC classes, including urban, forest, farmland, grassland, water, wetland, and barren land, were
obtained. For each year, around 2000 pixels were selected as training samples based on the requirement
of traditional MLC methods and size of the study area. The post-classifications were conducted using
a majority statistical filter at a 3 × 3 pixel window to smooth the result and keep the dominant classes
within the moving window.

The accuracy assessment was performed using randomly selected test samples, around 2000
pixels each year, with 200 pixels for each class within each Landsat scene. The test data used to
assess the accuracy of the LULC maps were an independent set of test samples from the study area.
In order to avoid the inconsistency between the post-classification results and previous maps before
post-classification, we tried to select the test pixels from the center of each landscape polygon and
deleted the pixels along the boundary between LULC classes. The classified maps were compared
with selected test points and the error matrix was calculated for all the selected images, including the
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input data, calibration, and validation data. The producer accuracy, user accuracy, overall accuracy,
and Kappa coefficient for each year were derived and reported in Table 2.

Table 2. The accuracy assessment of landscape maps from 1994 to 2017.

Producer Accuracy (%) User Accuracy (%)

94 98 03 09 14 17 94 98 03 09 14 17

Urban 93.59 92.33 97.16 96.25 94.22 95.53 88.14 92.95 98.40 98.43 98.40 98.69
Farmland 84.51 63.17 70.89 71.68 86.30 86.01 89.66 75.27 68.44 71.62 84.82 86.80

Forest 96.39 92.69 96.86 98.27 93.56 97.33 84.10 73.57 91.95 91.92 93.41 87.62
Grassland 94.62 97.85 96.77 98.92 96.77 94.62 31.77 41.82 85.71 76.03 55.56 42.31
Wetland 99.10 100.00 98.01 99.99 100.00 98.39 96.88 85.92 47.62 54.55 89.58 80.26

Water 99.61 98.56 99.18 98.95 98.22 99.45 99.99 92.49 99.51 98.60 99.28 99.45
Bare land 99.01 100.00 100.00 99.99 99.25 100.00 99.99 89.09 86.27 98.99 100.00 97.78

Overall accuracy (%): 87.57(1994); 76.80 (1998); 80.27(2003); 81.70(2009); 89.97(2014); 89.61(2017)
Kappa: 0.84 (1994); 0.71(1998); 0.75 (2003); 0.77(2009); 0.87 (2014); 0.87(2017)

3. Methods

3.1. Markov Chain (MC) Model

Using discrete state spaces, the MC model has been applied to predict the behavior of complex
systems, such as LULC changes, animal movement, and human behavior [26,65–67]. Basically, the MC
model assumes the LULC changes are stochastic and the LULC categories are the states of a chain [26].
The state of a chain at time t + 1, Nt+1, only depends on its state at time t, Nt, which can be simply
expressed as:

Nt+1 = Nt × P(i, j) (1)

where P(i, j) is the one-step transition probability from state i to j during one time period. The one-step
transition probability P{Nt+1 = j|Nt = i} can be derived from the LULC transitions probabilities
occurring during k-steps Pm

ij as:

Pm
ij = L(i, j)

/ n

∑
i=1

nij (2)

(i, j) = ∑ k
k=1

Pm
ij

knm
(3)

where L(i, j) is the observed LULC data during the transition from state i to j, nij is the number of years
between the time step from i to j the total number of years is m, and P(i, j) is the yearly transition
probability derived from the normalized transition probability in multiple years.

Theoretically, the transition probability in the MC model is assumed to be spatially independent
and no spatial information of each LULC category is considered [68]. However, the change of LULC is
often affected by its neighboring cells instead of a simple function of its current state [51], which limits
the success of the MC model application. The use of the MC model and CA can resolve the issue of
spatial dependency by combining the spatial information though the local rules that were determined
by either the neighborhood cells or transition potential maps [69,70]. Therefore, the integration of MC
and CA models could take advantage of both models to better model the dynamics of LULC change.

3.2. Cellular Automata (CA) Model

According to the definition of the CA model, it has five components: cell space, cell states,
time steps, transition rules, and neighborhood. In this research, each map pixel was treated as one
cell and the conventional 3 × 3 Moore’s neighborhood was adopted to identify and calculate the
‘spatial force’ from its neighbors (Figure 2). The LULC class was used as the cell state and the states of
the neighboring cells were considered in determining the state of the center cell.
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The transition rule determines the new state of each cell from the current state of the cell and the
states of the cells in its neighborhood. The transition rule of CA in the LULC case of this study states
that the current cell may change its state if there are state differences between the cell and its neighbors.
For example, if the average membership of its neighboring cells for one LULC type is larger than the
membership of the center cell, there will be a driving force from the neighbors to the center cell for this
LULC type. The center cell’s state will be updated to the class having the highest transition probability
among its neighbors. Let Dij represent the difference of membership between the center pixel and
neighbor cells for LULC type i and j, and the minimum and maximum differences for each pair of class
are Dmin

ij and Dmax
ij . The transition probability P(i, j) from the LULC type i to the LULC type j in each

cell can be calculated by:

P(i, j) =
Dij − Dmin

ij

Dmax
ij − Dmin

ij
(4)

In this research, the transition rule was applied to derive the transition probability of cells, and
the entire LULC grids were updated annually. As the real engines of change in CA, the transition rule
specifies the cell’s behavior between time-step evolutions to determine the cell’s future state. Beside
the transition probability derived from the historical LULC change using the MC model, the other
transition suitability maps derived from elevation, slope, distance to road, and the socioeconomic
drivers were integrated into the Markov-CA model to predict the future LULC change.

3.3. Integrating Markov-CA and Other Drivers

A systematic framework for the Markov-CA model is illustrated in Figure 3. The Markov-CA
model was controlled by four driving forces: transition probability fp, neighboring effect fn, suitability
driver fs, and constrain factor fc. The transition probability fp was derived from the historical transition
MC model using Equation (3) and the neighboring effect fn was derived from the current cell status
(Figure 2, Equation (4)). The constrain factor fc was based on the constrain layer, including the water,
elevation, and slope (Figure 2), while the suitability driver fs represents the driving forces such as
population and road density (Figure 2).

All driving forces were normalized into a fuzzy membership ranging from 0 to 1, which controlled
the state of cells at time t + 1 according to the function St+1

ij = f
(

Pt
ij, Nt

ij, St
ij, Ct

ij

)
. LULC change is a

complex dynamics process that involves a number of environmental, social, and economic drivers [49].
The other factors that impact LULC change were defined and included in the transition rules as
suitability drivers (e.g., elevation, distance to road, road density, and population growth) and constrain
factors (e.g., lake, river, and reservoir) (Figure 4). For the census data, the city or town with a
population of more than 10,000 were collected for the years 1991, 2001, and 2011, and population maps
were generated using the Kriging function in Geostatistical Analysis of ArcGIS. The impact of each
sustainability driver from neighbor cells was defined by the membership difference between the center
cell and its neighbors as:
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SDxy =
1
n

n

∑
n=1

 MDn
xy −min

(
MDn

xy

)
max

(
MDn

xy

)
−min

(
MDn

xy

)
 (5)

where SDxy is the normalized membership difference at location (x,y), MDn
xy is the membership

difference in suitability drivers between the center cell and its neighbors, and n is the total number of
neighbor cells.
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3.4. Model Calibration and Validation

A critical step in the Markov-CA model is the calibration of the model to assign appropriate
parameters for each input variable. In this research, two LULC maps classified from Landsat
images acquired in 1998 and 2009 were used as empirical data. Each combination of four variables
(Pt

ij, Nt
ij, St

ij, Ct
ij) denotes one solution and the weights are integers ranging from 0 to 100. Once the

initial data and model code were chosen by the Monte Carlo random selection, the model was run at
yearly intervals to represent one solution combination till the calibration years. The calibration data
were the classified maps from the years 1998 and 2009. The parameter with the highest match was
ranked and selected for the next year’s simulation. The detailed operation of this calibration method
can be found in the papers by Shan et al. [71] and Al-Ahmadi et al. [72]. This step was repeated until
the years of two calibration maps and the best parameters with the lowest discrepancy were selected
as the model parameter.

The validation of the Markov-CA model was performed by comparing the predicted LULC
map with the empirical map of the same year. The predicted LULC map was then overlaid with the
empirical map of the year 2017 to visualize the spatial distribution of errors and to develop the error
matrix for each class. The root-mean-square-error (RMSE) was used to evaluate the accuracy of the
model as:

RMSE =

√√√√ 1
N

N

∑
i=1

(
Pei − Ppi

)2 (6)

where Pe is the percentage of each class from the classified map, Pp is the percentage of each class from
the empirical map, and N is the total number of LULC classes.

In order to evaluate the spatial distribution of the model performance, the empirical map and
predicted results were overlaid to derive the accuracy matrix and then the user’s and producer’s
accuracy of each class were calculated using this pixel-based accuracy matrix.

4. Results and Discussion

4.1. MC Transition Matrices from the Historical LULC Changes

The LULC maps classified from 1994, 2003, and 2014 Landsat images are shown in Figure 5.
The dominant LULC type is farmland, covering 7925.86 km2 and 78.98% of the study area in 2014.
The urban area has a very similar size to grassland during the 1990s, but increased dramatically from
461.35 km2 (4.60%) in 1994 to 1273.55 km2 (12.69%) in 2014. The obvious urban sprawl was found in
the North West and South West Districts in Delhi due to the rapid population growth and immigration,
as well as the area along the major transportation routes. These initial change analyses help us to
identify roads and the population as two suitability drivers in the model development.
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The total change areas between 1994 and 2003 and between 2003 and 2014 were 1190.81 km2 and
1311.58 km2 and the percentage change were 11.87% and 13.07%, respectively. The dominant LULC
class, farmland, decreased from 8745.56 km2 in 1994 to 8389.11 km2 in 2003 and to 7949.97 km2 in 2014.
The most significant changes were farmland loss to urban, which were 43.54% and 50.64%, respectively,
of the total area of farmland loss. This result indicates that significant farmland has been lost in the
study area during the last two decades due to its rapid urbanization.

The MC transition matrices were calculated based on the classified maps to determine the
landscape change (Tables 3 and 4). Within the transition table, each value represents the total changed
area and percentage from the starting year (column side) to the ending year (row side). The annual
transition probability matrix was further derived using Equations (2) and (3), by accumulating from
these two periods (Table 5). By examining the detailed landscape change data (Tables 3–5), it is clear
that the change from farmland to urban was the largest change, followed by the change from farmland
to natural vegetation (forest and grassland). This result indicates an obvious farmland loss during
the last two decades in the study area. The yearly transition probability was incorporated into the
Markov-CA model for the annual updates in the model prediction.

Table 3. Transition matrix of LULC area (km2) and percentage (%) between 1994 and 2003.

Area (Km2)
2003

Urban Forest Farmland Grassland Water Wetland Bare Land

1994

Urban 460.36 0.39 0.19 0.31 0.05 0.03 0.02
Forest 1.65 124.87 85.13 18.90 0.80 2.15 0.43

Farmland 322.35 200.77 8005.18 115.69 19.27 65.00 17.30
Grassland 13.15 35.54 160.38 226.10 0.60 4.42 0.52

Water 1.05 7.69 22.76 2.70 70.52 2.25 4.03
Wetland 1.15 2.10 2.33 0.61 0.44 17.25 0.33
Bare land 1.04 0.35 3.11 0.43 1.87 1.04 10.90

Percentage (%) Urban Forest Farmland Grassland Water Wetland Bare Land

1994

Urban 99.79 0.08 0.04 0.07 0.01 0.01 0.01
Forest 0.71 53.38 36.39 8.08 0.34 0.92 0.18

Farmland 3.69 2.30 91.53 1.32 0.22 0.74 0.20
Grassland 2.98 8.06 36.39 51.30 0.14 1.00 0.12

Water 0.95 6.93 20.50 2.43 63.53 2.03 3.63
Wetland 4.74 8.67 9.61 2.54 1.83 71.24 1.37
Bare land 5.52 1.84 16.61 2.31 9.96 5.57 58.15

Table 4. Transition matrix of LULC area (km2) and percentage (%) between 2003 and 2014.

Area (Km2)
2014

Urban Forest Farmland Grassland Water Wetland Bare Land

2003

Urban 800.75 0.47 0.10 0.22 0.03 0.21 0.01
Forest 39.47 149.63 122.25 14.79 3.44 1.48 0.51

Farmland 391.12 236.98 7616.72 94.68 14.75 28.25 6.60
Grassland 18.36 100.54 109.52 133.73 0.58 1.40 0.31

Water 1.89 1.25 18.47 0.82 20.21 0.86 2.26
Wetland 17.17 12.05 1.60 1.49 0.89 43.60 0.39
Bare land 4.80 0.48 3.09 0.31 2.58 1.01 13.46

Percentage (%) Urban Forest Farmland Grassland Water Wetland Bare Land

2003

Urban 99.87 0.06 0.01 0.03 0.00 0.03 0.00
Forest 11.90 45.13 36.87 4.46 1.04 0.45 0.15

Farmland 4.66 2.82 90.79 1.13 0.18 0.34 0.08
Grassland 5.04 27.59 30.05 36.70 0.16 0.38 0.08

Water 4.13 2.73 40.37 1.79 44.18 1.87 4.94
Wetland 22.25 15.62 2.07 1.94 1.15 56.48 0.50
Bare land 18.65 1.85 12.02 1.20 10.03 3.92 52.33
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Table 5. Annual transition probability (%) from 1994 to 2014.

Percentage (%)
2014

Urban Forest Farmland Grassland Water Wetland Bare Land

1994

Urban 99.98 0.01 0.00 0.00 0.00 0.00 0.02
Forest 0.58 94.92 3.70 0.65 0.07 0.07 0.02

Farmland 0.42 0.26 99.11 0.12 0.02 0.06 0.01
Grassland 0.39 1.70 3.39 94.42 0.01 0.07 0.01

Water 0.24 0.51 2.97 0.22 95.44 0.20 0.43
Wetland 1.27 1.19 0.63 0.23 0.15 96.42 0.10
Bare land 1.15 0.19 1.47 0.18 1.01 0.49 95.51

4.2. Predicted LULC Change Using Markov-CA Model

Our algorithm (Figure 3) was scripted and implemented in the Matlab and IDL/ENVI using
the landscape maps for 1994, 2003, and 2014. The first set of annual maps was produced using only
the Markov-CA model, without considering other driving factors. In order to illustrate the changing
pattern and model simulation results, the three simulated maps in the years 1995, 2003, and 2014 are
listed in Figure 6. The simulated LULC maps in 2003 and 2014 were further overlaid with the actual
classified map to display the simulation quality of the Markov-VA model. Obviously, the predicted
result in 2003 is better than the result in 2014, particular in the forest and grassland in the suburban
area, with less difference compared to the empirical maps (Figure 6). This might be caused by the
error propagation as the predicted result from the current year will be the input data for the next
year’s simulation. The error was accumulated not only from the model itself, but also the initial image
classification. For example, the low accuracy in grassland led to the low accuracy of grassland in our
model prediction (Table 2 and Figure 6). The landscape types with a less direct connection to the
socioeconomic drivers, e.g., grassland, wetland, bare land, and water, have a lower accuracy than the
socioeconomic-related landscapes. Meanwhile, the accumulated error increased over time and offset
the advantage of our model.
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As indicated in the figures, the urban area will continue to grow in the same pattern since the
expansion area will be located next or close to the existing urban areas. During the last two decades,
the dominant LULC class was farmland, as it covers more than 70% of the study area. In our results,
the initial predicted results showed that the increasing urban area from 1995 to 2005 was 401 km2,
which was less than the increased urban area (455 km2) from 2005 to 2015. This might have been caused
by the rapid urbanization in New Delhi after the 2000s. Urbanization and its subsequent landscape
change are usually driven by many other factors, such as population growth, economic development,
and government policies. Incorporating more drivers will help to develop better prediction results.

In our simulated landscape maps, the best predictable type of urban growth is the outward
expansion of urban area in the suburban area in the Markov-CA model [73]. As the “spreading” runs
in a repeated model in CA, the “changing” area in the suburban area can be easily predicted. In this
study, the predicted area can be easily turned into a homogeneous and isolated “island”; however, it is
hard or even impossible to predict the “emergent” centers, which might be caused by the local policy
or even population growth/migration.

Different from the previous widely used Markov-CA model, our model further incorporated
other socioeconomic drivers into the model (Figure 3). The advantage of our model is that it can
incorporate various socioeconomic developments, which might be major drivers of urban sprawls
in our study area. To measure the improvement as a result of the incorporation of these drivers,
the predicted results from our model (namely full Markov-CA model) and the Markov-CA model
without drivers (namely “only” Markov-CA model) were compared with the empirical maps that
were derived by classifying the Landsat images (in 1998 and 2009) (Figure 7). The maps B are the
predicted results derived by “only” the Markov-CA model, while the maps A are the results from our
model. In the predicted map in the year of 1998, the urban area was 744 km2 and 747 km2 in the “only”
Markov-CA model and our model, respectively while the empirical map was 774 km2. In 2009, our
predicted urban area was 1163 km2 and the “only” Markov-CA model was 1144 km2 while the area
in the empirical map was 1196 km2. This comparison indicated that the improvements in the map
derived by our model for 1998 are not as obvious as the improvements in the map derived by our
model for 2009, especially for the “new” urban centers far away from the existing urban area. These
differences could be found in the South West and North West districts, the most rapid developing
districts in Delhi. The population growth in these two districts was rapid, contributing 41.98% of the
total population growth in Delhi [63]. The large area of farmland in these two districts provides the
potential “developable” area for urban expansion. Rapid urbanization in these two districts led to the
development of various new settlements, including the informal Jhuggis and Jhoparis resettlement
colonies, refugee resettlement colonies, slum resettlement colonies, authorized/planned colonies,
unauthorized-regularized colonies, urbanized village/colonies, etc. [59]. The incorporated drivers,
especially the population change, help our model to predict these changes.

A detailed comparison of the empirical maps and the simulated results from two models were
conducted and the results are shown in Table 6. Obviously, our model coincided more with the
empirical map, especially in the predicted farmland and urban area. Although the RMSE increased
from the year 1998 to 2009 due to the error propagation, our model improved the simulation result
by incorporating other driving factors. Although the “full” model can predict better than the “only”
model, the improvement in the “full” model is not very evident, especially for the early prediction. For
example, the RMSE only decreased from 0.61 (“only” model) to 0.60 (“full” model) in 1998, while the
decrease in RMSE is more noticeable in 2009 (from 1.96 to 1.89). The possible reason for this is that the
length of prediction time is a significant factor that determines the RMSE. The longer the prediction
time, the larger RMSE will be. Meanwhile, the socioeconomic development is not that substantial in a
short period of time, which will limit the function of socioeconomic factors.
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Table 6. The comparison between the empirical maps and simulated results from two models.

Area (km2) Urban Forest Farmland Grassland Wetland Water Bare Land

1998

Empirical 762.48 341.51 8845.64 263.70 141.36 33.35 5.01
“Only” model 774.53 204.00 8600.47 341.02 153.67 3.37 10.19
“Full” model 747.50 204.26 8727.37 340.34 154.38 3.27 10.13

RMSE: 0.61 (“only” model); 0.60 (“full” model)

2009

Empirical 1275.10 730.46 7981.21 209.03 39.26 32.23 26.02
“Only” model 1144.36 384.88 8161.04 326.55 158.57 2.52 9.33
“Full” model 1163.62 387.40 8139.50 328.71 155.76 2.70 9.55

RMSE: 1.96 (“only” model); 1.89 (“full” model)

Note: “only” model represents the “only” Markov model, while the “full” model represents our model.

In the further analysis between the “only” model and “full” model in Table 6, it could be
noted that the socioeconomic drivers influenced different LULC types differently. The most obvious
improvement could be found in urban and farmland, which were more related to the socioeconomic
drivers. Obviously, the heterogeneous pattern of socioeconomic factors in urban or farmland was more
evident than the nature-related LULC classes and this helped the “full” model to predict. While other
LULC classes were not highly related to socioeconomic development, the improvements were not
very obvious. Another advantage of our model is for long-term prediction, since the socioeconomic
development usually needs decades. The input of socioeconomic drivers could help the model
simulation in the “correct” track.

4.3. Model Validation

In order to validate our model, the simulated map was overlaid with the empirical map for the
same year. Two stages were used in the validation: visual inspection and quantitative evaluation.
Figure 8 shows the agreement and disagreement components between the simulated map and the
corresponding empirical map in 2017. Obviously, the most accurate predicted classes were urban
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and farmland. Although there are many errors found along the boundary of the small towns, the
majority of the large city area, especially the most populated area, has a relatively higher accuracy than
other classes. With socioeconomic variables being considered, this model is more applicable to the
human-disturbed landscapes, such as urban area and farmland.
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In order to further validate the model prediction, a confusion matrix among land use types
between the empirical map and predicted map was developed (Table 7). The table shows the
comparisons and agreements between the simulated result and empirical map, and both user’s
accuracy and producer’s accuracy were calculated and listed in Table 7. In this research, the best
predicted class is farmland (with 89.08 user’s accuracy and 95.07% producer’s accuracy), followed by
the urban area (user’s accuracy 82.60% and producer’s accuracy 74.04%). The natural LULC classes,
particularly the classes with small areas, have a relatively low accuracy. The possible reason for this
poor performance is the frequent seasonal/annual fluctuations among these natural classes. The largest
error was found between forest and grassland (126 km2), followed by the error between grassland and
farmland (105 km2). These two errors caused the low accuracy in both grassland and forest. Yamuna
River, the longest and the second largest tributary river of the Ganges River in northern India, is the
major river in the study area and its major water source is the Yamunotri Glacier. During the last two
decades, Yumuna River has experienced a decrease in water quality due to population growth and
irrigation use, as well as a fluctuation in water discharge due to the seasonal melting of the glacier [74].
These unexpected changes in water area, as well as the nearby wetland and bare land, are hard to
predict and the simulation for the natural landscapes needs more input drivers or information.

Table 7. Confusion matrix and model validation for the Markov-CA model.

Empirical
Map (km2)

Predicted Map (km2) User’s
Accuracy (%)

Producer’s
Accuracy (%)Urban Forest Farmland Grassland Water Wetland Bareland

Urban 1174.78 5.35 393.19 12.51 0.41 0.08 0.42 82.60 74.04
Forest 62.30 62.43 326.41 125.74 0.61 0.31 0.15 34.93 10.80

Farmland 172.60 102.12 7031.78 75.32 5.33 1.66 7.52 89.08 95.07
Grassland 10.63 7.78 104.64 101.50 0.29 0.14 0.11 32.01 45.09
Wetland 0.22 0.26 10.71 0.16 1.33 0.02 0.45 15.67 10.10

Water 1.46 0.72 22.36 1.63 0.20 0.06 0.38 2.71 1.43
Bareland 0.33 0.06 4.54 0.19 0.31 0.06 0.23 1.67 3.96

Overall accuracy: 0.75; Kappa: 0.59; RMSE: 6.74
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4.4. Future Farmland Trajectories

As the national capital city of India, Delhi has experienced rapid LULC change as the result
of population growth and numerous migrants. Our model was used to predict the LULC change
from 1995 to 2030 at yearly steps. From each predicted map, the area of two dominant LULC classes,
farmland and urban area, was calculated to analyze the past and future trajectories of farmland loss
due to rapid urbanization. In the simulated result, the farmland has a consistent decreasing trend
from the 1990s and the trend continues to 2030, while the urban area, on the other hand, keeps on
increasing from 1995 to 2030. Specifically, the urban area will increase from 504.13 km2 to 2679.54 km2

and farmland will decrease from 8778.19 km2 to 7242.94 km2. Over the last two decades and next
fifteen years, rapid urbanization was and will still be the dominant change in the study area, which is
the major reason for the farmland loss.

Although the change patterns of urban and farmland are in the opposite directions, their change
rates are different. The farmland has a relatively stable decreasing pattern from 1995 to 2030, while the
increase rates of change of urban areas are larger during 2000s to 2020 than during the other periods
(Figure 9). This predicted result is consistent with the intensive urbanization in Delhi from the 2000s.
The rapid urbanization leads to the development of urban forms with the destruction of other land
use, particularly farmland from the 2000s [75]. Based on the predicted result, this rapid urbanization
in Delhi will continue until 2020 and slow down from 2020 to 2030.
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Besides the significant change from farmland to urban, the change from farmland to
forest/grassland was also obvious. The change from farmland to forest/grassland was caused by
the forest recovery policy [76], e.g., the native forest cover decreased before 2000 and then increased
due to reforestation policy. Therefore, this recovery is the major reason for the farmland loss to
forest. Another reason for the farmland loss is the misclassification, especially between farmland
and grassland. Although the selected images are both in growing seasons (e.g., September in 1994
and March in 2003), a spectral difference between September and March exists, which caused the
misclassification among cropland and grassland and led to the error in model prediction. A further
phenology analysis between cropland and forest/grassland is needed to improve classification in
the future.

5. Conclusions

Modeling LULC change under rapid urbanization is crucial for environmental management
and enables us to better understand the future LULC change. The spatial-temporal prediction of
LULC using multitemporal Landsat imagery and the Markov-CA model helps us to identify the past
and future trajectories of farmland loss in Delhi from 1990s due to rapid urbanization. This study
explored the potential of other socioeconomic drivers, particularly population growth, to improve
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the Markov-CA model and the improved model has been proved as a practical and effective one to
simulate and predict the LULC change in rapid urbanization areas.

The Markov-CA model has indicated the farmland loss in the study area from historical 1990s to
the future in 2030. The spatial-temporal model provides not only a quantitative description of change
in the past, but also the direction and magnitude of change in the future. However, there are several
limitations that can be improved in future studies:

• The accuracy assessment of the model was performed directly by overlaying the predicted result
with the classified map. However, the error of the model was accumulated from the data source,
data processing, and prediction models. How to develop a more robust method to assess these
errors is an interesting topic to be explored;

• The development of the study area was highly related to the rapid urbanization, particularly,
population growth and economic development. However, it does not incorporate other important
driving factors, such as climate, policy, and other human disturbance. Incorporating more critical
factors will improve our model prediction in te future work;

• Although multiple socioeconomic drivers were considered in our model, we treated each variable
equally by calculating the different membership between the center cell and its neighbor cells at
the same time (Equation (5)). Treating these variables differently and assigning different weights
to different socioeconomic factors will improve our model accuracy in the future;

• The model incorporated the driving factors through the neighborhood effect and Markov
transition probability linearly. This linear combination may be not true in reality and needs
more study to improve it. Finding dynamic and appropriate model parameters will improve this
model and is recommended for future study.
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