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#### Abstract

In view of the azimuth resolution of the helicopter-borne rotating array synthetic aperture radar (RoASAR) depending on the azimuth reconstruction angle and the sector distortion caused by the azimuth Deramp processing, this paper proposes an efficient helicopter-borne RoASAR high-resolution imaging algorithm based on two-dimensional (2-D) chirp-z transform (CZT). First, the high-order Taylor series expansion is performed on the slant range, and the accurate 2-D spectral expression of the point target is obtained by using the method of series reversion (MSR). Based on that, the space-variant characteristics of the range cell migration (RCM) terms are analyzed. After that, the space-variant RCM and the sector distortion effect caused by the azimuth Deramp processing are removed by using efficient 2-D CZT, thereby increasing the azimuth reconstruction angle and improving the azimuth resolution. The proposed algorithm is efficient without the interpolation operation, and it is easy to implement in real-time. Finally, the simulations are provided to verify the effectiveness of the proposed algorithm.
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## 1. Introduction

Helicopter-borne rotating array synthetic aperture radar (RoASAR) is a novel radar imaging model and system, which is installed and operated on a helicopter platform, where the radar antenna is set on a rigid support at the tip of the helicopter rotor. With the rotation of the rotor, the $360^{\circ}$ area synthetic aperture radar (SAR) image around the helicopter platform can be obtained without the movement of the helicopter platform [1,2]. This advantage breaks through the shortcomings that traditional SAR imaging is restricted by the blind area at the front of the platform, and it has become a popular choice for helicopter-borne anti-collision systems.

In a complex low-altitude environment, the RoASAR system provides high-resolution SAR images in front of the helicopter platform, for full day, all-weather and real-time monitoring of potential threats [3-5]. In addition to that, the RoASAR system can perform continuous data acquisition for fixed targets. In recent years, some imaging methods for RoASAR have been proposed to obtain the SAR images. The time-domain correlation imaging method, such as the back-projection (BP) algorithm in [6], can be applied to any geometric configuration, but it is not suitable for real-time imaging processing due to its high computational complexity. In recent years, some improved fast time-domain
algorithms have also been proposed to reduce the computational complexity [7-9]. The sub-aperture imaging method proposed in [10] is of a low computational complexity but suffers from low azimuth resolution. To overcome the low-resolution shortcoming, the Omega-k imaging method is proposed in [11-13], but it also has the great computation burden caused by the Stolt interpolation operation, and it is only applicable to the small imaging area near the center of the scene due to the range of spatial-variant characteristics of the tangential velocity. To reduce the computational complexity, a novel imaging method based on the chirp-z transform (CZT) is proposed in [14,15], in which an efficient CZT is utilized to remove the range-azimuth coupling. However, this method ignores the azimuth sector distortion caused by azimuth Deramp operation. With the requirements of a real-time, high-resolution and imaging scene scope requirements of the helicopter system, a fast high-resolution RoASAR imaging algorithm still needs to be studied.

To overcome the aforementioned issues, an efficient high resolution RoASAR imaging algorithm based on the two-dimensional (2-D) CZT is proposed in this work. First, for the imaging geometric configuration, the system parameters design and azimuth resolution dependence characteristics on the beam width and rotor rigid length are analyzed. With the high-order Taylor expansion of the instantaneous slant range, the precise 2-D frequency analytic expression is derived by method of series reversion (MSR) [16]. Furthermore, according to the analysis on the range-dependent range cell migration (RCM), an efficient inverse CZT (ICZT) is developed to remove the spatial-variant features of RCM. SAR image distortion in azimuth direction caused by the azimuth Deramp operation is analyzed and compensated by the improved CZT, and a well-focused high-resolution SAR image is obtained. Compared with the existing methods, the proposed method is computationally efficient thanks to avoiding the interpolation operation and is of high azimuth resolution because the large azimuth reconstruction angle is utilized. Finally, simulation results and analysis verify the correctness and effectiveness of the proposed algorithm.

The rest of the paper is organized as follows. In Section 2, the geometric and signal model of airborne RoASAR system are introduced, and then, the system parameters design, azimuth angular resolution and slant range approximation are analyzed. Section 3 describes the proposed 2-D CZT imaging algorithm. In Section 4, simulation results and analysis are provided to verify the feasibility of the algorithm. Section 5 concludes the paper briefly.

## 2. Overall Analysis of the Helicopter-Borne RoASAR System

### 2.1. Geometric Model of the Helicopter-Borne RoASAR System

Figure $1 \mathrm{a}, \mathrm{b}$ show the basic imaging geometric model of the RoASAR system, in which the antenna is integrated at the end of the inelastic rotary arm and mounted on the helicopter rotor shaft. In this configuration, the helicopter platform hovers at a height of $H$ above the ground, the length of the rotating arm is $r_{a}$, and the angular velocity is $\omega$. The irradiation direction of the radar is always perpendicular to the motion direction of the rotor end. Since the hovering state of the helicopter is regarded as a fixed platform, the lower angle $\theta$ is constant during the operation of the SAR.

Let $t_{a}$ represent the azimuth slow time variable and assume that the beam is illuminated on the positive half of the $X$-axis at time $t_{a}=0$. The coordinate of the reference point scatterer $P$ in the scene can be expressed as $\left(r_{p} \cos \theta_{p}, r_{p} \sin \theta_{p}, 0\right)$, where $r_{p}$ is the ground distance from the phase center of the antenna to the ground scatter $P$ and $\left(r_{a} \cos \theta_{t}, r_{a} \sin \theta_{t}, H\right)$ is the instantaneous coordinate of the radar antenna phase center at the time $t_{a}$. The relationship between the angle and radius is

$$
\left\{\begin{array}{c}
\theta_{t}=\theta_{0}+\omega t_{a}  \tag{1}\\
r_{p}=r_{a}+H \tan \theta \\
\theta_{p}=\omega t_{p}
\end{array}\right.
$$

In the helicopter-borne RoASAR system, the positive half of the $X$-axis is selected as $t_{a}=0$, and therefore, the corresponding initial angle is $\theta_{0}=0$. The instantaneous slant range from the radar antenna to the scatter $P$ is expressed as

$$
\begin{align*}
R\left(t_{a} ; r_{p}\right)= & \sqrt{\left(r_{a} \cos \theta_{t}-r_{p} \cos \theta_{p}\right)^{2}+\left(r_{a} \sin \theta_{t}-r_{p} \sin \theta_{p}\right)^{2}+H^{2}}  \tag{2}\\
& =\sqrt{r_{a}^{2}+r_{p}^{2}+H^{2}-2 r_{a} r_{p} \cos \left(\omega t_{a}-\omega t_{p}\right)}
\end{align*}
$$

Equation (2) is an exact expression of the slant range of RoASAR. Because of the cosine term in the slant range, it is difficult to obtain the accurate 2-D spectrum of the point target by using the principle of stationary phase (POSP), which brings difficulties to the design of an efficient frequency domain imaging algorithm. Therefore, some approximations must be made and the specific approximation process is given after the resolution and parameter analysis.


Figure 1. Rotating array synthetic aperture radar (RoASAR) imaging geometric configuration. (a) RoASAR 3-D imaging geometric model. (b) RoASAR front view image.

### 2.2. Resolution Analysis of the Helicopter-Borne RoASAR System

The analysis of RoASAR resolution and related system parameters selection are discussed now. The range resolution $\rho_{r}$ is determined by the bandwidth $B_{r}$ of the transmitted signal, i.e., $\rho_{r}=c /\left(2 B_{r}\right)$, and the corresponding ground resolution is $\Delta R_{g}=c /\left(2 B_{r} \sin \theta_{i n}\right)$, where $\theta_{i n}$ is the incident angle. While the azimuth resolution of the helicopter-borne RoASAR is different from the traditional stripmap SAR, it depends on the size of the azimuth reconstruction angle, the helicopter rotor length and the wavelength. According to the matched filtering theory, the azimuth temporal resolution depends on the azimuth Doppler bandwidth $B_{a}$, i.e., $\Delta t_{a}=1 / B_{a}$. In RoASAR, bandwidth $B_{a}$ is

$$
\begin{equation*}
B_{a}=2 \cdot \frac{2 v}{\lambda} \cos \left(\varphi_{\max }\right), \tag{3}
\end{equation*}
$$

where $\varphi_{\max }$ is the maximal angle between the antenna and the center of the aperture, and $v$ is the tangential velocity of antenna corresponding to the uniform rotation $\omega$. From the diagram of the beam radiation trajectory for the target P in Figure 2, it is calculated that $\varphi_{\max }=\cos ^{-1}\left(r_{p} \alpha / 2 R_{a \max }\right)$, where $\alpha$ is the azimuth reconstruction angle and $R_{a \max }$ is the maximum slant range corresponding to the point target in the reconstruction angle range. Therefore, the corresponding azimuth angular resolution is

$$
\begin{equation*}
\Delta \alpha=\omega \cdot \Delta t=\frac{\lambda}{4 r_{a} \cos \left(\varphi_{\max }\right)}=\frac{\lambda}{4 r_{a}} \frac{2 \sqrt{H^{2}+r_{p}^{2}+r_{a}^{2}-2 r_{a} r_{p} \cos (\alpha / 2)}}{r_{p} \cdot \alpha} \tag{4}
\end{equation*}
$$



Figure 2. Diagram of the beam radiation trajectory for the target $P$.
It can be seen that the azimuth angle resolution is related not only to the ground distance of the target $r_{p}$, but also to the rotor length $r_{a}$, helicopter platform height $H$ and azimuth reconstruction angle $\alpha$. In Figure 3a, the result of the angular resolution at the reconstructed angle $\alpha=70^{\circ}$ and target ground distance $r_{p}=2000 \mathrm{~m}$ against the lengths of the rotor and the heights of the aircraft, is depicted. Figure 3 b shows the azimuth angular resolution versus the reconstructed angle when the length of the rotor, the height of the aircraft and the target ground distance are fixed. Figure 3c shows the azimuth angular resolution versus the observation angle when the length of the rotor, the height of the aircraft and the target ground distance are fixed.


Figure 3. Variation curves of azimuth angular resolution. (a) Azimuth angular resolution varying with $r_{a}$ and $H$. (b) Azimuth angular resolution varying with reconstruction angle $\alpha$. (c) Azimuth angular resolution versus observation angle $\theta$.

From Figure 3a, the azimuth angular resolution decreases with the increase in the height of the helicopter platform $H$. This is mainly because the increase in the height of the aircraft causes the component of the antenna linear velocity on the radar and target line of sight (LOS) to become smaller, decreasing the Doppler bandwidth. The longer the rotor length is, the higher the angular resolution is. The reason is that with the azimuth angle being fixed, the longer the rotor length is, the larger the synthetic aperture will be. Figure $3 b$ shows that while other parameters are determined, the angular resolution of the target increases with an increase in reconstruction angle, which is consistent with the theoretical analysis.

Due to the physical limits of the helicopter's structure, the rotor length cannot be too long. To obtain higher azimuth resolution capability, it is hoped that the azimuth reconstructed angle can be as large as possible according to Figure 3b. However, the instantaneous slant range expression contains the cosine term, shown in Equation (2), which prevents the efficient frequency domain imaging algorithm developed. Therefore, some approximations need to be developed. For this problem, it is well-known that when the phase error introduced by the slant range approximation error $\Delta R$ is less than $\pi / 2$, the influence on the imaging result can be ignored, i.e., $4 \pi \Delta R / \lambda<\pi / 2$. According to the aforementioned analysis, we set the system parameters of helicopter-borne RoASAR as the platform height $H=1000 \mathrm{~m}$, rotor length $r_{a}=2 \mathrm{~m}$, rotation angular velocity $\omega=2 \pi f=15 \mathrm{rad} / \mathrm{s}$, radar wavelength $\lambda=0.03$ and the point target coordinates (2000,0,0).

The detailed equations of second-order and fourth-order Taylor series expansion of the instantaneous slant range are developed in Appendix A (A9) and (A10), respectively. Under this case, Figure 4a,b show the approximated errors introduced by the second-order and fourth-order Taylor series expansion. It can be seen from Figure 4 that, in order to produce a well-focused image, the azimuth reconstruction angle can only be taken in the range between $-27^{\circ}$ and $+27^{\circ}$, while the range of the reconstruction angle can be reached between $-55^{\circ}$ and $+55^{\circ}$, when the slant range is expanded as the fourth Taylor series. Therefore, in this work, slant range is expanded as a fourth-order Taylor series.


Figure 4. Instantaneous slant range approximation error. (b) Fourth-order approximation.

The slant range in Equation (2) is expanded as a fourth-order Taylor series, and the higher order terms are ignored, and two-way slant range now is

$$
\begin{gather*}
2 R\left(t_{a} ; r_{p}\right) \approx 2 \sqrt{r_{a}^{2}+r_{p}^{2}+H^{2}-2 r_{a} r_{p}\left(1-\frac{\omega^{2}\left(t_{a}-t_{p}\right)^{2}}{2}+\frac{\omega^{4}\left(t_{a}-t_{p}\right)^{4}}{24}\right)} \\
=2 \sqrt{R_{p}^{2}+r_{a} r_{p} \omega^{2}\left(t_{a}-t_{p}\right)^{2}-\frac{r_{a} r_{p} \omega^{4}}{12}\left(t_{a}-t_{p}\right)^{4}}  \tag{5}\\
\approx 2 R_{p}+\frac{r_{a} r_{p} \omega^{2}}{R_{p}}\left(t_{a}-t_{p}\right)^{2}-\left(\frac{r_{a} r_{p} \omega^{4}}{12 R_{p}}+\frac{r_{a}^{2} r_{p}^{2} \omega^{4}}{4 R_{p}^{3}}\right)\left(t_{a}-t_{p}\right)^{4} \\
=R_{0}+k_{2}\left(t_{a}-t_{p}\right)^{2}+k_{4}\left(t_{a}-t_{p}\right)^{4},
\end{gather*}
$$

where $R_{0}, R_{p}, k_{2}$ and $k_{4}$ are expressed as

$$
\left\{\begin{array}{c}
R_{0}=2 R_{p}=2 \sqrt{\left(r_{p}-r_{a}\right)^{2}+H^{2}}  \tag{6}\\
k_{2}=\frac{r_{a} r_{p} \omega^{2}}{R_{p}} \\
k_{4}=-\left(\frac{r_{a} r_{p} \omega^{4}}{12 R_{p}}+\frac{r_{a}^{2} r_{p}^{2} \omega^{4}}{4 R_{p}^{3}}\right)
\end{array}\right.
$$

where the coefficients $k_{2}$ and $k_{4}$ denote the range curvature and higher order phase coupling term, and $R_{0}$ is the minimum slant range between the target and the antenna phase center.

Assume that the radar transmits a linear frequency modulated (LFM) signal, then the received baseband echo signal of the point target after demodulation is

$$
\begin{gather*}
S_{1}\left(t_{r} ; t_{a}\right)=w_{r}\left[t_{r}-\frac{2 R\left(t_{a} ; r_{p}\right)}{c}\right] w_{a}\left(t_{a}\right) \exp \left[j \pi K_{r}\left(t_{r}-\frac{2 R\left(t_{a} ; r_{p}\right)}{c}\right)^{2}\right],  \tag{7}\\
\times \exp \left[-j \frac{4 \pi}{3} R\left(t_{a} ; r_{p}\right)\right]
\end{gather*}
$$

where $w_{r}(\cdot)$ and $w_{a}(\cdot)$ are range and azimuth envelopes, respectively, $t_{r}$ denotes the range fast time variable, $\lambda$ is the wavelength, $K_{r}$ is the frequency modulation factor, and $c$ is the speed of light.

## 3. Fast Imaging Algorithm for Helicopter-Borne RoASAR Based on 2-D CZT

In Section 2, the RoASAR geometry and signal model were presented, and some system parameters selection criteria were discussed. Based on that, the detailed derivations of the proposed fast RoASAR imaging algorithm using the 2-D CZT is now provided, which mainly contains the following three steps: (1) the precise 2-D frequency analytic expression, (2) spatial-variant RCM correction using an efficient, improved ICZT, and (3) SAR image azimuth distortion caused by the Deramp operation compensated by the CZT.

### 3.1. 2-D Spectrum Derivation Based on MSR

Due to the quartic item of $\left(t_{a}-t_{p}\right)$ in Equation (5), it is difficult to obtain the exact solution of the stationary phase point when the POSP is used to obtain the 2-D spectrum. In this paper, an MSR algorithm is introduced to derive the accurate 2-D spectrum analytic expression. After substituting Equations (5) and (6) into Equation (7) and using MSR (the detailed process of MSR is developed in Appendix B), the obtained accurate 2-D spectrum analytic expression is

$$
\begin{equation*}
S_{2}\left(f_{r} ; f_{a}\right)=W_{r}\left(f_{r}\right) W_{a}\left(f_{a}\right) \cdot \exp \left(-2 \pi f_{a} t_{p}\right) \cdot \exp \left[j \Phi\left(f_{r} ; f_{a}\right)\right] \tag{8}
\end{equation*}
$$

where the phase term $\Phi\left(f_{r} ; f_{a}\right)$ is expressed as

$$
\begin{equation*}
\Phi\left(f_{r} ; f_{a}\right)=-\frac{2 \pi\left(f_{r}+f_{c}\right)}{c} R_{0}-\frac{\pi f_{r}^{2}}{K_{r}}+\frac{\pi c}{2 k_{2}\left(f_{r}+f_{c}\right)} f_{a}^{2}-\frac{\pi c^{3} k_{4}}{2 k_{2}^{4}\left(f_{r}+f_{c}\right)^{3}} f_{a}^{4} \tag{9}
\end{equation*}
$$

where $f_{r}$ is the range frequency, $f_{a}$ is the azimuth frequency and $f_{c}$ is the carrier frequency. According to Equation (7), the range frequency and the azimuth frequency domain are coupled together, and expanding the phase term in Equation (9) as a power series of $f_{r}$ yields

$$
\begin{equation*}
\Phi\left(f_{r} ; f_{a}\right)=\phi_{0}\left(f_{a} ; R_{0}\right)+\phi_{1}\left(f_{a} ; R_{0}\right) f_{r}+\phi_{2}\left(f_{a} ; R_{0}\right) f_{r}^{2}+\phi_{3}\left(f_{a} ; R_{0}\right) f_{r}^{3} \tag{10}
\end{equation*}
$$

where

$$
\left\{\begin{array}{c}
\phi_{0}\left(f_{a} ; R_{0}\right)=-\frac{2 \pi f_{c} R_{0}}{c}+\frac{\pi c}{2 k_{2} f_{c}} f_{a}^{2}-\frac{\pi c^{3} k_{4}}{8 k_{2}^{4} f_{c}^{3}} f_{a}^{4}  \tag{11}\\
\phi_{1}\left(f_{a} ; R_{0}\right)=-\frac{2 \pi R_{0}}{c}-\frac{\pi c}{2 k_{2} f_{c}^{2}} f_{a}^{2}+\frac{3 \pi c^{3} k_{4}}{8 k_{2}^{4} f_{c}^{4}} f_{a}^{4} \\
\phi_{2}\left(f_{a} ; R_{0}\right)=-\frac{\pi}{K_{r}}+\frac{\pi c}{2 k_{2} f_{c}^{3}} f_{a}^{2}-\frac{3 \pi c^{3} k_{4}}{4 k_{2}^{4} f_{c}^{5}} f_{a}^{4} \\
\phi_{3}\left(f_{a} ; R_{0}\right)=-\frac{\pi c}{2 k_{2} f_{c}^{4}} f_{a}^{2}+\frac{5 \pi c^{3} k_{4}}{4 k_{2}^{4} f_{c}^{6}} f_{a}^{4}
\end{array}\right.
$$

where $\phi_{0}\left(f_{a} ; R_{0}\right)$ is the range-independent azimuth modulation term, $\phi_{1}\left(f_{a} ; R_{0}\right)$ is the RCM term, $\phi_{2}\left(f_{a} ; R_{0}\right)$ is the second range compression (SRC) term, and $\phi_{3}\left(f_{a} ; R_{0}\right)$ is the cubic cross-coupling term. Due to the range-dependent characteristic of the RCM term, it is impossible to perform a precise range compression for all of the targets located in different range cells. In order to obtain accurate range processing, an efficient improved ICZT algorithm is developed.

### 3.2. Range Processing

Because the image quality is seriously affected by the inaccurate range processing, it is necessary to analyze the characteristics of the range and azimuth coupling terms. In the 2-D frequency domain, it is inconvenient to analyze three variables at the same time. In order to better illustrate the range-dependent feature of SRC and cubic coupling terms, $f_{a}$ and $f_{r}$ in Equation (11) are replaced by $B_{a} / 2$ and $B_{r} / 2$, respectively, and the approximated expression of which has only one variable $R_{0}$ that is derived as follows:

$$
\begin{align*}
& \Delta \phi_{2}=\left|\phi_{2}\left(f_{a} ; R_{0}\right) f_{r}^{2}\right| \approx \phi_{2}\left(\frac{B_{a}}{2} ; R_{0}\right) \cdot\left(\frac{B_{r}}{2}\right)^{2} \\
& \Delta \phi_{3}=\left|\phi_{3}\left(f_{a} ; R_{0}\right) f_{r}^{3}\right| \approx \phi_{3}\left(\frac{B_{a}}{2} ; R_{0}\right) \cdot\left(\frac{B_{r}}{2}\right)^{3} \tag{12}
\end{align*}
$$

where $B_{a}$ is the Doppler bandwidth and $B_{r}$ is the transmitted signal bandwidth.
From Section 2, the RoASAR simulation parameters are listed in Table 1. Using Equation (12), the range-dependent characteristic curves of SRC and cubic terms are shown in Figure 5a,b. It is seen that the variation is far less than $\pi / 4$ and their range-dependent effect can be neglected in the range processing.

Table 1. Simulation Parameters.

| Parameters Name | Value |
| :---: | :---: |
| Rotator length | 2 m |
| Rotating angle speed | $15 \mathrm{rad} / \mathrm{s}$ |
| Platform altitude | 1000 m |
| Transmit bandwidth | 300 MHz |
| Carrier frequency | 10 GHz |
| Pulse repetition frequency | 10 kHz |
| Reference slant range | 2000 m |
| Azimuth beam width | $80^{\circ}$ |
| Scene size (range*azimuth) | $700 \mathrm{~m}^{*} 70^{\circ}$ |



Figure 5. Range-dependent characteristic curves versus slant range. (a) Cubic cross-coupling term $\phi_{3}$. (b) SRC term $\phi_{2}$. (c) RCM term $\phi_{1}$.

From Figure 5 c , the RCM term varies greatly. The final imaging result will be affected if it is ignored. Therefore, in order to obtain accurate focusing result, an improved ICZT method is proposed to correct range spatial-variant RCM in this paper.

According to the aforementioned analysis, the SRC and cubic cross-coupling terms can be compensated with the reference distance, and one builds a compensate function as follows:

$$
\begin{equation*}
H_{1}\left(f_{r} ; f_{a} ; R_{S}\right)=\exp \left[-j \phi_{3}\left(f_{a} ; R_{S}\right) f_{r}^{3}-j \phi_{2}\left(f_{a} ; R_{S}\right) f_{r}^{2}\right] \tag{13}
\end{equation*}
$$

where $R_{S}$ is the reference distance between the center of the scene and the phase center of the radar, and the 2-D signal expression after compensation is

$$
\begin{equation*}
S_{3,1}\left(f_{r} ; f_{a}\right)=W_{r}\left(f_{r}\right) W_{a}\left(f_{a}\right) \cdot \exp \left(-2 \pi f_{a} t_{p}\right) \exp \left[j \phi_{0}\left(f_{a} ; R_{0}\right)+j \phi_{1}\left(f_{a} ; R_{0}\right) f_{r}\right] . \tag{14}
\end{equation*}
$$

Since the RCM term cannot be ignored directly, the traditional Omega- k algorithm involves interpolation operations, but it increases the computational complexity. In this paper, an efficient improved ICZT is adopted to correct the RCM [17-19]. The RCM term $\phi_{1}\left(f_{a} ; R_{0}\right)$ is decomposed into two parts: One related to the scene reference distance and another related to the variation distance. By introducing a range variation term $\Delta R=R_{0}-R_{s}$, the RCM term $\phi_{1}\left(f_{a} ; R_{0}\right)$ can be rewritten as

$$
\begin{equation*}
\phi_{1}\left(f_{a} ; R_{0}\right)=R_{s} \frac{\phi_{1}\left(f_{a} ; R_{s}\right)}{R_{0}}+\Delta R \frac{\phi_{1}\left(f_{a} ; R_{0}\right)}{R_{0}} \tag{15}
\end{equation*}
$$

First, we compensate the bulk RCM term with the reference distance of the scene. The corresponding compensation function $H_{b u l k}\left(f_{r} ; f_{a} ; R_{s}\right)$ is used to compensate the bulk RCM term. The expression of the compensation function is

$$
\begin{equation*}
H_{b u l k}\left(f_{r} ; f_{a} ; R_{s}\right)=\exp \left(-j R_{s} \frac{\phi_{1}\left(f_{a} ; R_{s}\right) f_{r}}{R_{0}}\right) \tag{16}
\end{equation*}
$$

The compensated 2-D signal is expressed as

$$
\begin{equation*}
S_{3,2}\left(f_{r} ; f_{a}\right)=W_{r}\left(f_{r}\right) W_{a}\left(f_{a}\right) \cdot \exp \left(-2 \pi f_{a} t_{p}\right) \exp \left[j \phi_{0}\left(f_{a} ; R_{0}\right)+j \Delta R \frac{\phi_{1}\left(f_{a} ; R_{0}\right) f_{r}}{R_{0}}\right] \tag{17}
\end{equation*}
$$

According to $2 \Delta R f_{r}=\Delta R^{2}+f_{r}^{2}-\left(f_{r}-\Delta R\right)^{2}$, the first-order range term related to $\Delta R$ is decomposed as

$$
\begin{gather*}
\exp \left(j \Delta R \frac{\phi_{1}\left(f_{a} ; R_{0}\right) f_{r}}{R_{0}}\right)=\exp \left(j \frac{\phi_{1}\left(f_{a} ; R_{0}\right)}{R_{0}} \frac{\Delta R^{2}}{2}\right) \exp \left(j \frac{\phi_{1}\left(f_{a} ; R_{0}\right)}{R_{0}} \frac{f_{r}^{2}}{2}\right) .  \tag{18}\\
\times \exp \left(-j \frac{\phi_{1}\left(f_{i} ; R_{0}\right)}{R_{0}} \frac{\left(f_{r}-\Delta R\right)^{2}}{2}\right)
\end{gather*}
$$

The echo signal obtained by range inverse Fourier transform along the range frequency $f_{r}$ is

$$
\begin{gather*}
S_{3}\left(f_{r} ; f_{a} ; R_{s}\right)=\int S_{3,2}\left(f_{r} ; f_{a}\right) \exp \left[-j \Delta R \frac{\phi_{1}\left(f_{a} ; R_{s}\right) f_{r}}{R_{s}}\right] d f_{r} \\
=\exp \left(-j \frac{\phi_{1}\left(f_{a} ; R_{s}\right)}{R_{s}} \frac{\Delta R^{2}}{2}\right) \times \int S_{3,2}\left(f_{r} ; f_{a}\right)  \tag{19}\\
\times \exp \left(-j \frac{\phi_{1}\left(f_{a} ; R_{s}\right)}{R_{s}} \frac{f_{r}^{2}}{2}\right) \exp \left(j \frac{\phi_{1}\left(f_{a} ; R_{s}\right)}{R_{s}} \frac{\left(f_{r}-\Delta R\right)^{2}}{2}\right) d f_{r}
\end{gather*}
$$

In Equation (19), the exponential term unrelated to $f_{r}$ is removed from the integral and $R_{0}$ is replaced by $R_{s}$ (because $R_{s}$ has little influence on the error), and it is simplified as

$$
\begin{gather*}
S_{3}\left(f_{r} ; f_{a} ; R_{S}\right)=\exp \left(-j \frac{\phi_{1}\left(f_{a} ; R_{s}\right)}{R_{S}} \frac{\Delta R^{2}}{2}\right) \\
\times\left\{\left[S_{3,2}\left(f_{r} ; f_{a}\right) \exp \left(-j \frac{\phi_{1}\left(f_{a} ; R_{s}\right)}{R_{s}} \frac{f_{r}^{2}}{2}\right)\right] \bigotimes \exp \left(j \frac{\phi_{1}\left(f_{a} ; R_{s}\right)}{R_{s}} \frac{f_{r}^{2}}{2}\right)\right\} \tag{20}
\end{gather*}
$$

Obviously, Equation (20) is a process of ICZT after expansion. By use of twice phase multiplications and one convolution operation, the expression of the range Doppler domain of the signal is

$$
\begin{equation*}
S_{I C Z T}\left(t_{r} ; f_{a}\right)=w_{r}\left(t_{r}-\frac{R_{0}}{c}\right) W_{a}\left(f_{a}\right) \cdot \exp \left(-2 \pi f_{a} t_{p}\right) \exp \left[j \phi_{0}\left(f_{a} ; R_{0}\right)\right] . \tag{21}
\end{equation*}
$$

From Equation (21), we can see that the range migration factor is equalized to be in unity after the ICZT operation, which means that the range spatial RCM is completely removed. Then, the azimuth processing can be applied to compress the azimuth modulated term.

### 3.3. Azimuth Processing

The Doppler centroid frequency of the target varies with the azimuth position under the wide azimuth beam. Standard SPECAN algorithm cannot obtain good focusing images in azimuth direction through Deramp processing and fast Fourier transform (FFT) [20]. The output of direct FFT in a standard SPECAN algorithm after the Deramp processing is

$$
\begin{equation*}
S_{\text {specan }}\left(t_{r} ; f_{a}\right)=w_{r}\left(t_{r}-\frac{R_{0}}{c}\right) w_{a}\left(\pi \frac{F_{a}}{N_{a}}\left(f_{a}-\frac{2 r_{a}\left(r_{p}-r_{a}\right) \omega^{2}}{\lambda R_{0}} t_{p}\right)\right) \cdot \exp \left(-j \frac{2 \pi R_{0}}{\lambda}\right) \tag{22}
\end{equation*}
$$

Assume that the number of azimuth samples is $N_{a}$ and the time domain output sample spacing is

$$
\begin{equation*}
\Delta t=\frac{p r f}{N_{a} \cdot K_{a}}, \tag{23}
\end{equation*}
$$

where $p r f$ is the pulse repetition frequency, then $K_{a}$ is the azimuth frequency modulation factor, which varies with range, which results in uneven spacing of output samples and distortion in final imaging results. Its expression is as follows

$$
\begin{equation*}
K_{a}=\frac{r_{a}\left(r_{p}-r_{a}\right) \omega^{2}}{\lambda R_{0}} \tag{24}
\end{equation*}
$$

In general, image distortion is tolerable if the distance $r_{p}$ varies within a small range. But for the RoASAR system which operates at low altitudes, the distance $r_{p}$ changes rapidly as the beam moves from the edge to the center. In addition, because $\Delta t$ is proportional to $R_{0}$, target located at near range are elongated, and it is compressed at far range. Therefore, the non-uniform spacing sampling of azimuth will seriously affect the image quality.

The efficient CZT uses the scaling Fourier transform (SCFT), instead of the Fourier transform, to solve the non-uniform sampling problem [21-24]. The compression factor is

$$
\begin{equation*}
\beta=\frac{R_{s}}{R_{0}} \cdot \frac{\left(r_{p}-r_{a}\right)}{r_{s}}, \tag{25}
\end{equation*}
$$

where $r_{s}=\sqrt{R_{s}^{2}-H^{2}}$ represents the reference ground position.
The scaling factor is a function of range and requires performing a scaling operation at each range gate. After the scaling operation, the output sampling interval of each distance gate is uniform, and thus, an accurate focusing image can be obtained.

First, we remove the high-order phase term from the range processing result, and then replace the hyperbolic phase with the quadratic phase. The compensation function needed is

$$
\begin{equation*}
H_{2}\left(t_{r} ; f_{a} ; R_{0}\right)=\exp \left[-j \Delta \phi_{0}\left(f_{a} ; R_{0}\right)\right], \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta \phi_{0}\left(f_{a} ; R_{0}\right)=-\frac{\pi c^{3} k_{4}}{8 k_{2}^{4} f_{c}^{3}} f_{a}^{4} \tag{27}
\end{equation*}
$$

After multiplying the range processing results of Equation (21) by (26), we transform the remaining signals into the time domain, given by

$$
\begin{equation*}
S_{4}\left(t_{r} ; t_{a}\right)=w_{r}\left(t_{r}-\frac{R_{0}}{c}\right) w_{a}\left(t_{a}\right) \exp \left(-\frac{2 \pi R_{0}}{\lambda}\right) \exp \left[-j \pi \frac{2 r_{a}\left(r_{p}-r_{a}\right) \omega^{2}}{\lambda R_{0}}\left(t_{a}-t_{p}\right)^{2}\right] \tag{28}
\end{equation*}
$$

Based on the SPECAN algorithm, the Deramp processing is performed, and the azimuth-to-Deramp function is used to eliminate the quadratic phase. The Deramp function expression is

$$
\begin{equation*}
H_{3}\left(t_{r} ; t_{a} ; R_{0}\right)=\exp \left(j \pi \frac{2 r_{a}\left(r_{p}-r_{a}\right) \omega^{2}}{\lambda R_{0}}\left(t_{a}-t_{p}\right)^{2}\right) . \tag{29}
\end{equation*}
$$

Next, we propose to transform the signal into the range-Doppler domain by CZT to avoid interpolation. The kernel expression of CZT is

$$
\begin{equation*}
h_{\mathrm{CZT}}=\exp \left(-j 2 \pi \frac{1}{\beta} f_{a} t_{a}\right) . \tag{30}
\end{equation*}
$$

The final focusing image obtained is given by

$$
\begin{gather*}
S_{C Z T}\left(t_{r} ; f_{a}\right)=\operatorname{SCFT}\left\{S_{4}\left(t_{r} ; t_{a}\right) \cdot H_{4}\right\} \\
=w_{r}\left(t_{r}-\frac{R_{0}}{c}\right) w_{a}\left(\pi \frac{F_{a}}{N_{a}}\left(\frac{f_{a}}{\beta}-\frac{2 r_{a} r_{s} \omega^{2}}{\lambda R_{s}} t_{p}\right)\right) \exp \left(-\frac{2 \pi R_{0}}{\lambda}\right) . \tag{31}
\end{gather*}
$$

The flowchart of the whole algorithm is shown in Figure 6.


Figure 6. The flowchart of the algorithm presented in this paper.

### 3.4. Some Considerations of the Proposed Method in Applications

We now compare the computational complexity of our proposed method with the BP algorithm in [6] and Omega-k algorithm in [13]. The proposed algorithm avoids interpolation, and all the operations in the algorithm are realized by FFT and complex phase multiplications, which means it is of high efficiency. To be specific, we estimate the floating-point operations (FLOPs) of aforementioned algorithms. Generally speaking, an $N$-point FFT or inverse FFT (IFFT) need $5 N \log _{2}(N)$ FLOPs, and 6 N FLOPs are needed for one-time complex multiplication. Suppose that the range sample number is $N_{r}$, the azimuth sample number is $N_{a}$ and the length of the interpolator kernel is $N_{k e r}$. In this case, the computational complexity of BP algorithm in [6] is

$$
\begin{equation*}
C_{\mathrm{BP}}=10 N_{a} N_{r} \log _{2}\left(N_{r}\right)+6 N_{a} N_{r}+N_{a} N_{r}\left(10 N_{a} N_{r} \log _{2}\left(N_{r}\right)+6 N_{a} N_{r}\right) \tag{32}
\end{equation*}
$$

The computational load in terms of FLOPs for the Omega-k method in [13] is

$$
\begin{equation*}
C_{\text {Omega-k }}=20 N_{a} N_{r} \log _{2}\left(N_{r}\right)+20 N_{a} N_{r} \log _{2}\left(N_{a}\right)+18 N_{a} N_{r}+2\left(2 N_{\text {ker }}-1\right) N_{a} N_{r} . \tag{33}
\end{equation*}
$$

According to the flowchart of the proposed method in Figure 6, the computational load of the proposed method is mainly composed of the following steps. First, the 2-D frequency is obtained by 2D-FFT and the computational complexity is $5 N_{a} N_{r} \log _{2}\left(N_{r}\right)+5 N_{a} N_{r} \log _{2}\left(N_{a}\right)$ FLOPs. In range processing, the bulk RCM, SRC and cubic cross-coupling terms are compensated with the reference distance, directly, and the computational complexity is $6 N_{a} N_{r}$ FLOPs. Then, the range-dependent RCM term is removed by using an ICZT operation, which contains twice phase multiplications and one convolution operation. The computational complexity is $10 N_{a} N_{r} \log _{2}\left(N_{r}\right)+18 N_{a} N_{r}$ FLOPs. In azimuth processing, the implemented procedure mainly includes twice phase multiplications, one FFT and one CZT. In these steps, the computational complexity is $15 N_{a} N_{r} \log _{2}\left(N_{a}\right)+30 N_{a} N_{r}$ FLOPs. To
summarize, we combine the complex multiplication together, and the total computation load in terms of FLOPs for the proposed method is approximately expressed as

$$
\begin{equation*}
C_{\text {proposed }}=15 N_{a} N_{r} \log _{2}\left(N_{r}\right)+20 N_{a} N_{r} \log _{2}\left(N_{a}\right)+36 N_{a} N_{r} . \tag{34}
\end{equation*}
$$

It is noted that the BP and Omega-k algorithms that contain the correlation operation point-by-point and interpolations operation, respectively, have a higher computational load than the proposed algorithm, which means the proposed algorithm is more suitable to real-time imaging processing.

The motion errors generated from the atmospheric turbulence and platform tremble are contributing factors in the most airborne platforms, particularly in helicopter-borne RoASAR systems. The two-step approach in [25] and [26] is a common airborne motion compensation algorithm and can be easily integrated with the proposed 2-D CZT algorithm. First, the phase error correction for a reference range is defined and then it is carried out directly with range uncompressed data. Second, the phase error correction of range dependence is defined, which is carried out after the range cell migration correction (RCMC). In our system, the motion compensation step is also fused in the proposed method that can reduce the effects of the caused errors, depicted in Figure 6. Moreover, the data-driven autofocusing techniques in $[8,9]$ are also good candidate methods for the helicopter-borne RoASAR motion compensation, and its will be our future study.

## 4. Simulation Results and Analysis

In this section, simulation results are presented to demonstrate the effectiveness and performance of the proposed algorithm for high resolution helicopter-borne RoASAR, where the simulated data processing parameters are the same scene as the original data in Table 1. For fairness of comparison, no weighting window and sidelobe control approach are adopted here. A circular imaging region with twenty-five targets is adopted, as shown in Figure 7. To compare the performance, the results of the BP algorithm in [6], Omega-k method [13], and SPECAN algorithm in [20] are also provided.


Figure 7. Imaging scene distribution.
For the edge points of the imaging scene, the results of the bulk range compensated echo with the phase of the reference point and the ICZT results proposed in this paper are respectively shown in Figure 8. It can be seen from Figure 8a,b that the RCM is well corrected by ICZT, and the main energy is well concentrated into one range gate.


Figure 8. (a) Edge point range cell migration (RCM) result by bulk range compensation. (b) Edge point RCM correction result by inverse chirp-z transform (ICZT).

Meanwhile, to demonstrate the effectiveness of the proposed algorithm, the comparisons with the BP algorithm in [6], Omega-k algorithm in [13] and SPECAN algorithm in [20] are also provided. The imaging result of the BP algorithm and the Omega-k algorithm is depicted in Figure 9a,b. Both of them obtained a well-focused image, but suffering from a great computational load due to the time-domain correlation point-by-point and Stolt interpolation operation, respectively, which are not suitable for real-time imaging processing. The standard SPECAN algorithm adopts the azimuth Deramp operation, which ignores the influence of the range coupling term on the position modulation frequency, and the imaging result is depicted in Figure 9c. The imaging result shows an obvious sector shaped distortion, which is inconsistent with the original actual scene. The image result obtained by the proposed algorithm is shown in Figure 9d. It can be seen that the sector distortion caused by the Deramp operation has been well corrected, verifying the correctness and effectiveness of the proposed algorithm.


Figure 9. Comparison of the image results. (a) Back-projection (BP) algorithm in [6]. (b) Omega-k algorithm in [13]. (c) SPECAN algorithm in [20]. (d) Result by the proposed method.

To further demonstrate the performance of the proposed imaging algorithm, we present the magnified edge point target imaging results comparison in Figure 10. The range and azimuth profile of the BP algorithm and the Omega-k algorithm are depicted in Figure 10a-d, respectively. And the range and azimuth profile of the proposed method is provided in Figure 10e,f. It can be found that, from Figure 10, the well-focused SAR image can be obtained with the three methods.


Figure 10. Magnified point target imaging results comparison. (a) Range profile of the BP algorithm. (b) Azimuth profile of the BP algorithm. (c) Range profile of the Omega-k algorithm. (d) Azimuth profile of the Omega-k algorithm. (e) Range profile of our proposed method. (f) Azimuth profile of our proposed method.

The performance measures include displacement, integral sidelobe ratio (ISLR), peak sidelobe ratio (PSLR) and resolution, and are shown in Tables 2 and 3. The true positions of targets are provided in Figure 7. It can be seen that the imaging accuracy of our algorithm is higher than the standard SPECAN algorithm, but slightly lower than the traditional time-domain algorithm and Omega-k algorithm. The comparison of imaging quality shows the effectiveness of proposed algorithm. However, the proposed method has the advantage in computational complexity without interpolation operation.

Table 2. Measurement of point displacement.

| Approach | Range Displacement (m) |  |  |  | Azimuth Displacement $\left({ }^{\circ}\right)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | PT1 | PT2 | PT3 | PT4 | PT1 | PT2 | PT3 | PT4 |
| BP | -0.24 | 0 | +0.25 | 0 | 0 | -0.053 | 0 | +0.055 |
| Omega-k | -0.24 | 0 | +0.25 | 0 | 0 | -0.055 | 0 | +0.059 |
| SPECAN | -0.52 | 0 | +0.23 | 0 | 0 | -0.110 | 0 | +0.109 |
| Proposed method | -0.25 | 0 | +0.25 | 0 | 0 | -0.057 | 0 | +0.061 |

Table 3. Evaluation of the imaging performance.

| Approach | Range |  |  |  | Azimuth |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | PSLR (dB) | ISLR (dB) | Resolution (m) | PSLR (dB) | ISLR (dB) | Resolution ( ${ }^{\circ}$ ) |  |
| BP | -13.29 | -9.76 | 0.55 | -13.22 | -9.72 | 0.1154 |  |
| Omega-k | -13.24 | -9.69 | 0.59 | -12.74 | -9.68 | 0.1263 |  |
| Proposed method | -13.22 | -9.68 | 0.59 | -12.96 | -9.64 | 0.1290 |  |
| theoretical | -13.4 | -9.80 | 0.50 | -13.4 | -9.80 | 0.1117 |  |

In Figure 11, the running times of different approaches versus imaging scene size are presented, where we used an Intel quad-core processor, CPU clocked frequency at 3.2 GHz , memory of 8 GB , and a Windows 10 operating system. It confirms that the computational times of the proposed method and the Omega-k algorithm are much less than the BP algorithm. And the computational cost of the proposed method is less than the Omega- $k$ algorithm, since the interpolation operation is avoided, which is also consistent with the theoretical analysis. As the size of RoASAR imaging scene increases, the advantage of the proposed method in terms of running time is more obvious. To conclude, the proposed method can provide a high-resolution imaging result for helicopter-borne RoASAR, with a fast-computational speed in comparison with the BP algorithm in [6], fast factorized back-projection (FFBP) algorithm in [7], and Omega-k algorithm in [13]. This again demonstrates the proposed method is a promising candidate for practical applications.


Figure 11. The running times versus RoASAR imaging scene size.

## 5. Conclusions

Aiming at solving the problems of limited azimuth resolution and high computational complexity of a helicopter RoASAR system, an improved 2-D CZT imaging algorithm is proposed. Based on the fourth-order expansion of instantaneous slant range, the approximated phase equation of slant range tolerates a larger azimuth reconstruction angle, and thus, the azimuth resolution is improved. The improved ICZT is used to eliminate RCM, where FFT in the standard SPECAN algorithm is
replaced, which avoids the interpolation operation to eliminate the sector distortion and reduces the computational complexity. Finally, simulation results are provided to verify the effectiveness of the algorithm.
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## Appendix A

We now give a detailed derivation process of the Taylor series expansion. The mathematical expression of the Taylor series expansion is as follows.

$$
\begin{equation*}
f(x)=\left.\sum_{n=0}^{\infty} \frac{f^{(n)}(x)}{n!}\left(x-x_{0}\right)^{n}\right|_{x=x_{0}} \tag{A1}
\end{equation*}
$$

Based on (A1), the instantaneous slant range can be expressed as

$$
\begin{equation*}
R\left(t_{a}\right) \approx R\left(t_{P}\right)+\frac{R^{(1)}\left(t_{p}\right)\left(t_{a}-t_{p}\right)}{1!}+\frac{R^{(2)}\left(t_{p}\right)\left(t_{a}-t_{p}\right)^{2}}{2!}+\left.\ldots \frac{R^{(n)}\left(t_{p}\right)\left(t_{a}-t_{p}\right)^{n}}{n!}\right|_{t_{a}=t_{p}} \tag{A2}
\end{equation*}
$$

where

$$
\begin{equation*}
R\left(t_{a}\right)=\sqrt{r_{p}^{2}+r_{a}^{2}+H^{2}-2 r_{a} r_{p} \cos \omega\left(t_{a}-t_{p}\right)} \tag{A3}
\end{equation*}
$$

The first derivative of instantaneous slant range is

$$
\begin{equation*}
R^{(1)}\left(t_{a}\right)=\frac{r_{a} r_{p} \omega \sin \omega\left(t_{a}-t_{p}\right)}{\sqrt{r_{p}^{2}+r_{a}^{2}+H^{2}-2 r_{a} r_{p} \cos \omega\left(t_{a}-t_{p}\right)}}=\frac{\omega r_{a} r_{p} \sin \omega\left(t_{a}-t_{p}\right)}{R\left(t_{a}\right)} \tag{A4}
\end{equation*}
$$

Similarly, the second derivative of instantaneous slant range is

$$
\begin{equation*}
R^{(2)}\left(t_{a}\right)=\frac{\omega^{2} r_{a} r_{p} \cos \omega\left(t_{a}-t_{p}\right)}{R\left(t_{a}\right)}-\frac{\omega^{2} r_{a}^{2} r_{p}^{2} \sin ^{2} \omega\left(t_{a}-t_{p}\right)}{R^{3}\left(t_{a}\right)} \tag{A5}
\end{equation*}
$$

The third derivative of instantaneous slant range is

$$
\begin{gather*}
R^{(3)}\left(t_{a}\right)=-\frac{\omega^{3} r_{a} r_{p} \sin \omega\left(t_{a}-t_{p}\right)}{R\left(t_{a}\right)}-\frac{3 \omega^{3} r_{a}^{2} r_{p}{ }^{2} \sin \left[\omega\left(t_{a}-t_{p}\right)\right] \cos \left[\omega\left(t_{a}-t_{p}\right)\right]}{R^{3}\left(t_{a}\right)}  \tag{A6}\\
+\frac{3 \omega^{3} r_{a}{ }^{3} r_{p}{ }^{3} \sin ^{3} \omega\left(t_{a}-t_{p}\right)}{R^{5}\left(t_{a}\right)} .
\end{gather*}
$$

Finally, the fourth derivative of instantaneous slant range is

$$
\begin{align*}
R^{(4)}\left(t_{a}\right) & =-\frac{\omega^{4} r_{a} r_{p} \cos \omega\left(t_{a}-t_{p}\right)}{R\left(t_{a}\right)}-\frac{3 \omega^{4} r_{a}{ }^{2} r_{p}{ }^{2} \cos \left[\omega\left(t_{a}-t_{p}\right)\right]-4 \omega^{4} r_{a}{ }^{2} r_{p}{ }^{2} \sin \left[\omega\left(t_{a}-t_{p}\right)\right]}{R^{3}\left(t_{a}\right)}  \tag{A7}\\
& =\frac{18 \omega^{4} r_{a}{ }^{3} r_{p}{ }^{3} \sin ^{2}\left[\omega\left(t_{a}-t_{p}\right)\right] \cos \left[\omega\left(t_{a}-t_{p}\right)\right]}{R^{5}\left(t_{a}\right)}-\frac{15 \omega^{4} 4_{a}{ }^{4} r_{p}{ }^{4} \sin ^{4} \omega\left(t_{a}-t_{p}\right)}{R^{7}\left(t_{a}\right)} .
\end{align*}
$$

When $t_{a}=t_{P}$, the instantaneous slant range and their derivatives are

$$
\begin{gather*}
R\left(t_{P}\right)=\sqrt{r_{p}^{2}+r_{a}^{2}+H^{2}} \\
R^{(1)}\left(t_{P}\right)=0 \\
R^{(2)}\left(t_{P}\right)=\frac{\omega^{2} a_{a} r_{p}}{R\left(t_{p}\right)}  \tag{A8}\\
R^{(3)}\left(t_{P}\right)=0 \\
R^{(4)}\left(t_{P}\right)=-\frac{\omega^{4} r_{a} r_{p}}{R\left(t_{p}\right)}-\frac{3 \omega^{4} r_{a}^{2} r_{p}^{2}}{R^{3}\left(t_{p}\right)} .
\end{gather*}
$$

Using the results obtained, the second-order approximation of instantaneous slant range is given in (A9), where the approximation error is corresponding to Figure 4a in the paper.

$$
\begin{equation*}
R\left(t_{a}\right) \approx R\left(t_{p}\right)+\frac{1}{2} \frac{r_{a} r_{p} \omega^{2}}{R\left(t_{P}\right)}\left(t_{a}-t_{p}\right)^{2} \tag{A9}
\end{equation*}
$$

And the fourth-order approximation of instantaneous slant range is given in (A10), where the approximation error is corresponding to Figure $4 b$ in the paper.

$$
\begin{align*}
R\left(t_{a}\right) & \approx R\left(t_{p}\right)+\frac{1}{2} \frac{r_{a} r_{p} \omega^{2}}{R\left(t_{p}\right)}\left(t_{a}-t_{p}\right)^{2}+\frac{1}{24}\left(-\frac{\omega^{4} r_{a} r_{p}}{R\left(t_{p}\right)}-\frac{3 \omega^{4} r_{a}{ }^{2} r_{p}{ }^{2}}{R^{3}\left(t_{p}\right)}\right)\left(t_{a}-t_{p}\right)^{4}  \tag{A10}\\
& =R\left(t_{P}\right)+\frac{r_{a} r_{p} \omega^{2}}{2 R\left(t_{p}\right)}\left(t_{a}-t_{p}\right)^{2}-\left(\frac{\omega^{4} r_{a} r_{p}}{24 R\left(t_{p}\right)}-\frac{\omega^{4} r_{a}{ }^{2} r_{p}^{2}}{8 R^{3}\left(t_{p}\right)}\right)\left(t_{a}-t_{p}\right)^{4} .
\end{align*}
$$

Using (A10), the fourth-order Taylor series expansion of two-way slant range can be expressed as Equation (5) in the article.

## Appendix B

The MSR approach was originally developed in [16]. Based on the idea of MSR, the point target signal in the time domain after range compression is

$$
\begin{equation*}
S_{1}\left(t_{r} ; t_{a}\right)=w_{r}\left[t_{r}-\frac{2 R\left(t_{a} ; r_{p}\right)}{c}\right] w_{a}\left(t_{a}\right) \exp \left[-j \frac{4 \pi}{\lambda} R\left(t_{a} ; r_{p}\right)\right] \tag{A11}
\end{equation*}
$$

The fourth-order approximation of instantaneous slant range is

$$
\begin{equation*}
2 R\left(t_{a} ; r_{p}\right)=R_{0}+k_{2}\left(t_{a}-t_{p}\right)^{2}+k_{4}\left(t_{a}-t_{p}\right)^{4} \tag{A12}
\end{equation*}
$$

where the derivation of the coefficients is given in the previous response

$$
\left\{\begin{array}{c}
R_{0}=2 R_{p}=2 \sqrt{\left(r_{p}-r_{a}\right)^{2}+H^{2}}  \tag{A13}\\
k_{2}=\frac{r_{a} r_{p} \omega^{2}}{R_{p}} \\
k_{4}=-\left(\frac{r_{a} r_{p} \omega^{4}}{12 R_{p}}+\frac{r_{a}^{2} r_{p}^{2} \omega^{4}}{4 R_{p}^{3}}\right)
\end{array} .\right.
$$

Expanding the point target signal up to the fourth azimuth frequency terms, the 2-D point target spectrum is given by

$$
\begin{equation*}
S_{2}\left(f_{r} ; t_{a}\right)=W_{r}\left(f_{r}\right) w_{a}\left(t_{a}\right) \exp \left[-j 2 \pi \frac{\left(f_{r}+f_{c}\right) 2 R\left(t_{a} ; r_{p}\right)}{c}\right] . \tag{A14}
\end{equation*}
$$

Next, we perform an azimuth FT. Using the method of stationary phase, azimuth frequency is related to azimuth time by

$$
\begin{equation*}
\left(-\frac{c}{f_{r}+f_{c}}\right) f_{a}=2 k_{2}\left(t_{a}-t_{p}\right)+4 k_{4}\left(t_{a}-t_{p}\right)^{3} \tag{A15}
\end{equation*}
$$

We can derive an expression of $t_{a}$ in terms of $f_{a}$ by using the series reversion. Using the results in the Appendix in reference [16], we arrive at

$$
\begin{equation*}
t_{a}\left(f_{a}\right)-t_{p}=A_{1}\left(-\frac{c}{f_{r}+f_{c}} f_{a}\right)+A_{2}\left(-\frac{c}{f_{r}+f_{c}} f_{a}\right)^{2}+A_{3}\left(-\frac{c}{f_{r}+f_{c}} f_{a}\right)^{3} \tag{A16}
\end{equation*}
$$

where

$$
\begin{gather*}
A_{1}=\left(2 k_{2}\right)^{-1} \\
A_{2}=0  \tag{A17}\\
A_{3}=\left(2 k_{2}\right)^{-5}\left(0-2 k_{2} \cdot 4 k_{4}\right) .
\end{gather*}
$$

Substituting (A16) to (A14), we obtain the 2-D spectrum of $S_{1}\left(t_{r} ; t_{a}\right)$, given by

$$
\begin{equation*}
S_{3}\left(f_{r} ; f_{a}\right)=W_{r}\left(f_{r}\right) W_{a}\left(f_{a}\right) \cdot \exp \left(-2 \pi f_{a} t_{p}\right) \cdot \exp \left[j \Phi\left(f_{r} ; f_{a}\right)\right] \tag{A18}
\end{equation*}
$$

where the phase term $\Phi\left(f_{r} ; f_{a}\right)$ is expressed as

$$
\begin{equation*}
\Phi\left(f_{r} ; f_{a}\right)=-\frac{2 \pi\left(f_{r}+f_{c}\right)}{c} R_{0}-\frac{\pi f_{r}^{2}}{K_{r}}+\frac{\pi c}{2 k_{2}\left(f_{r}+f_{c}\right)} f_{a}^{2}-\frac{\pi c^{3} k_{4}}{2 k_{2}^{4}\left(f_{r}+f_{c}\right)^{3}} f_{a}^{4} \tag{A19}
\end{equation*}
$$
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