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Abstract: Vegetation phenology is the most intuitive and sensitive biological indicator of
environmental conditions, and the start of the season (SOS) can reflect the rapid response of
terrestrial ecosystems to climate change. At present, the model based on mean temperature neglects
the role of the daytime maximum temperature (TMAX) and the nighttime minimum temperature
(TMIN) in providing temperature accumulation and cold conditions at leaf onset. This study analyzed
the spatiotemporal variations of spring phenology for the boreal forest from 2001 to 2017 based
on the moderate-resolution imaging spectro-radiometer (MODIS) enhanced vegetation index (EVI)
data (MOD13A2) and investigated the asymmetric effects of daytime and nighttime warming on the
boreal forest spring phenology during TMAX and TMIN preseason by partial correlation analysis.
The results showed that the spring phenology was delayed with increasing latitude of the boreal
forest. Approximately 91.37% of the region showed an advancing trend during the study period,
with an average advancement rate of 3.38 ± 0.08 days/decade, and the change rates of different
land cover types differed, especially in open shrubland. The length of the TMIN preseason was
longer than that of the TMAX preseason and diurnal temperatures showed an asymmetrical increase
during different preseasons. The daytime and nighttime warming effects on the boreal forest are
asymmetrical. The TMAX has a greater impact on the vegetation spring phenology than TMIN as
a whole and the effect also has seasonal differences; the TMAX mainly affects the SOS in spring,
while TMIN has a greater impact in winter. The asymmetric effects of daytime and nighttime warming
on the SOS in the boreal forest were highlighted in this study, and the results suggest that diurnal
temperatures should be added to the forest terrestrial ecosystem model.
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1. Introduction

Vegetation and climate change have a complex interaction, as climate change affects vegetation
growth, and vegetation change has a specific feedback effect on the regional climate [1,2]. Spring
phenology is an important factor in measuring dynamic vegetation landscape changes, and has been
widely studied in different research fields [3–5]. The start of the season (SOS), as an important spring
phenology indicator, is very sensitive to global climate change. However, the traditional dynamic
phenological monitoring is mainly based on ground observations, which are difficult to obtain on a
larger spatial scale because of the high costs and low efficiency [6,7]. The development of remote sensing
technology provided a new method for the determination of vegetation phenological parameters [8–12].
These studies based on long time series satellite data have dynamically monitored vegetation
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phenology at different scales, such as hemisphere [13,14], continental [6,15,16] and national [17]
scales, and the SOS showed an apparent advancing trend during the past three decades in the Northern
Hemisphere [16,18,19]. Changes in spring phenology also alter ecosystem functions, leading to changes
in carbon, water, and energy balances [20–22]. Therefore, researching the SOS response to current
climate change is helpful in understanding future vegetation responses to climate change and the
dynamic changes in ecosystems.

The onset of vegetation green-up is not an instantaneous process. It requires an adequate
accumulation of heat during preseason dormancy and has a specific demand for chilling conditions [23].
Previous vegetation phenology studies that were based on mean temperature neglected the role of
daytime and nighttime temperatures in providing temperature accumulation and cold conditions.
In fact, there is a trend in most parts of the world where nighttime warming is faster than daytime
warming [24,25], resulting in a narrower diurnal temperature range (DTR). Because most of the
vegetation photosynthesis that occurs during the daytime is influenced by the maximum temperature
during the daytime (TMAX), and respiration occurs throughout the entire day and is affected by both
TMAX and minimum temperature during the nighttime (TMIN) [26], this diurnal warming pattern
will have an asymmetric effect on plant growth and carbon absorption and consumption, which also
have complex effects on phenology [27,28]. Based on the vegetation phenology mechanism, it is also
indicated that the period in which daytime and nighttime temperatures actually affect vegetation
phenology should be the preseason dormancy period of vegetation [29]. Thus, the length of the
preseason period is particularly important for understanding the effects of daytime and nighttime
temperatures on phenology.

Recent studies have shown that the increase in TMAX has a greater impact on the spring phenology
than TMIN in the Northern Hemisphere [23]. However, the opposite conclusions have been obtained in
particular areas, such as the Tibetan Plateau [30]. This difference may be due to the cold and dryness in
the Tibetan Plateau. The increase in TMIN reduces the possibility of frost occurrence, while the increase
in TMAX leads to the intensification of drought [31]. The seasonal SOS response to diurnal temperature
has also attracted research focus [32]. For example, in the temperate grasslands of China, Shen et al.
found that SOS is affected most strongly by winter TMAX and by spring TMIN [33]. However, most of
these studies are based on hemispheric scale and grasslands, and the impact mechanism of daytime
and nighttime temperature on forests at the regional scale remains to be further studied.

The boreal forest is located in the mid-high latitudes of the Northern Hemisphere and is one of the
most sensitive and early responding forest regions to climate change in the world [34,35]. Temperature,
precipitation, and solar radiation are the main driving factors that affect vegetation growth [36,37].
Although snow may delay the SOS, there is little evidence that precipitation has a significant impact on
phenology in the boreal forest [21], and previous studies have also shown that the vegetation phenology
is insensitive to the increase in CO2 in this area [29]. Thus, the boreal forest is an excellent place
to explore the response of forest vegetation phenology to temperature changes, especially daytime
and nighttime temperatures. The main objectives of this study are to (i) analyze the spatial and
temporal patterns in the spring phenology of the boreal forest at the pixel scale; (ii) explore the spring
phenological trends in different land cover types; (iii) reveal the lengths of the TMAX preseason
and TMIN preseason and consider the changes in daytime and nighttime temperatures during the
two preseasons; and (iv) clarify the asymmetric effects of daytime and nighttime temperatures on
phenology during the study period. The flowchart of our study is shown in Figure 1.
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Figure 1. The flowchart of this study. The acronyms in the figure are as follows: SOS (start of the season); DL 
(double logistic); SG (Savitzky–Golay filter); AG (asymmetric Gaussian); NEE (net ecosystem exchange); EVI 
(enhanced vegetation index); TMAX (daytime maximum temperature); TMIN (nighttime minimum 
temperature); DTR (diurnal temperature range). 

2. Materials and Methods 

2.1. Study Area 

The boreal forest is a circular forest belt located in the middle and high latitudes of the Northern 
Hemisphere with latitudes ranging from 45°30′N to 71°18′N (Figure 2). The boundaries of the study 

Figure 1. The flowchart of this study. The acronyms in the figure are as follows: SOS (start of
the season); DL (double logistic); SG (Savitzky–Golay filter); AG (asymmetric Gaussian); NEE (net
ecosystem exchange); EVI (enhanced vegetation index); TMAX (daytime maximum temperature);
TMIN (nighttime minimum temperature); DTR (diurnal temperature range).

2. Materials and Methods

2.1. Study Area

The boreal forest is a circular forest belt located in the middle and high latitudes of the Northern
Hemisphere with latitudes ranging from 45◦30′N to 71◦18′N (Figure 2). The boundaries of the study
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area were published in 2009 by The Nature Conservancy (TNC) based on the Terrestrial Ecoregions
of the World (TEOW) dataset [38]. The region is mainly affected by a temperate continental climate
and is characterized by humid summers and dry, cold winters. The mean annual temperature is from
−21.19 ◦C to 7.27 ◦C and decreases with increasing latitude. The average annual precipitation is from
80 mm to 2084 mm, and the precipitation distribution is quite different because the area is across
different climate zones. Vegetation in the study area can be classified into eight generalized types:
Mixed forest, deciduous broadleaf forest, deciduous needleleaf forest, and evergreen needleleaf forest,
which are distributed along the southern boundary of the boreal forest. The grasslands, savannas,
and woody savannas are concentrated in part of North America and Siberia and collectively constitute
59.45% of the area. Open shrubland is mainly distributed within the Arctic Circle.
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Figure 2. Location the study area and spatial distribution of the main land cover types (unchanged
from 2001 to 2017). The maps on the right are enlarged views of the local FLUXNET sites.

The entire study area includes the following 18 main ecological regions classified by TEOW [38]:
(a) Boreal Cordillera; (b) Boreal Shield; (c) East Siberian Taiga; (d) Eastern Canadian Forests; (e) Iceland
Boreal Birch Forests and Alpine Tundra; (f) Interior Alaska-Yukon Lowland Taiga; (g) Kamchatka-Kurile
Meadows and Space Forests; (h) Mid-Continental Canadian Forests; (i) Northeast Siberian Taiga;
(j) Northern Canadian Shied Taiga; (k) Okhotsk-Manchurian Taiga; (l) Sakhalin Island Taiga;
(m) Scandinavian and Russian Taiga; (n) Southern Hudson Bay Taiga; (o) Trans-Baikal Conifer
Forests; (p) Taiga Plains; (q) Ural Montane Forests and Tundra; and (r) West Siberian Taiga.

2.2. Datasets

2.2.1. Meteorological Data

Climatic Research Unit (CRU, https://crudata.uea.ac.uk/cru/data/hrg/) grid data based on monthly
observations at meteorological stations across the world’s land areas were used in combination with
existing climatology to obtain absolute monthly values [26,39]. In this study, we used the CRU
climatic dataset for the 2001 to 2017 period (version TS4.01), including TMAX, TMIN, DTR, monthly
precipitation and cloudiness (representing solar radiation), with a spatial resolution of 0.5◦ × 0.5◦ for
analyzing the relationships between diurnal warming and vegetation phenology.

https://crudata.uea.ac.uk/cru/data/hrg/
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2.2.2. MODIS Enhanced Vegetation Index

The enhanced vegetation index (EVI), which introduced the blue reflectance band and soil
adjustment parameters to correct for the residual aerosol and canopy background [40–42], is more
suitable for used in densely vegetated areas like the boreal forest than the normalized differential
vegetation index (NDVI). In this study, we use the moderate resolution imaging spectro-radiometer
(MODIS) EVI dataset (MOD13A2, collection 6) from January 2001 to December 2017 to extract the SOS
and the end of season (EOS) data across the study area. The MOD13A2 product was obtained from the
National Aeronautics and Space Administration (NASA) website (https://search.earthdata.nasa.gov)
with a 16-day temporal resolution and 1-km spatial resolution.

2.2.3. FLUXNET Dataset

Net ecosystem exchange (NEE) was used to evaluate and validate SOS data extracted by
MODIS EVI in this study. The daily NEE data are obtained from the FLUXNET 2015 dataset
(http://fluxnet.fluxdata.org/). FLUXNET is a global network of micrometeorological tower sites that
measure the exchanges of carbon dioxide (CO2), water vapor, and energy between terrestrial ecosystems
and the atmosphere, and the shared data are processed by uniform quality control, interpolation,
and splitting [43]. In this study, we selected data from 20 sites across the study area to remove the
years with significant outliers (value = −9999) and ultimately identified 86 NEE verification points.

2.2.4. Landcover Dataset

We used MCD12C1 (collection 6) to classify different boreal forest land cover types. The dataset
defines 17 types of land cover based on the International Geosphere-Biosphere Programme (IGBP)
global vegetation classification scheme. Non-vegetation (water bodies, permanent snow and ice,
barren), manmade (croplands, urban and built-up lands, cropland/natural vegetation mosaics) and
over-small (evergreen broadleaf forests, closed shrublands, permanent wetlands) land cover types
were removed in the study area. Deciduous broadleaf forest, deciduous needleleaf forest, evergreen
needleleaf forest, mixed forest, grassland, savannas, woody savannas, and open shrubland are used to
analyze in this paper. We also extracted land cover types that have not changed since 2001 to reduce
the impact of land cover changes on phenology for research.

2.3. Methods

2.3.1. Vegetation Phenology from MODIS EVI Data

The MOD13A2 product uses the maximum value composite (MVC) method to remove part of
the noise, but the composite value is still subject to interference from uncorrected aerosol and oblique
solar elevation angle, both of which decrease the EVI value and produce curves that are jagged and
irregular [44]. Therefore, to extract SOS, it is necessary to denoise and smooth the EVI time series;
that is, accomplish a time series reconstruction [45]. The double logistic function (DL), Savitzky–Golay
filter (SG) and asymmetric Gaussian model (AG) are the three most widely used methods for time
series fitting [7,46–48], and each method has advantages. DL is suitable for extracting phenological
characteristics of different vegetation types without artificial thresholds and performs better in high
latitudes with long-term snow and ice cover [8,47,49]. SG can retain the real details of the EVI time
series and smooth the curve in accordance with the vegetation growth law, which is beneficial to
high precision information extraction of vegetation phenology. AG has more flexibility, so that the
reconstructed EVI curve can better describe the complex and minor changes in time series data [50,51].

Simultaneously, factors like clouds and snow-cover have particular impacts on phenological
extraction. To reduce these impacts, we used the data pixel reliability layer from MOD13A2,
which evaluates the data quality of each EVI pixel (Table 1), and assigns different weights to different
data quality levels [47].

https://search.earthdata.nasa.gov
http://fluxnet.fluxdata.org/
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Table 1. Descriptions of “data pixel reliability” in MOD13A2 and weight.

Value Quality Description Weight

−1 No data Not processed 0
0 Good data Use with confidence 1
1 Marginal data Useful 0.8
2 Snow/Ice Target covered with snow/ice 0.2
3 Cloudy Target covered with cloud 0.2

In this study, we used the DL, SG and AG methods to extract the SOS from 2001 to 2017. TIMESAT
software was used to fit the EVI time series, and the following parameters were specified: SG: Seasonal
parameters of 1, number of envelope iterations of 2, adaptation strength of 3 and SG window size
of 3. AG: Seasonal parameters of 1, number of envelope iterations of 2, and adaptation strength of
2. DL: Seasonal parameters of 1, number of envelope iterations of 2, and adaptation strength of 2.
Previous studies have shown that the difference in threshold selection has a significant impact on the
extraction results [52,53]. Therefore, three EVI amplitudes (25%, 30% and 35%) were used to calculate
the SOS in this study (Figure S1). The SOS is defined as the corresponding time point when the EVI
value reaches 25% (or 30%, 35%) of its own amplitude. The most suitable method for extracting
boreal forest vegetation phenology can be obtained by comparing NEE SOS data based on FLUXNET
observation data.

2.3.2. Vegetation Phenology from NEE FLUXNET Data

In this paper, the NEE SOS, defined as the time when the NEE value changes from a positive value
(carbon source) to negative value (carbon sink) in a single day [54], was extracted based on daily NEE
observation data of FLUXNET sites to evaluate SOS extracted by MODIS EVI. First, we filtered data
from 20 sites in the boreal forest to remove days with outliers (value = −9999). Then, the mean value
of NEE_VUT and NEE_CUT was used to obtain the NEE series [55]. The NEE_VUT and NEE_CUT
filtered by the variable USTAR threshold (VUT) and the constant USTAR threshold (CUT) method
in the process of data production, respectively. The two times at which annual NEE curve after
polynomial fitting based on the Gaussian density function and line y = 0 intersect are defined as the
NEE SOS and the NEE EOS (Figure 3).
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observation data for FLUXNET sites.

The NEE SOS was considered as the actual vegetation SOS and the best combination of three
different phenological extraction methods and three different NDVI amplitudes were selected for
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research in this study by calculating the coefficient of determination (R2) and root mean square error
(RMSE) between NEE SOS and MODIS SOS.

2.3.3. Determination of Preseason Length

Substantial evidence shows that the SOS is strongly related to the temperature of the previous
months [56]. We use the partial correlation analysis to calculate the lengths of the spring phenological
preseason under the control of TMAX and TMIN based on the estimated SOS dates. Controlling the
TMIN, precipitation and cloudiness, the partial correlation coefficients between the TMAX and SOS
dates are calculated during the periods of 0, 1, 2, 3 . . . k months preceding the SOS dates for each pixels
(the maximum k value is the length of time between the month of the previous year’s EOS dates and
the next year’s SOS dates). The 15th day of each month was taken as the node, the meteorological
data of the current month are used to calculate the preseason length only when the SOS date is after
the 15th of the current month. The TMAX and TMIN are the average values of k months, and the
precipitation and cloudiness are the accumulated values of k months. The preceding months with the
highest absolute partial correlation coefficients are defined as the TMAX preseason length. Similarly,
TMAX and TMIN are exchanged to obtain the TMIN preseason length.

Partial correlation analysis was also used to reveal the effect of diurnal warming on spring
phenology in the TMAX and TMIN preseasons. The SOS and TMAX (or TMIN) were set as dependent
variables, and TMIN (or TMAX), precipitation and cloudiness as independent variables. The TMAX
and TMIN are the average values in the preseason, and the precipitation and cloudiness are the
accumulated values of the preseason for each pixel.

2.3.4. Investigating the Sensitivity of the SOS to Diurnal Temperature

The sensitivity of the SOS to diurnal temperature, defined as the change in the SOS date per
unit change of TMAX (or TMIN) [24], was the coefficients of TMAX (or TMIN) using the multiple
linear regression to explore the impacts of diurnal temperature on the SOS. The SOS was set as a
dependent variable and TMAX, TMIN, precipitation and cloudiness as independent variables for each
pixel. The general form of a multiple linear regression model is [57]:

Y = β0 + β1X1 + β2X2 + . . .+ βkXk + µ (1)

where, k, β0 and µ represent the number of independent variables, a constant term and random
error, respectively. β1, β2 . . . βk is a regression coefficient, which reflects the sensitivity of the SOS to
climate change.

2.3.5. Investigating Trends in SOS and Diurnal Temperature

Sen’s slope was used to examine the temporal trends of diurnal temperature in the preseason and
SOS at the pixel scale from 2001 to 2017 and the Mann–Kendall trend test was used to determine the
significance of these parameters in this study. Also, we calculated the TMAX, TMIN, and DTR trends
by Sen’s slope under the different preseasons and combined the results of the three variables to obtain
six possible cases, showing the changes in diurnal temperature. Different from the linear trend fitted
by the least square method, Sen’s slope can remove the interference of individual abnormal values and
eliminate the missing data influence on the results [49], and is calculated by the following formula:

Q = median
(x j − xi

j− i

)
, 1 ≤ i, j ≤ n (2)

where, Q is the Sen’s slope value and xi and x j represent the sequence values of time i and moment
j, respectively.
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Mann–Kendall is a nonparametric statistical test that does not require samples to obey a certain
distribution and is not affected by a few outliers [58]. The test process is as follows:

S =
n−1∑
i=1

n∑
j=i+1

sign
(
x j − xi

)
(3)

sign =


1 x j − xi > 0
0 x j − xi = 0
−1 x j − xi < 0

(4)

where, xi and x j represent the sequence values of time i and moment j, respectively. The n is the years
of the series, and sign is a symbolic function. The ZMK is calculated as follows:

ZMK =


S−1

2√Var(S)
, S > 0

0, S = 0
S+1

2√Var(S)
, S = 0

(5)

Var(S) =
n(n− 1)(2n + 5)

18
(6)

At a given significance level a, when |ZMK| > U1−a/2, there is a significant change in the sequence
at the a evel.

3. Results

3.1. Verification of Spring Phenological Extraction

A comparison of the SOS data extracted by the DL (DL-SOS), SG (SG-SOS) and AG (AG-SOS)
methods with the NEE SOS data based on FLUXNET sites was used to evaluate which of the three
methods estimating SOS can best represent the surface phenology of the study area (Figure 4).
The overall estimation accuracy of SG-SOS (r2 = 0.15; p < 0.01) in the study area was low, which clearly
underestimated the surface phenology, and had more extreme low values. Compared with SG-SOS,
DL-SOS (r2 = 0.56; p < 0.01) and AG-SOS (r2 = 0.46; p < 0.01) were closer to NEE-SOS, although both
of them slightly overestimated the surface phenology. The distribution of AG-SOS was more dispersed
and the deviation from NEE-SOS was larger than that of DL-SOS, indicating a more accurate capturing
of the SOS by the DL method. We found the amplitude of 25% at the SOS to calculate the phenology
parameters having the smallest error using the DL method (RMSEs of 1.07, 1.11 and 1.13 for the 25%,
30% and 35% amplitudes, respectively). Therefore, the SOS extracted by the DL method and the NDVI
amplitude of 25% were selected for research in this study.
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3.2. The Spatial and Temporal Variations of SOS

Figure 5a,b show the 17-year mean and trend (respectively) of the boreal forest SOS from 2001
to 2017. The range of mean SOS dates in the boreal forest are mainly distributed between 110 DOY
(approximately 20 March) and 160 DOY (approximately 10 June), and the SOS dates are gradually
delayed with increasing latitude. The SOS dates over 160 DOY are concentrated near the Arctic Circle,
which is the northern boundary of the boreal forest. At the same latitude, the SOS dates in the Asian
and North American parts of the boreal forest are later than those in Europe. The earliest SOS dates
appeared in Boreal Shield, Scandinavian and Russian Taiga, and the southern West Siberian Taiga
(approximately 110 DOY).
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The number of the pixels with SOS dates showing an early trend accounted for approximately
91.37% of the study area during the study period. At a 95% confidence level, 32.28% of boreal forest
pixels show a trend to earlier SOS dates, and the remaining pixels have no statistically significant trend
(Figure S2). The pixels with an advancing trend were primarily distributed along the Arctic Circle and
this trend was more pronounced in the Eurasian part of the boreal forest than in the North American
part. The delayed pixels were mainly distributed in the North American part; however, none of these
regions pass the significance test.

3.3. The Spatial Pattern of Preseason Length

The preseason length is a good indicator of the period when TMAX and TMIN have a real impact
on the vegetation spring phenology (Figure 6a). During the TMAX preseason, 75.23% of the pixels
were concentrated in the 0–3 months before the SOS dates, and the number of pixels decreased with
the increase in preseason length. Since vegetation in most areas of the boreal forest began to green-up
in mid-May, the TMAX preseason was mainly distributed between mid-February and May of each
year, which is consistent with spring in the Northern Hemisphere. Overall, the preseason in North
America was slightly longer than that in Eurasia, and the longest preseason was mainly distributed in
the northern Northeast Siberian Taiga and Eastern Canadian Forests. The spatial pattern of the TMIN
preseason exhibited good spatial consistency with the TMAX preseason, but the preseason length
increased slightly (Figure 6b). The proportion of pixels in the 0–3 months before the occurrence of SOS
dates dropped to 60.61%, that is, the TMIN preseason extended to the winter of the previous year.
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preseason; (b) the minimum temperature (TMIN) preseason.

3.4. Spatial and Temporal Variations in Diurnal Temperature During the Preseason

Figure 7 show the changes in diurnal temperature during different preseason. The diurnal
temperature showed a warming trend in the TMAX preseason. The warming pixels of TMAX and
TMIN accounted for 86.92% and 82.50% of the study area, respectively (spatial distribution of significant
trend was shown in Figure S3). The trend of diurnal warming on the Eurasian continent of the boreal
forest was more obvious than that in North America, while the regions with colder trends were mainly
located in the Eastern Canadian Forests and Southern Hudson Bay Taiga. In the TMIN preseason, the
proportion of warming pixels of TMAX and TMIN decreased to 71.91% and 63.68% of the study area.
This cooling TMIN trend was particularly evident in the Eastern Canadian Forests, Southern Hudson
Bay Taiga, and the junction of the East Siberian Taiga and West Siberian Taiga.
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Figure 7. Diurnal temperature changes in the boreal forest from 2001 to 2017 during preseason:
(a) Diurnal temperature changes during the TMAX preseason and (b) during the TMIN preseason. The
letters in the legend represent the six possible cases: A) The warming rate of TMAX is faster than TMIN;
B) the cooling rate of TMAX is slower than TMIN; C) TMAX warming and TMIN cooling; D) TMAX
cooling and TMIN warming; E) the cooling rate of TMAX is faster than TMIN; and F) the warming rate
of TMAX is slower than TMIN.

We also found that the diurnal warming rate of the boreal forest was asymmetrical in both
preseasons. In the TMAX preseason, approximately 38.01% of the regions had a faster increasing rate of
TMAX than TMIN, which was mainly distributed in the East Siberian Taiga and Taiga Plains, while the
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TMAX warming rate was slower than that of TMIN at the junction of the East Siberian Taiga and the
West Siberian Taiga. In the TMIN preseason, a cooler trend in the nighttime increased significantly,
where 31.61% of the area showed trends of a warmer TMAX and colder TMIN, which led to a rise in
DTR and was spatially concentrated in the Interior Alaska-Yukon Lowland Taiga, Okhotsk-Manchurian
Taiga, Sakhalin Island Taiga, and southern part of the East Siberian Taiga.

3.5. The Relationship between Diurnal Temperature and SOS

We studied the response of spring phenology to diurnal temperature by partial correlation analysis
to eliminate the covariate effect between two temperature types, while the effects of precipitation
and solar radiation were also eliminated in the partial correlation. The effects of diurnal temperature
on interannual SOS shows an obvious spatial pattern in the two preseason periods. In the TMAX
preseason, a negative partial correlation was identified between the SOS and the preseason TMAX in
73.09% of the study area (Figure 8a), and 27.69% of the study areas showed a statistically significant
negative correlation (p < 0.05), which was mainly distributed in the Okhotsk-Manchurian Taiga,
Trans-Baikal Conifer Forests and southern Boreal Shield. In contrast, only 2.10% of the study areas
showed a significant negative correlation (p < 0.05) between the SOS and preseason mean TMIN
(Figure 8b) during the same preseason, and 5.09% of the study areas showed a positive correlation
(p < 0.05). Overall, compared with the North American part of the boreal forest, the Eurasian part is
more strongly affected by daytime and nighttime temperatures. 
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In the TMIN preseason period, there was also a general negative correlation between the TMAX
and the SOS (Figure 8c), but only 15.47% of the pixels had statistical significance (p < 0.05), which was
lower than that in the TMAX preseason (Figure 8a). Simultaneously, 56.01% of the study area showed
a positive correlation between the SOS and preseason mean TMIN (Figure 8d). The spatial pattern of
the partial correlation coefficient was similar to that of the TMAX preseason (Figure 8b), but the partial
correlation coefficient increased, and 9.80% of the regions passed the significance test (p < 0.05).

4. Discussion

4.1. Trends and Temporal Variations in SOS

During the study period, we found that the SOS in 91.37% of the boreal forest showed an advancing
trend, and this trend is more pronounced in the Eurasian part of the boreal forest than in the North
American part. These results are consistent with the conclusions of previous research [59,60]. Among
the eight land cover types, the forests (mixed forest, evergreen needleleaf forest, deciduous broadleaf
forest, and deciduous needleleaf forest) had the earliest SOS dates, followed by woody savannas,
savannas, grasslands, and open shrubland. The SOS is delayed with the increase of latitude (Figure
S4). However, the advance rate of open shrubland is the fastest, followed by grasslands, savannas,
woody savannas, and forests (Figure S5). Although forests are more stable than other land cover types,
vegetation with higher latitude responds more strongly to climate change.

Under eight different land cover types, the SOS advancement rate in seven land cover types was
slightly lower than that of Karkauskaite et al. in the boreal forest [47]. The reason for this difference
may be that the previous study neglected the effects of land cover change on vegetation phenology,
but in our study, we chose only the pixels whose land cover types have not changed during the
study period to eliminate this impact. In addition, different research periods and the chosen type of
vegetation index [61] also have an impact on the results.

4.2. Impacts of Diurnal Temperature on Vegetation Phenology

In most parts of the Northern Hemisphere, our study also confirms that TMAX has a greater
impact on SOS than TMIN, as reported in previous studies [23,26]. However, our results show the
TMIN preseason length is generally longer than that of the TMAX, suggesting that the TMIN of the
previous winter season (December, January, and February) has a longer-term impact on the SOS
than the TMAX. This is reflected in Figure 9, which shows the sensitivity of the SOS to diurnal
temperature from December of the previous year to May of the next year, confirming our point of
view. The sensitivity of the SOS to the TMAX increased gradually from December to May, and an
increase of 1 ◦C in the spring (March, April, and May) TMAX advanced SOS by 6.21 days; by contrast,
an increase of 1 ◦C in the winter TMAX advanced only the SOS by 3.36 days. In winter, the TMIN has
a slightly greater impact on the SOS than the TMAX, especially in January and February. However,
the sensitivity of the SOS to the TMIN gradually weakened after entering the spring. This effect
may be because the leaf onset is affected by the cold-stimulation temperature during winter and
accumulated heat in spring [61], and the TMIN plays a more critical role in providing the stimulation
temperature. Thus, the influence time of the TMIN on the SOS begins to extend to the previous
winter. Simultaneously, we also noticed that the TMIN preseason is still concentrated in the spring
in 51.58% of the study area. First, the extreme cold and dry winters that occur in the boreal forest
must be considered because extremely low temperatures will increase the possibility of vegetation
frostbite. Plants may slow down or postpone their development processes to reduce the high risk of
low temperature frostbite [62]. The vegetation then needs a certain amount of accumulated chilling in
early spring to destroy dormancy [63].

The significant correlation between TMAX and SOS was identified in 37.09% of the study areas,
whereas significant correlation between TMIN and SOS is found in 19.52% under the two preseason
conditions. In general, vegetation in boreal zones needs to reach a certain forcing temperature (usually
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0 or 5 ◦C) before the necessary conditions for leaf onset is met [64,65]. The boreal forest is located in the
high latitudes of the Northern Hemisphere, and the TMIN is much lower than the forcing temperature
of vegetation growth during the preseason period; therefore, the TMAX has a greater contribution to
the SOS. Additionally, the growth of vegetation is the result of carbon fixation and energy accumulation
during daytime photosynthesis, so daytime temperature has a greater impact on plant growth [23].
Some previous studies have also shown that frozen soil water under low temperatures can restrict
vegetation water absorption in winter, so soil water supply mainly depends on spring, which may be
one of the reasons why the TMAX has a shorter period of impact on vegetation growth, but the impact
is even more significant [66].
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There are also significant differences between the effects of daytime and nighttime temperatures
on spring phenology SOS under different land cover types (Table 2). For forests, the TMAX and SOS
showed a negative correlation, while the TMIN and SOS showed a positive correlation in the TMAX
preseason. The SOS of deciduous broadleaf forest and evergreen needleleaf forest were significantly
affected by the TMAX, and the partial correlation coefficients were -0.61 (p < 0.05) and -0.58 (p < 0.05),
respectively. Grassland and woody savannas were also significantly affected by the TMAX, and the
partial correlation coefficients were −0.72 (p < 0.01) and -0.64 (p < 0.05). Since open shrubland is
mainly distributed in the Arctic Circle, extremely low TMIN led to a significant negative correlation
between the TMIN and SOS of open shrubland (p < 0.05). In the TMIN preseason, only the SOS of
grassland and TMIN has a positive significantly relationship with partial correlation coefficients of
0.58 (p < 0.05). Under the other land cover types, TMIN had a greater impact on vegetation SOS than
TMAX but did not pass the significance test.

Table 2. Partial preseason correlation between spring phenology and diurnal temperature in different
boreal forest land cover types.

Land Cover Types
TMAX Preseason TMIN Preseason

TMAX TMIN TMAX TMIN

Deciduous broadleaf forest −0.61 * 0.41 −0.48 0.51
Deciduous needleleaf forest −0.40 0.34 −0.20 0.26
Evergreen needleleaf forest −0.58 * 0.37 −0.18 0.35

Mixed forest −0.14 0.09 −0.06 0.11
Grassland −0.72 ** 0.22 0.19 0.58 *
Savannas −0.52 0.24 −0.34 0.26

Woody savannas −0.64 * −0.16 −0.12 0.07
Open shrubland 0.35 −0.61 * −0.02 −0.14

Notes: ** indicates the partial correlation between phenology and diurnal temperature is significant at the p < 0.01
level, and * indicates a significant correction at the p < 0.05 level.
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4.3. Study Limitations

In the process of extracting the spring phenology of boreal forest vegetation using MODIS EVI
time series data, various factors may cause some uncertainty in the results. Our study used only the
NEE observation data of FLUXNET sites to validate the SOS extracted by the DL, SG filter, and AG
methods. Among them, the method with the highest accuracy in the study area is selected to use in
the rest of our study. In fact, the harmonic analysis of time series (HANTS algorithm) [67], iterative
interpolation for data reconstruction method (IDR) [68], and other fitting methods have also been
widely used and achieved excellent results in previous studies [69,70]. In addition, there is currently
no universal method suitable for all vegetation types [71], and we will attempt to find the best fitting
method based on different vegetation types in future research. Second, we used TIMESAT software to
extract the vegetation phenology in spring. All the parameters are based on the previous study and
repeated experiments [48]. The parameter setting may have certain subjectivity.

In the process of data processing, because the spatial resolution of the MOD13A2 EVI data (1 km)
used in this study is different from that of the CRU meteorological dataset and solar radiation data
(both 0.5 degrees), we resampled all the data with the nearest resampling method when extracting
the preseason length and quantifying the effect of daytime and nighttime temperatures on spring
phenology, which also had an influence on the results.

Vegetation phenology within the context of climate change was discussed in our study to explore
the effects of daytime and nighttime temperature on the boreal forest SOS. However, disturbances
such as fires, pests, and human activities also have effects on spring phenology. In particular, fire
destroys local vegetation, reflected as a sharp drop in EVI. During the vegetation recovery period after
fires, the SOS is significantly different due to the vegetation change. The phenological information
was extracted on a large scale. Over such large regions, it is difficult to remove all disturbances,
so the results may be affected. In addition, we will consider as many factors as possible to reduce
the uncertainties in the results in future studies, such as CO2 concentrations in the atmosphere [72],
nutrient availability [73].

5. Conclusions

In this study, the spring phenology of the boreal forest was estimated from 2001 to 2017 based on
MODIS EVI data to analyze the phenology change characteristics. We extracted the preseason length
under the control of diurnal temperatures, and investigated the influence of daytime and nighttime
temperatures on spring phenology during the preseason period. The main findings are as follows:
The boreal forest SOS showed an advancing trend during the study period, and the advancement
rates are different under different land cover types, with shifts to earlier SOS dates found especially
in deciduous needleleaf forest, savannas, and open shrubland. In addition, the TMIN preseason
length was longer than that of the TMAX preseason, and both the TMAX and TMIN showed warming
trends in the preseason periods, but the warming rates were inconsistent. Importantly, we confirmed
that daytime and nighttime temperatures had an asymmetric effect on the SOS in the study area.
Compared with the TMIN, the TMAX had a greater effect on the SOS in the preseason as a whole.
However, it should be noted that the effect of diurnal temperature on the boreal forest spring phenology
also has seasonal differences and the TMAX mainly affects the SOS in spring, while the TMIN has a
greater impact in winter. Our results provide useful references for understanding the interannual
variations in spring phenology in high latitudes and local vegetation responses to global climate change.
Considering that the daytime and nighttime temperature influences on spring phenology differ in
both length and extent, we suggest that diurnal temperature should be added to the forest terrestrial
ecosystem model as an index.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/11/14/1651/s1,
Figure S1: The calculation of vegetation phenology, Figure S2: Spatial distribution of the areas with significant trend
in boreal forest from 2001 to 2017, Figure S3: Spatial distribution of the significant trend of diurnal temperature
in the boreal forest from 2001 to 2017 during different preseason, Figure S4: SOS dates in different land cover
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types, Figure S5: Trends and temporal variations in the SOS for different vegetation types in the boreal forest
during 2001-2017.
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