
remote sensing  

Article

3D Point Cloud Semantic Modelling: Integrated
Framework for Indoor Spaces and Furniture

Florent Poux * ID , Romain Neuville ID , Gilles-Antoine Nys ID and Roland Billen

Geomatics Unit, University of Liège (ULiege), Quartier Agora, Allée du six Août, 19, 4000 Liège, Belgium;
romain.neuville@uliege.be (R.N); ganys@uliege.be (G.-A.N.); rbillen@uliege.be (R.B)
* Correspondence: fpoux@uliege.be; Tel.: +32-436-65751

Received: 16 July 2018; Accepted: 27 August 2018; Published: 5 September 2018
����������
�������

Abstract: 3D models derived from point clouds are useful in various shapes to optimize the
trade-off between precision and geometric complexity. They are defined at different granularity
levels according to each indoor situation. In this article, we present an integrated 3D semantic
reconstruction framework that leverages segmented point cloud data and domain ontologies.
Our approach follows a part-to-whole conception which models a point cloud in parametric elements
usable per instance and aggregated to obtain a global 3D model. We first extract analytic features,
object relationships and contextual information to permit better object characterization. Then,
we propose a multi-representation modelling mechanism augmented by automatic recognition
and fitting from the 3D library ModelNet10 to provide the best candidates for several 3D scans
of furniture. Finally, we combine every element to obtain a consistent indoor hybrid 3D model.
The method allows a wide range of applications from interior navigation to virtual stores.

Keywords: 3D point cloud; semantic segmentation; procedural modelling; voxel; 3D modelling;
cognition systems; Point Cloud Database; feature extraction; PCA; ModelNet10

1. Introduction

3D point cloud geometric depiction is implemented in many 3D modelling techniques to best
represent underlying shapes. This need is driven by applications in numerous industries—architecture,
construction, engineering and facility management; Risk assessment and emergency planning;
Simulations; Marketing; Entertainment; Robotics; Transportation and mobility—for tasks such as
structural deformation scenarios [1,2], quality and progress control [3], or even for asset creation
in the entertainment business [4,5]. To extend this range of applications, the data mining and
processing research communities have focused on adding additional information to the 3D model
through semantic descriptors [6]. This in turn leads to more advanced uses of 3D virtual data,
of which many have indoor scenario benefits. For instance, we employ 3D semantic models
to plan/monitor emergency routes [7–11], for serious gaming [12,13], 3D wave propagation
simulations [14–17], localization of safety-relevant features [18], virtual museums [19], and product
lifecycle management [20]. More recently, the field of robotics has demonstrated a great interest in
these enhanced 3D geometries for creation [21,22], scan planning [23], and for 3D autonomous indoor
navigation [24–26] with regard to transportation and mobility problematics [27]. However, bridging
the gap between point cloud data, 3D models and semantic concepts is a very complicated task which
usually requires a good knowledge of the specific application domain.

Our contribution is an attempt to narrow this gap by leveraging formalized knowledge and expert
systems [28] based on point clouds. We want to take advantage of computer reasoning over semantic
representations of our environment. However, this demands highly challenging knowledge processing
due to the heterogeneity of the application domains and the various 3D representations.
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Our approach addresses Knowledge Extraction (KE), Knowledge Integration (KI) and Knowledge
Representation (KR) [29] to better assimilate point cloud data of various quality [30]. Indeed,
most software and tools existing in our computerized environment were developed to work
primarily with 3D models. The landscape in standards, practices and usages is mostly established
for these representations. This motivates a flexible and modular infrastructure, for which point
clouds can be the starting point [31–34], allowing interoperable and two-way exchanges (from
and to the point cloud enrichment frameworks). If enhanced with additional information
(geometry/topology/semantics), they could be used for deriving more representative 3D shapes and to
provide a higher compatibility with 3D modelling workflows. As such, we need new methods that can
directly derive application-driven 3D semantic representations while conserving interoperability over
centralized semantics. This hypothesis considers point clouds to be semantically rich (i.e. it contains
semantics linking group of points together, such as segment or class information) and efficiently
organized for various processing tasks.

While the present paper is based on the Smart Point Cloud (SPC) Infrastructure [31], it can
be replicated over any segmented dataset that benefits from different sets of attribute information.
The main idea is that, based on a 3D point cloud describing an indoor environment, we can extract 3D
models of each object instance with regard to an application ontology and combine them to generate
tailored 3D representations suited for specific indoor scenarios. To provide a multi-LoD framework
for different utilizations, we support the modelling process with a characterization mechanism that
can deepen the geometric analysis of shapes. We study the structuring and reasoning aptitude of
ontologies for pulling contextual information and enhancing the modelling fit. Thus, we explore the
possibility of leveraging formalized knowledge to recreate occluded areas and to infer non-existent
geometries. Our approach is extended with a 3D shape-matching approach through data mining using
the 3D library ModelNet10 [35]. The end goal of this contribution is to derive a comprehensive 3D
model extended with semantic information. In this paper, we focus on indoor reconstructions and
asset management.

In the first part (Section 2), we review significant related work studying 3D point cloud modelling
approaches and several use cases in which they were successfully employed. Driven by this state of the
art, we then present in Section 3 our designed 3D reconstruction framework following a part-to-whole
outline. We finally describe the results (Section 4), looking at the precisions and performances for
different datasets. Based on a critical analysis, we provide the main findings, the limitations and the
perspectives (Section 5) that the approach brings to 3D point cloud modelling of building interiors.

2. Related Work

In this section, we briefly review most recent methods for point cloud modelling. We organize the
related works as follows: Section 2.1 includes recent methods for geometric reconstruction based on
indoor point clouds; Section 2.2 describes instance-based recognition, featuring and model fitting; and
Section 2.3 describes knowledge integration for object relationship modelling.

2.1. Methods for 3D Point Cloud Geometric Modelling

3D reconstruction from indoor point cloud data gravitates around different approaches for
automatic modelling with different granularities. The chosen method is often guided by the application
needs in term of precision, resolution, complexity and completeness. For example, semantic model
utilizations [36] include the creation of as-built models for the monitoring of construction processes,
while visually appealing virtual models of historical sites enable immersive experiences. While the
latter emphasize high-quality visuals, semantic applications often rely on approximate reconstructions
of the global scene which convey the object arrangement. Both semantic and virtual indoor 3D
models can be extended using precise metric information to provide key information for public
buildings or to assist indoor navigation. Several works address these different characteristics through
shape representation, which has been extensively studied in the last century. Generally, we look for
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perceptually important shape features in either the shape boundary information, or the boundary plus
interior content, as noted in [37].

We can primarily distinguish between explicit and implicit shape representations. Explicit
representations translate the shape of an object (e.g., a triangle mesh), while implicit representations
indirectly encode the shape using a set of features (histograms, normal, curvature, etc.). Explicit
representations are well suited for modelling 3D objects, whereas implicit representations are most
often used for 3D object recognition and classification [38]. In most reviews, point cloud modelling
approaches are categorized regarding the type of representation, the type of input data or the type of
algorithms used. In this section, we will study the algorithms depending on their context and available
information, similar to F. Remondino in [39].

3D reconstructions that make use only of the spatial attributes within point cloud data are found
in many works. Delaunay-based methods are quite common in this area, and we invite the reader
to study [40] for a comprehensive survey of these methods. These approaches place rather strong
requirements on the data and are impractical for scanned real-world scenes containing significant
imperfections. Also, it is often necessary to optimize the polycount (total number of triangular polygons
it takes to draw the model in 3D space) for memory efficiency. As such, quad meshing [41] can lighten
the representation and smoothness. A practical example of Boundary-Representation (B-Rep) can be
found in Valero et al. [42] for the reconstruction of walls. While these are interesting for their low input
requirements, we investigate techniques more fitted toward dealing with challenging artifacts such
as occlusion. Berger et al. [43,44] propose an exhaustive state-of-the-art surface reconstruction from
point clouds. They reviewed thirty-two point cloud modelling methods by comparing their fit to noisy
data, missing data, non-uniform sampling, and outliers, but also their requirements in terms of input
features (normal, RGB data, scan data, etc.) and shape class (CAD, indoor, primitives, architectural,
etc.). While surface smoothness approaches such as tangent planes, Poisson and Graph-Cut [44] can
quickly produce a mesh, they often lack robustness to occlusion and incompletion. Sweeping models,
primitive instancing, Whitney regular stratification or Morse decompositions [45] may be used for
applications in robot motion planning and generally provide a higher tolerance for missing data.

Primitives are good candidates for indoor modelling with a high generalization potential, a low
storage footprint and many application scenarios. Indeed, as noticed by the authors in [46], parametric
forms are “mathematically complete, easily sampled, facilitate design, can be used to represent complex object
geometries and can be used to generate realistic views”. They describe a shape using a model with a
small number of parameters (e.g., a cylinder may be represented by its radius, its axis, and the start
and end points). They can also be represented non-parametrically or converted through the process
of tessellation. This step is used in polygon-based rendering, where objects are broken down from
abstract primitive representations to meshes. As noted by authors in [47], indoor environments are
often composed of basic elements, such as walls, doors, windows, furniture (chairs, tables, desks,
lamps, computers, cabinets) which come from a small number of prototypes and repeat many times.
Such building components are generally formed of rigid parts whose geometries are locally simple
(they consist of surfaces that are well approximated by planar, cylindrical, conical and spherical
shapes.). An example is given in the work of Budroni and Boehm [48], where the authors model walls
by fitting CAD primitives. Furthermore, although variability and articulation are central (a door swings,
a chair is moveable or its base rotates), such changeability is often limited and low dimensional. Thus,
simple shapes are extensively used in the first steps of as-built modelling due to their compactness
and the low number of parameters allowing efficient fitting methods [49]. For more complex shapes,
explicit parametric representations are still available (e.g., Bézier curves, B-spline, NURBS) but they are
mostly used as design tools. Since their control points cannot easily be inferred from point cloud data,
these representations are rarely used in shape analysis. An example of parametric collection is given
by Lee et al. [50]. They propose a skeleton-based 3D reconstruction of as-built pipelines from laserscan
data. The approach allows the fully automated generation of as-built pipelines composed of straight
cylinders, elbows, and tee pipes directly fitted. While the method provides good results, its specificity
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restrains a possible generalization. Fayolle and Pasko [51] highlight the interaction potential given by
parametrized objects within indoor environments. Indeed, through a clever binary CSG (Constructive
Solid Geometry) or n-ary (FRep) construction tree structure, they store object-relations such that the
user could modify individual parts impacting the entire logic of the object construction, including its
topology. Such a parametrized model reconstruction is required in many fields, such as mechanical
engineering or computer animation. Other relevant works highlight the papers of Fathi et al. [36]
for civil infrastructure reconstruction, or Adan and Huber [52], which provides a 3D reconstruction
methodology (wall detection, occlusion labelling, opening detection, occlusion reconstruction) of
interior wall surfaces which is robust to occlusion and clutter. Both results are a primitive-based
assembly based on these surfaces.

While parametric assemblage gives a lot of flexibility, in some cases, such as for highly complex
shapes, there is a need for low geometric modelling deviations. In such scenarios, non-parametric
representations such as polygonal meshes are employed to better fit the underlying data. However,
the lack of compactness of these representations limits their use, especially when dealing with
large point clouds. Hence, using a combination of both representations is advisable when a global
representation is required. In such approaches, parametric representations are usually used as
local representations and decomposed into parts (e.g., using CSG to represent each part with one
or more geometric primitives). In contrast, triangle meshes are flexible enough to be used as
global representations, since they can describe free-form objects in their entirety [38]. For example,
Stamos et al. [53] present such a 3D modelling method on a church environment by combining planar
segments and mesh elements. Using a different approach, Xiao and Furukawa [19] propose the “Inverse
CSG” algorithm to produce compact and regularized 3D models. A building is sliced, and for each
slice, different features (free space constraint, line extraction, iterative 2D CSG model reconstruction)
are extracted, stacked and textured to obtain a 3D model of walls. The method is interesting for its
approach to leveraging 2D features and its noise robustness, but it will not process complex structures,
furniture or non-linear walls. Other hybrid approaches introduced knowledge within workflows to try
to overcome the main challenges, especially missing data. A significant work was published by Lafarge
et al. [54], which develops a hybrid modelling process where regular elements are represented by 3D
primitives whereas irregular structures are described by mesh-based surfaces. These two different
types of 3D representation interact through a non-convex energy minimization problem described
in [55]. The approach successfully employed for large outdoor environments shows the benefits of
leveraging semantics for better point cloud fitting. The authors in [56] present a reverse engineering
workflow based on a hybrid modelling approach while also leveraging knowledge. They propose a
linear modelling approach through cross-section of the object by fitting splines to the data and then
sweeping the cross-section along a trajectory to form the object model. To realize such operations,
they first extracted architectural knowledge based on the analysis of architectural documents to be used
for guiding the modelling process. An example illustrated in [57] provides a method to reconstruct
the boundaries of buildings by extracting walls, doors, roofs and windows from façade and roofs
point clouds. The authors use convex or concave polygons adjusted to different features separately.
Interestingly, we note that the authors use knowledge to generate assumptions for the occluded parts.
Finally, all polygons are combined to generate a polyhedron model of a building. This approach
is interesting for its whole-to-part consideration, which leverages knowledge to optimize the ratio
approximation/compactness.

While triangulation and hybrid modelling can be successfully used for various indoor scenarios,
we notice that the most prominent module is the parametric modelling method. Its fit to both B-Rep
and volumetric modelling accompanied by its high flexibility in representativity at different granularity
levels will thus be further investigated in Section 3. Also, we notice that in some works, the use of
knowledge makes it possible to better describe shapes when used within the modelling workflow.
We will thus investigate the literature for KI and KR in Section 2.3.
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2.2. Instance-Based Object Recognition and Model Fitting

Man-made objects populating indoor scenes often have low degrees of freedom and are
arrangements of simple primitives. Beneath representation and compression efficiency [53–55],
there is a real need to independently model different objects of interest that can in turn host different
relationship information. The process of instance-based object recognition is required for identifying
objects with a known shape, or objects that are repeated throughout a facility. The predominance of
primitive forms in these environments gives specific shape descriptors major control over the implicit
representation. These can be categorized as geometric feature descriptors and symmetric feature
descriptors. In many works, we find that planar detection plays a predominant role for the detection
of elements in KE, specifically segmentation workflow.

Geometric feature descriptors: As such, predominant algorithms for geometric featuring
in scientific literature are RANSAC [58–66], Sweeping [67], Hough [68–71] and PCA [61,72–77].
The authors [61,78] provide a robust PCA approach for plane fitting. The paper by Sanchez [63]
primarily makes use of RANSAC to detect most building interiors, that may be modelled as a collection
of planes representing ceilings, floors, walls and staircases. Mura et al. [79] partitions an input 3D
model into an appropriate number of separate rooms by detecting wall candidates and then studying
the possible layout by projecting the scenarios in a 2D space. Arbeiter et al. [80] present promising
descriptors, namely the Radius-Based Surface Descriptor (RSD), Principal Curvatures (PC) and Fast
Point Feature Histograms (FPFH). They demonstrate how they can be used to classify primitive local
surfaces such as cylinders, edges or corners in point clouds. More recently, Xu et al. [81] provide
a 3D reconstruction method for scaffolds from a photogrammetric point cloud of construction sites
using mostly point repartitions in specific reference frames. Funkhouser et al. [82] also propose a
matching approach based on shape distributions for 3 models. They pre-process through random
sampling to produce a continuous probability distribution later used as a signature for each 3D shape.
The key contribution of this approach is that it provides a framework within which arbitrary and
possibly degenerate 3D models can be transformed into functions with natural parameterizations.
This allows simple function comparison methods to produce robust dissimilarity metrics and will be
further investigated in this paper.

We find that using other sources of features both from analytical workflows as well as
domain knowledge can contribute heavily to better segmentation workflows or for guiding 3D
modelling processes.

Symmetry feature descriptors: Many shapes and geometrical models show symmetries—isometric
transforms that leave the shape globally unchanged. If one wants to extract relationship graphs
among primitives, symmetries can provide valuable shape descriptions for part modelling. In the
computer vision and computer graphics communities, symmetry has been identified as a reliable global
knowledge source for 3D reconstruction. The review in [83] provides valuable insights on symmetry
analysis both at a global and local scale. It highlights the ability of symmetries to extract features better,
describing furniture using a KR, specifically an ontology. In this paper, the extracted symmetric patches
are treated as alphabets and combined with the transforms to construct an inverse-shape grammar [84].
The paper of Martinet et al. [85] provides an exhaustive review of accurate detection of symmetries
in 3D Shapes. These are used for planar and rotational symmetries in Kovacs et al. [86] to define
candidates’ symmetry planes for perfecting CAD models by reverse engineering. The paper is very
interesting for its ability to leverage knowledge about the shape symmetries. Adan and Huber [52]
list façade reconstruction methods, mainly based on symmetry study and reconstitution of planar
patches, and then proposes a method that can handle clutter and occluded areas. While they can
achieve a partial indoor reconstruction of walls and openings, it necessitates specific scan positions
independently treated by ray-tracing. All these features play an important role for implicit geometric
modelling, but also in shape-matching methods.

Feature-based shape matching: For example, symmetry descriptors are used to query a database
for shape retrieval in [87]. The authors in [88] propose a model reconstruction by fitting from a
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library of established 3D parametric blocks, and Nan et al. [89] make use of both geometric and
symmetric descriptors to best-fit candidates from a 3D database, including a deformable template
fitting step. However, these methods often include a pre-segmentation step and post-registration
phase, which highly condition the results and constrain the methodology to perfect shapes without
outliers or missing data. Following this direction, F. Bosché [90] proposes a method using CAD
model fitting for dimensional compliance control in construction. The approach is robust to noise and
includes compliance checks of the CAD projects with respect to established tolerances to validate the
current state of construction. While the approach permits significant automation, it requires a coarse
registration step to be performed by manually defining pair points in both datasets. To automate the
registration of models with candidates, the Iterative Closest Point (ICP) method [91] is often used
for fine registration, with invariant features in [92], based on least squares 3D surface and curve
matching [93], non-linear least squares for primitive fitting [94] or using an energy minimization in
graph [95]. The recent works of Xu et al. in [96,97] present a global framework where co-segmented
shapes are deformed by scaling corresponding parts in the source and target models to fit a point cloud
in a constrained manner using non-rigid ICP and deformation energy minimization. These works are
foundations and provide research directions for recovering a set of locally fitted primitives with their
mutual relations.

We have seen that knowledge extraction for indoor scenario is mostly driven by three categories
of features namely geometric, symmetric and for shape matching. Moreover, object-relationships
among the basic objects of these scenes satisfy strong priors (e.g., a chair stands on the floor, a monitor
rests on the table) as noted by [47], which motivates the inclusion of knowledge through KI for a better
scene understanding and description.

2.3. Knowledge Integration (KI) for Object-Relationship Modelling

3D indoor environments demand to be enriched with semantics to be used in the applications
described in Section 1. This has led to the creation of standards such as LADM [98], IndoorGML [99]
or IFC (Industry Foundation Class) [100], which were motivated by utilizations in the AEC industry,
navigation systems or land administration. Indeed, the different models can deal with semantically
annotated 3D spaces and can operate with abstract spaces and subdivision views, and have a notion of
geometry and topology while maintaining the relationship between objects. The choice of one model or
another is mainly guided by usage and its integration within one community. Therefore, semantically
rich 3D models provide a great way to extend the field of application and stresses new ways to extract
knowledge a priori for a fully autonomous Cognitive Decision System (CDS). The CDS can, in turn,
open up new solutions for industries listed in the Global Industry Classification Standard [101].

In their work, Tang et al. [38] separate this process into geometric modelling, object recognition,
and object relationship modelling. Whereas a CAD model would represent a wall as a set of
independent planar surfaces, a BIM model would represent the wall as a single, volumetric object
with multiple surfaces, as well as adjacency relationships between the wall and other entities in the
model, the identification of the object as a wall, and other relevant properties (material characteristics,
cost, etc.). This includes topological relationships between components, and between components
and spaces. Connectivity relationships indicate which objects are connected to one another and where
they are connected. Additionally, containment relationships are used to describe the locations of
components that are embedded within one another (e.g., a window embedded within a wall).

Ochmann et al. [69] present an automatic reconstruction of parametric walls and openings
from indoor point clouds. Their approach reconstructs walls as entities with constraints on other
entities, retaining wall relationships and deprecating the modification of one element onto the other.
The authors of [23,102–104] extend the processes of the parametric modelling of walls and openings to
BIM modelling applications. More recently, the paper by Macher et al. [68] presented a semi-automatic
approach for the 3D reconstruction of walls, slabs and openings from a point cloud of a multi-storey
building, and provides a proof of concept of OBJ for IFC manual creation. While these approaches have
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contributed to new possibilities for the semantic modelling of walls and slabs, the object-relationship
is limited to topological relationships.

The work of Fisher in [105] introduces domain knowledge of standard shapes and relationships
into reverse engineering problems. They rightfully state that there are many constraints on feature
relationships in manufactured objects and buildings which are investigated in this paper. Indeed,
for a general workflow, one must provide a recovery process even when data is very noisy, sparse or
incomplete through a general shape knowledge. Complete data acquisition (impossible in practice
for some situations) through inference of occluded data permits the discovery of shape and position
parameters that satisfy the knowledge-derived constraints. Formalizing knowledge would therefore
be useful to apply known relationships when fitting point cloud data and get better shape parameter
estimates. It can also be used to infer data about unseen features, which directs our work to consider
ontologies. In this area, the work of Dietenbeck et al. [6] makes use of multi-layer ontologies for
integrating domain knowledge in the process of 3D shape segmentation and annotation. While they
provide only an example and a manual approach for meshes, they describe an expert knowledge
system for furniture in three conceptual layers, directly compatible with the three meta-models of the
Smart Point Cloud Infrastructure introduced in [31] and extended in [29]. The first layer corresponds
to the basic properties of any object, such as shapes and structures, whereas the upper layers are
specific to each application domain and describe the functionalities and possible configurations of the
objects in this domain. By using domain knowledge, the authors perform searches among a set of
possible objects, while being able to suggest segmentation and annotation corrections to the user if
an impossible configuration is reached. This work will be further investigated within our workflow.
Using a different approach, Son and Kim [106] present a semantic as-built 3D modelling pipeline to
reconstruct structural elements of buildings based on local concavity and convexity. They provide
different types of functional semantics and shapes with an interesting parameter calculation approach
based on analytic features and domain knowledge. These works are fundamental and greatly illustrate
the added benefit of leveraging knowledge.

KI and KR are an important part of any intelligent system. In this review, we noticed that the use
of ontologies provided an interesting addition to knowledge formalization and made it possible to
better define object-relationships. Coupled with a KE approach treating geometric, symmetric and
shape matching features, they could provide a solid foundation for procedural modelling based on a
3D point cloud. Therefore, we develop a method (Section 3) inspired by these pertinent related works.

3. Materials and Methods

In this section, we present a global framework for modelling pre-segmented/classified indoor
point cloud data. The approach is divided into four steps, A, B, C, D (as illustrated in Figure 1),
respectively described in the four Sections 3.1–3.4. The methodology follows a part-to-whole design
where each instance is treated separately before aggregation to reconstruct a semantically rich global
3D model.

In Section 3.1, we describe how semantics are integrated within point cloud data and we provide
details on the design of a multi-LoD ontology and its interactions (Figure 1A).

3.1. Knowledge-Base Structuration

Indoor 3D point clouds that host semantic information such as segments and classes are
the starting point of our methodology for generating semantic models, and give insight into the
morphology and geometry of building’s interiors. For this purpose, we leverage the flexibility given
by the Smart Point Cloud (SPC) Infrastructure [29] to consider point cloud data at different granularity
levels. It permits to reason solely spatially, semantically, but also includes functionality description and
descriptor characterization following the four levels of the Tower of Knowledge concept [107]. The SPC
conceptual model [31] makes it possible to integrate annotated 3D point clouds, can operate with



Remote Sens. 2018, 10, 1412 8 of 35

abstract space definitions, and can handle multiple geometric representations. Its structure handles
datasets at three levels, as illustrated in Figure 2.Remote Sens. 2018, 10, x FOR PEER REVIEW  8 of 35 
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At the point level (lowest level), the geometry is sparse and defines the lowest possible geometric
description. While this is convenient for point-based rendering [108] that can be enhanced through
deep learning [109], leading to simpler and more efficient algorithms [110], geometric clustering covers
applications identified in Section 1. At the patch level, subsets of points are grouped to form small
spatial conglomerates. These are better handled in a Point Cloud Database Management System
(PC-DBMS) using a block-scheme approach which gives additional hints on the spatial context. At the
object level, patches are grouped together to answer the underlying segmentation or classification
approach. These three geometric levels are managed within the PC-DBMS module (Figure 3) and
directly integrate semantics (segment, class, function, etc.) and space (abstract, geometric, etc.)
information. While 3D modelling approaches solely based on spatial attributes can leverage both the
SPC point and patch levels, using the additional information linked to the object level extend the range
of shape representations, and thus applications.

Moreover, the SPC provides enough elasticity to centralize knowledge for decision-making
scenarios. Its conception allows a mapping between domain specializations such as formalized
IFC-inspired ontologies to provide additional reasoning possibilities. As a first step toward 3D point
cloud modelling, and to permit knowledge-based reasoning for indoor applications, we tailored the
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SPC Server-Side Infrastructure as in Figure 3 with an applicative context ontology (ACO) for efficient
KE, KI and KR.
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In this infrastructure, we added a two-way mapping expert 3D modelling module (agent layer)
to link 3D geometries to point data with semantic enrichment. The expert system consumes the SPC
point cloud data with the ACO and will be further described in Sections 3.2–3.4.

To achieve semantic injection, we construct a multi-LoD IFC-inspired ontology (see Supplementary
Materials). This provides knowledge about the object shapes, knowledge about the identities of objects
and knowledge about the relationships between objects. Integrated into the knowledge layer (Figure 3)
of the SPC, this ACO is used to best describe the morphological features of indoor elements in an
interoperable manner. This new knowledge base is mainly used for refining the definition of objects
within the SPC (Section 3.2), inferring modelling rules (Section 3.2) and providing clear guidelines for
object-relationship modelling through the reasoner module (Section 3.4). For example, if the considered
point cloud dataset benefits from additional information handled by the SPC such as the “space”
definition, the reasoner will permit higher characterization (e.g., if the object is within an “office room”,
there is a high chance that the chair is a “desk chair” with rolls). Moreover, the local topology available
through the SPC provides additional information that is crucial regarding CSG-based modelling or for
our object-relationship modelling approach (e.g., if a chair is topologically marked to be touching the
floor, occlusion at its base can be treated accordingly).

With the aim of pooling our ontology in the Web of Linked Data, each object concept, if it exists,
is defined as an extension of the DBpedia knowledge base. Providing such a link is an important
interoperable feature when it comes to an object that is referred to as a DBpedia resource (e.g., for a
chair object, http://dbpedia.org/page/Chair). The class hierarchy illustrated in Figure 4 is split into
three main conceptual levels.Remote Sens. 2018, 10, x FOR PEER REVIEW  10 of 35 
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Level 0 is the first level of classified elements and defines properties established on point cloud
features (shape, orientation, etc.). These features are stored in the knowledge base as datatype
properties. Datatype properties are relations pointing from entities to literals (character strings,
numbers, etc.). The values describe different bounding box characteristics: (length, width, etc.). Level 1
encapsulates Sub-Elements (SE) that are part of an Aggregated-Element (AE), defined in level 2.
All entities that are not described within this hierarchy are categorized as “Unclassified”. Modelling
rules at higher definition levels restrict the lower levels’ inferences through hierarchical constraints,
similarly to [6]. These are strictly based on Sub-Elements, except for the topology relations between
building parts and/or furniture. This consistency check permits the construction of complex definitions,
but maintains a modularity for interoperability purposes. Semantic definitions of pre-labelled objects
are extracted from the ACO ontology as depicted in Figure 5. Input variables are formed by labels of
the retrieved object encapsulated in a JSON object part of the language processing module (Figure 3).
Labels are then used to set SPARQL queries on a graph structure to query the ontology.
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Figure 5. Framework for the extraction of an object definition from ACO to be readable by other
modules of the SPC Infrastructure.

The ontology-based extraction of an object’s definition is the reverse-process of classification.
It is thus possible to extract mandatory elements of objects for reconstruction and to guide their
modelling. As each level is independent, reconstruction can be made at different LoD considerations.
Graph-mining is guided by relation types between the elements of each level. E.g., a “chair” is
composed of a chair back (BackrestPart) located somewhere above (this information is extracted from
gravity-based topology analysis, as described in Section 3.2) a seat (oneSeat), with some ground
transition parts (GroundTransitionPart) under it. Ontologies as XML-written files are well suited for
hierarchical structures. A dedicated parser finally allows the answer to be structured in a JSON-file
and communicated with the object characterization step (Section 3.2). Listing 1 shows the results of
querying ACO/SPC Ontology about the “KitchenChair” label. It is structured as a hierarchical tree of
characteristics, where each level is detailed by its sub-levels. In this tree, each line specifies a triple that
refers to the object description (e.g., “hasNormale some PerpendicularOrientation” specifies that the
normal needs to be perpendicular to the main orientation for this specific Sub-Element).
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Listing 1 Kitchen Chair semantic definition extracted from the ACO

Label queried: “KitchenChair”

1. Detected element: http://www.geo.ulg.ac.be/nyspoux/SPC#KitchenChair
2. hasPart min 4 http://www.geo.ulg.ac.be/nyspoux/SPC#GroundTransition
3. hasNormale some PerpendicularOrientation
4. hasIntersectionPerpendicular some http://www.geo.ulg.ac.be/nyspoux/SPC#FurniturePart
5. hasAverageHistogram maxExclusive 0.25
6. hasContext some http://www.geo.ulg.ac.be/nyspoux/SPC#ContextKitchen
7. hasPartsomehttp://www.geo.ulg.ac.be/nyspoux/SPC#OneSeat
8. hasWidth maxInclusive 0.45
9. hasThickness maxInclusive 0.45
10. hasLength maxInclusive 0.45
11. hasNormale some MainOrientation
12. hasPart some http://www.geo.ulg.ac.be/nyspoux/SPC#BackrestPart
13. hasNormale some PerpendicularOrientation
14. hasIntersectionPerpendicular some http://www.geo.ulg.ac.be/nyspoux/SPC#SeatPart
15. hasNormale some MainOrientation
16. hasAverageHistogram minInclusive 0.75
17. hasFlatness maxExclusive 0.5
18. hasElongation minInclusive 0.5

The reasoning module depends on the language processing module (Figure 3). As the OWL
formalism is a Description-Logic-based language, it allows logical consequence inferences from a set
of stated axioms. We describe asserted facts in both the terminological box (TBox) and assertional box
(ABox). TBox is constituted of class definitions in the ACO ontology, whereas individuals populate
the ABox. Because of editing rules and restrictions on class definitions, those boxes are inferred and
constitute our structure for knowledge discovery on logical reasoning. Listing 2 provides a simple
example of inference based on both TBox and ABox. While TBox rules define the conditions for
classifying an object as a Wall, ABox specifies that three objects exist. The first object is constituted by
the two others as a collection, and these two subparts are defined as WallSurfaces.

Listing 2 Simple example of inferences on TBox and ABox

TBox rules and restrictions:

1. :Wall owl:equivalentTo (hasPart min 2:WallSurface)
ABox population:

1. :SubElement1 a:WallSurface
2. :SubElement2 a:WallSurface
3. :Object hasPart:Collection(:SubElement1 and:SubElement2)

Inferences:

1. :Object a:Wall

Our approach was for indoor point clouds; thus, the ACO retains information for the following
elements: beams, ceilings, floors, chairs, columns, doors, tables, walls and windows. These were
primarily chosen due to existing workflows providing robust recognition. These elements are
considered correctly categorized, and it is not necessary to filter point cloud artefacts. In Section 3.2,
we present the second step (Figure 1B) of our workflow, which aims at generating modelling rules
while retaining the specificity of each element.

http://www.geo.ulg.ac.be/nyspoux/SPC#KitchenChair
http://www.geo.ulg.ac.be/nyspoux/SPC#GroundTransition
http://www.geo.ulg.ac.be/nyspoux/SPC#FurniturePart
http://www.geo.ulg.ac.be/nyspoux/SPC#ContextKitchen
hasPart some http://www.geo.ulg.ac.be/nyspoux/SPC#OneSeat
http://www.geo.ulg.ac.be/nyspoux/SPC#BackrestPart
http://www.geo.ulg.ac.be/nyspoux/SPC#SeatPart
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3.2. Instance-Based Characterization, Feature Extraction and Description Refinement

While the SPC-integrated point cloud holds a minima class or segment information, these are
not necessarily optimal with regard to indoor applications. The ACO makes it possible to deepen
the classification of considered classes presented in Table 1 through the Web of Linked Data.
For each class, every element is extracted independently from the point cloud and considered for
instance characterization.

Table 1. Objects to be modelled from the S3-DIS point cloud dataset [111] are highlighted in red,
identified by a major primitive (Cuboid, Plane, or CSG model assembly) and a category, being
Normal-Element (NE), Sub-Element (SE) or Aggregated-Element (AE).

Beam CeilingS Chair Column Door Table WallS Window
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Let pi be a point in Rs, with s the number of dimensions. We have a point cloud P = {pi}n
i=1 with

n the number of points in the point cloud. Let Ei be an element of P identified by a label Li, containing
m points from P . Let
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segmentation, and therefore allows the expert system to directly address the modelling phase
(Section 3.3).
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as a combination of multiple Sub-Elements (and therefore
is in the category of Aggregated-Element from the SPC), it goes through part-segmentation
(Section 3.2) before modelling the entity. This segmentation is guided by inferred rules extracted
from the ACO ontology. For instance, if an object is labelled as a “kitchen chair”, its definition will
specify that segmentation need to find an upper-part, which is a backrest, a middle-part, which is
a oneSeat, and some ground transition parts—at least 3 for the example of the “kitchen chair”.

(c) When Ei is a Sub-Element in the ACO and refers to an Aggregated-Element, the point cloud subset
goes through an aggregation step before modelling. This step is guided by semantic definitions
and symmetric operations to find (recreate) other Sub-Elements of the Aggregated-Element.
For instance, when a WallSurface is considered to be Ei, its parallel wall surface will be searched
for in the SPC database to constitute the Aggregated-Element “Wall”.
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The main processes of this second step are described in Algorithm 1 as part of the global workflow.

Algorithm 1 Element characterization, featuring and generation of modelling rules (Figure 1B)

Require: A point cloud P ∈ Rs, decomposed in n Ei each with a label Li

1. For each Ei do
2. CEi ← characterization of Ei (NE, SE or AE)
3. if CEi == ‘AE′ then
4. specialization of Ei through part-segmentation
5. end if
6. Ei

+ ← Add Bag of features, Object relationship information and Contextual semantics
7. R ← Generation of modelling rules through ACO
8. end for
9. end
10. return (Ei

+,R)

While NE and SE’s characterization avoids part-segmentation, AE goes through case (b) for a
higher representativity. Looking at the considered AE classes (chair, door, table), the “chair” class
provides the highest variability for testing and will thus be used as the main illustration of AE
specialization and shape featuring (Figure 1B). We decompose this mechanism (Algorithm 1: line 4)
into three sub-steps.

Sub-Step 1. Pose determination of 3D shapes: we use a robust variant of Principal Component
Analysis (PCA) inspired by Liu and Ramani [76], to compute the principal axis of points composing Ei
(Algorithm 2). The eigen vector with the largest value in the covariance matrix is chosen as the first
estimate of the principal direction.

Algorithm 2 Robust Principal Axis Determination (RPAD)

Require: A point cloud object Ei ∈ R3 filtered for considering only spatial attributes along
→
x ,
→
y ,
→
z ,

max_iteration the maximum number of iteration (by default: 1000),

1.
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, remaining points as a matrix in R3, ri being a point pi ∈ r

5. res(ri)← the distance between ri and its projection onto
→
e1

6. if |res(ri)| < |mean(res) + σ| then
7.
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e3 ← Update by a 2D RPAD over Ei projection onto the plane defined by
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Algorithm 3 Gravity-based constraints for Sub-Elements Esub−i

Require: A point cloud Sub-Element Esub−i ∈ R3 and
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s3 ← origin and three principal axes of Esub−i through RPAD

2.
→
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s1
← projection of the main axis

→
s1 onto the plane defined by the normal

→
e3 from mainElement(Ei)

as defined in ACO
3. α1, α2 ← angle respectively ˆ

(
→
e1,
→
p→

s1
) and ˆ

(
→
e2,
→
p→

s1
)

4. if α1 ≤ α2 then

5.
→
s2 ← Rz(α1)

→
s2 and

→
s3 =

→
s1 ×

→
s2

6. elif:
→
s2 ← Rz(α2)

→
s2

7. end

8. return (
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Sub-Step 2. The 2nd sub-step in the part-segmentation process extracts several shape features
which guide the process. Every point pi composing Ei is processed following Algorithm 4:

Algorithm 4 Histogram and bin featuring of an element Ei

Require: A point cloud object Ei ∈ R3 filtered for considering only spatial attributes X, Y, Z along (
→
x ,
→
y ,
→
z )

axis, Xe, Ye, Ze the spatial attributes along principal directions (
→
e1,
→
e2,
→
e3)

1. B ← bin gridded elementary subset of Ei, by default an octree-based voxel [33]
2. done← ∅
3. for each B do
4. if B.index is not in done then
5. done← done.append(B.index)
6. CB ← Coordinates (XBc, YBc, ZBc) of the center of B as a vector in R3

7. F
(
→
e2,
→
e3)
← count number of bin B with same (YBc, ZBc) along

→
e2,
→
e3, and different XBc along

→
e1

8. F→e1
← count number of bin B with same XBc along

→
e1, and different (YBc, ZBc) along

→
e2,
→
e3

9. end if
10. end for
11. end
12. return (F

(
→
e2,
→
e3)

,F→e1
) as a dictionary with the CB as a key, and F

(
→
e2,
→
e3)

,F→e1
as values

Outputs of Algorithm 4 are used as initial shape descriptors for studying local maxima. This is
done through a gradient approach with different neighborhoods to avoid over/under segmentation.

The gradient
→
∇( f ) is computed using central difference in the interior and first differences at

the boundaries:
→
∇( f ) =

δ f
δx

→
i +

δ f
δy

→
j (1)

δh[ f ](x) = f (x +
1
2

h)− f (x− 1
2

h), with h = 1 (interior) (2)

∆h[ f ](x) = f (x + h)− f (x) (boundaries) (3)

From the extrema, we descend the gradient to find the two cut candidates: downcut and upcut.
This is iteratively refined by studying each extremum and their relative cuts. When two extrema
have a common value for their cuts, they are studied for possible under segmentation, and therefore
aggregated into the initial candidate. Cut candidates are extracted by fitting a linear least-square
model to each gradient after extrema’s filtering to identify the baseline (Figure 7: line 5). This makes it
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possible to be robust to varying sampling distances, missing point cloud data and outliers. We then
extract the candidate for the Main-Element, and we further process Sub-Elements.Remote Sens. 2018, 10, x FOR PEER REVIEW  15 of 35 
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over , ,  to extract extrema and find patterns that define each Sub-Element in the ACO. For each 
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to detect candidate axis positions among all pairs of neighboring patches, similarly to [87]. 

  

Figure 7. Each AE from (a–e) is projected in a voxelized space, studied against voxel count per unit
over

→
e1,
→
e2,
→
e3 to extract extrema and find patterns that define each Sub-Element in the ACO. For each

object, line 1 is the considered AE, line 2 to 4 illustrates the repartition histogram along
→
e1,
→
e2,
→
e3, line 5

the principal cuts extracted, line 6 the results.

Sub-Step 3. The ontology contains a knowledge-based symmetry indicator which provides
insights on the possible symmetric properties of each class, expressed regarding the Main-Element (see
Supplementary Materials). We first use these, and if the test fails, we undertake a specific symmetry
search using analytic knowledge, similarly to [86]. In the context of indoor point clouds, we mostly
deal with approximate symmetries due to measured data. Therefore, we use a measure of overlap
by mapping the pixels as binary grid of the projection on a plane the normal of which is coplanar to
the symmetry plane and vice-versa (Figure 8: line 2). The symmetry analysis is conducted over the
repartition histogram projected onto the plane (

→
e2,
→
e3). Then we run mean-shift clustering to detect

candidate axis positions among all pairs of neighboring patches, similarly to [87].
At this point, we benefit from a better characterization of AE through the ACO and the described

threefold mechanism. Each initial element composing the scene (NE, SE and AE) is then processed to
extract object relationships. We construct a connected component graph

Remote Sens. 2018, 10, x FOR PEER REVIEW  12 of 35 

 

3.2. Instance-Based Characterization, Feature Extraction and Description Refinement 

While the SPC-integrated point cloud holds a minima class or segment information, these are 
not necessarily optimal with regard to indoor applications. The ACO makes it possible to deepen the 
classification of considered classes presented in Table 1 through the Web of Linked Data. For each 
class, every element is extracted independently from the point cloud and considered for instance 
characterization. 

Table 1. Objects to be modelled from the S3-DIS point cloud dataset [111] are highlighted in red, 
identified by a major primitive (Cuboid, Plane, or CSG model assembly) and a category, being 
Normal-Element (NE), Sub-Element (SE) or Aggregated-Element (AE). 

Beam CeilingS Chair Column Door Table WallS Window 

        

Cuboid Plane CSG model Cuboid CSG model CSG model Plane Cuboid 
NE SE AE NE AE AE SE NE 

Let  be a point in ℝ , with  the number of dimensions. We have a point cloud = { }  
with  the number of points in the point cloud. Let ℰ  be an element of  identified by a label ℒ , 
containing  points from . Let ℊ be a directed graph defined by a set (ℊ) of inner nodes, a set ℯ(ℊ) of edges and a set (ℊ) of end nodes. Each edge is oriented regarding a specified topology 
relation between one or multiple nodes (its ends). Then, three processing cases arise from the 
definition of elements (Figure 6), where: 

(a) ℰ  is an element that is described in ℊ  as an end (ℊ)  (the final level of the elements 
decomposition, e.g., a wall, a beam, etc.). These elements are directly identified as Normal-
Elements (NE) in the ACO Level 2 (Figure 4) and refer to a DBpedia resource. Such a case does 
not necessitate a part segmentation, and therefore allows the expert system to directly address 
the modelling phase (Section 3.3). 

(b) When ℰ  is an element described in ℊ  as a combination of multiple Sub-Elements (and 
therefore is in the category of Aggregated-Element from the SPC), it goes through part-
segmentation (Section 3.2) before modelling the entity. This segmentation is guided by inferred 
rules extracted from the ACO ontology. For instance, if an object is labelled as a “kitchen chair”, 
its definition will specify that segmentation need to find an upper-part, which is a backrest, a 
middle-part, which is a oneSeat, and some ground transition parts—at least 3 for the example of 
the “kitchen chair”. 

(c) When ℰ  is a Sub-Element in the ACO and refers to an Aggregated-Element, the point cloud 
subset goes through an aggregation step before modelling. This step is guided by semantic 
definitions and symmetric operations to find (recreate) other Sub-Elements of the Aggregated-
Element. For instance, when a WallSurface is considered to be ℰ , its parallel wall surface will 
be searched for in the SPC database to constitute the Aggregated-Element “Wall”. 

   
(a) (b) (c) 

Figure 6. (a) ℰ  is a Normal-Element; (b) ℰ  is an Aggregated-Element, it goes through part-
segmentation; (c) ℰ  is a Sub-Element. 

in a voxel-space based on
the initial bounding-box parameters of P and the one of the considered element Ea. We then use the
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available topology information Tv(va, {vi}26
i=1), computed with regard to DE-9IM [113] in the voxel

space and extended using spatial operators, to identify elements related to Ei along
→
e1:

relation = {guest, host, twin}, (4)

∀ i ∈ relation, ∃ (Ea, Eb) | T (Ea, Eb) = i, (5)
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The basic object relationship is defined as T (Ea, Eb) and determined using Algorithm 5:

Algorithm 5 Object-relationship definition for indoor elements

Require: A point cloud object Ei ∈ R3 filtered for considering only spatial attributes X, Y, Z along (
→
x ,
→
y ,
→
z )

axis, (
→
e1,
→
e2,
→
e3) the principal directions, Xe, Ye, Ze the spatial attributes along

→
e1,
→
e2,
→
e3

1. Tv(va, {vi}26
i=1)← SPC voxel-based feature for direct voxel topology between E

2. for each E do

3. if Tv(va, {vi}26
i=1) = true and vi ∈ Eb then

4. if max→e1
(BBox(Eb))< min→e1

(BBox(Ea)) and
∣∣∣min→e1

(BBox(Ea))− max→e1
(BBox(Eb))

∣∣∣< KBth then

5. T (Ea, Eb) = guest
6. elif T (Eb, Ea) = guest then T (Ea, Eb) = host
7. elif (T (Ea, Eb) = guest or T (Ea, Eb) = host) and∣∣∣X→e1

(CenterBBox(Ea))− X→e1
(CenterBBox(Eb))

∣∣∣ < KBth then T (Ea, Eb) = twin

8. end if
9. end if
10. end for
11. end
12. return (T (Ea, Eb)) for every E composing P
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With regard to AE, Sub-Elements that create new segments are similarly refined, using the ACO
(e.g., if Ei is a “Kitchen Chair” and the number of Esub−i in “someDown” position is lower than 3,
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then the results are refined, as a “Kitchen Chair” is described having at least 3 legs). Guided by ACO,
we cross-relate Ei information F`,W
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Finally, in the next section we present the closing step in aggregating every modelled element 
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3.4. 3D Aggregation for Scene Modelling 

At this stage, every element ℰ  composing  is enhanced to retain contextual information and 
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, Le, F
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→
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,He and E` with the highest maximas, where:
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We compute the transformation parameters by matching the centroids of  and ℳ , refined 
using ℳ  and ACO-inferred ℰ  for its orientation. We finally adjust scale by matching shape 
parameters. This is done using the symmetry indicators and planes as coplanar constraints for global 
transformation with independent shape deformation along each principal axis. 

Finally, in the next section we present the closing step in aggregating every modelled element 
to create a 3D model accompanied by object relationships (Figure 1D, Section 3.4). 

3.4. 3D Aggregation for Scene Modelling 

At this stage, every element ℰ  composing  is enhanced to retain contextual information and 
object-relationship through Algorithm 1, becoming ℰ . It is then processed in accordance with ℛ 
from the ACO to obtain a set of models {ℳ ,ℳ ,ℳ ,ℳ ,ℳ } using Algorithm 6. The final step 
(Figure 1D) is to leverage the context with related elements for general modelling, with adjusted 
parametric reconstruction, notably following the topology and symmetric considerations. E.g., the 
constraints extracted by processing the ACO—such as “the feet have the same height”, derived from 
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In the next sub-section (Figure 1C) we explain the third step of our global workflow, which 
provides a modelling approach for obtaining multiple geometries for each ℰ  composing . 

3.3. Procedural Instance 3D Modelling 

As reviewed in Section 2.1, most indoor scenes are primitive-based decompositions. As such, we 
provide a simple yet efficient parametric instance-modelling, described in Algorithm 6, that 
reconstructs each element ℰ  using cuboid and bounded plane representations. 

Algorithm 6 Multi-LoD object instance modelling (Figure 1C) 
Require: Algorithm 1 output: (ℰ ,ℛ)	

1. For each ℰ  do 
2. if ∁ℰ == ′ ′ then 
3. ℰ  goes through part-modelling and part-assemblage 
4. end if 
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Figure 12. Results of the shape matching over different datasets (a). The rank RXX represents the score 
of each candidate. The closer to 0, the better the shape fits the search from (b–i). 

We compute the transformation parameters by matching the centroids of  and ℳ , refined 
using ℳ  and ACO-inferred ℰ  for its orientation. We finally adjust scale by matching shape 
parameters. This is done using the symmetry indicators and planes as coplanar constraints for global 
transformation with independent shape deformation along each principal axis. 

Finally, in the next section we present the closing step in aggregating every modelled element 
to create a 3D model accompanied by object relationships (Figure 1D, Section 3.4). 

3.4. 3D Aggregation for Scene Modelling 

At this stage, every element ℰ  composing  is enhanced to retain contextual information and 
object-relationship through Algorithm 1, becoming ℰ . It is then processed in accordance with ℛ 
from the ACO to obtain a set of models {ℳ ,ℳ ,ℳ ,ℳ ,ℳ } using Algorithm 6. The final step 
(Figure 1D) is to leverage the context with related elements for general modelling, with adjusted 
parametric reconstruction, notably following the topology and symmetric considerations. E.g., the 
constraints extracted by processing the ACO—such as “the feet have the same height”, derived from 
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We compute the transformation parameters by matching the centroids of  and ℳ , refined 
using ℳ  and ACO-inferred ℰ  for its orientation. We finally adjust scale by matching shape 
parameters. This is done using the symmetry indicators and planes as coplanar constraints for global 
transformation with independent shape deformation along each principal axis. 

Finally, in the next section we present the closing step in aggregating every modelled element 
to create a 3D model accompanied by object relationships (Figure 1D, Section 3.4). 

3.4. 3D Aggregation for Scene Modelling 

At this stage, every element ℰ  composing  is enhanced to retain contextual information and 
object-relationship through Algorithm 1, becoming ℰ . It is then processed in accordance with ℛ 
from the ACO to obtain a set of models {ℳ ,ℳ ,ℳ ,ℳ ,ℳ } using Algorithm 6. The final step 
(Figure 1D) is to leverage the context with related elements for general modelling, with adjusted 
parametric reconstruction, notably following the topology and symmetric considerations. E.g., the 
constraints extracted by processing the ACO—such as “the feet have the same height”, derived from 
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These are grouped as a bag of features and we infer modelling rules (e.g., Figure 9) after going
through a language processing step to provide three groups of features:

- Bag of features: Flatness F`, WidthW
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- Object-relationship information: Topology relation T (Ea, Eb), Relative position to elements in
fixed radiusR(Ea, Eb), Direct voxel-based Topology Tv(va, {vi}26

i=1)

- Contextual semantics: Semantic positionRs(Ea,P), Function Fi, Label Li

Contrary to [6], we do not reason based on decision trees that are extracted from an ontology.
Indeed, we create a JSON object per element Ei that holds the Bag of features, Object-relationship
information and Contextual semantics. These include concepts of physics and causation such as
stability, clearance, proximity and dimensions defined as Knowledge Primitives by Sutton et al. [114].
The reasoning module of the expert system can in turn provide the guiding modelling rulesR for the
considered object as developed in Section 3.1.
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Figure 9. The ACO graph representation of the chair and the relations within Sub-Elements.

In the next sub-section (Figure 1C) we explain the third step of our global workflow, which provides
a modelling approach for obtaining multiple geometries for each Ei composing P .

3.3. Procedural Instance 3D Modelling

As reviewed in Section 2.1, most indoor scenes are primitive-based decompositions. As such,
we provide a simple yet efficient parametric instance-modelling, described in Algorithm 6,
that reconstructs each element Ei using cuboid and bounded plane representations.
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Algorithm 6 Multi-LoD object instance modelling (Figure 1C)

Require: Algorithm 1 output: (Ei
+,R)

1. For each Ei
+ do

2. if CEi
+ ==′ AE′ then

3. Ei
+ goes through part-modelling and part-assemblage

4. end if
5. Ei

+ parameters refinement through context adaptation followingR specifications
6. {ML0,ML1,ML2,ML3} ← Primitive fitting for multi-LoD 3D model generation
7. M3DM ← Model from 3D Data mining using ModelNet10 based on {ML0,ML1,ML2}
8. end for
9. end
10. return (ML0,ML1,ML2,ML3,M3DM)

Similar to Step 2 (Figure 1B, Section 3.2) of the global workflow, the characterization of the AE
element as Ei

+ is accounted for by going through a specific part-modelling and part-assemblage
processing (necessitate AE’s characterization and part-segmentation, as detailed in Section 3.2). This is
done by considering each Sub-Element of the initial element Ei an independent element. Then,
using intra-Ei topology (relations between Sub-Elements from part-segmentation) defined within the
ACO, geometric parameters are adjusted (Figure 10).
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Figure 10. The different phases of the primitive fitting for AE. (a) Point cloud; (b) Raw parameters and
generation of grid-aligned cuboid; (c) Refinement by non-constrained PCA-Analysis; (d) Refinement
by constrained PCA-Analysis; (e) parameters refinement through ACO.

The parametrization of generated models gives users the ability to alter the entire logic of the
object construction by adjusting individual parts.

We parametrize a cuboid with three orthogonal directions
→
c1,
→
c2,
→
c3 where:

→
c3 =

→
c1 ×

→
c2 (9)

The cuboid parameters also include the center coordinates Xc, Yc, Zc, as well as the length, width
and height, respectively, along

→
c1,
→
c2,
→
c3. Its finite point set representation is obtained by tessellation

and generated as an obj file. A bounded plane is represented by a set of parameters p = {p1, p2, p3, p4}
that defines a plane, and a set of edge points e that lies in the plane and describes the vertices of the
plane’s boundary.

Depending on Ei’s characterization, we obtain a geometric model composed of a bounded
plane, a cuboid, a cuboid assembly or a cuboid and bounded plane aggregation. These geometries
are then refined to provide multiple LoD. Ei are found represented as Bounding-box (ML0),
Trivial knowledge-based parametric shape (ML1), Parametric assemblage (ML2) and hybrid
voxel-based refined model (ML3), as illustrated in Figure 11 and executed in Algorithm 6: line 6.
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As an alternative to the 3D models extracted from the procedural engine, we study a 3D database
shape matching approach for higher geometric flexibility, but also to provide a way to extract additional
information from external database sources through mining. We consider database objects from the
ModelNet10 [35] library, specifically the chair, desk and table furniture due to the non-availability
of wall, beam, ceiling and floor models (Figure 12). Each candidate is oriented in the same way
(Main-Element’s

→
e3 is

→
z -aligned,

→
e2 is

→
y -aligned), which makes it possible to avoid global alignment

search and local refinement via ICP. Only a rigid translation and deformable step is executed. The main
challenges include the present noise in scanned data, isotropic shapes, partial views and outliers.
As such, global matching methods based on exhaustive search (efficient if we can strongly constrain
the space of possible transformations), normalization (not applicable to partial views, or scenes with
outliers) and RANSAC (need at least 3 pairs of points) are limited. We investigate an invariance-based
method to try and characterize the shapes using properties that are invariant under the desired
transformations. We describe each database 3D model by computing a rank RLevel−1 to define a first
set of best fit candidates Ci, where:

RLevel−1(Ci) =

∣∣∣∣He(ML1)

Le(ML1)
− He(Ci)

Le(Ci)

∣∣∣∣+ ∣∣∣∣ He(ML1)

W
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We then compare each rank for each candidate within the database and filter by score. We narrow
the set of candidates by comparing its symmetry pointer to Ei

+ and each Sub-Element (when
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applicable), which highly constrains the repartition. This is done regarding the symmetry descriptors
as defined in Section 3.2. The new rank descriptor RLevel−2 is given by:

RLevel−2(Ci) = R(similarityratio) + RLevel−1(Ci) (11)

We compute the transformation parameters by matching the centroids of Ci and ML1,
refined using ML2 and ACO-inferred Ei

+ for its orientation. We finally adjust scale by matching
shape parameters. This is done using the symmetry indicators and planes as coplanar constraints for
global transformation with independent shape deformation along each principal axis.

Finally, in the next section we present the closing step in aggregating every modelled element to
create a 3D model accompanied by object relationships (Figure 1D, Section 3.4).

3.4. 3D Aggregation for Scene Modelling

At this stage, every element Ei composing P is enhanced to retain contextual information
and object-relationship through Algorithm 1, becoming Ei

+. It is then processed in accordance
with R from the ACO to obtain a set of models {ML0,ML1,ML2,ML3,M3DM} using Algorithm
6. The final step (Figure 1D) is to leverage the context with related elements for general modelling,
with adjusted parametric reconstruction, notably following the topology and symmetric considerations.
E.g., the constraints extracted by processing the ACO—such as “the feet have the same height”,
derived from topological reasoning with the ground—permit contextual inference. Every element is
then aggregated as described in Algorithm 7, and object-relationshipsRG3D are retained to be usable
concurrently with the global 3D indoor modelMG3D. This step follows a part-to-whole design which
starts with the floors, ceilings, walls, beams/columns and then goes to doors, windows then furniture.

Algorithm 7 Element aggregation for global geometric and relationship modelling (Figure 1D)

Require: Algorithm 1 output (Ei
+,R) and Algorithm 6 output (ML0,ML1,ML2,ML3,M3DM)

1. MG3D ← ∅
2. For every Ei

+ ∈ P do
3. if Li 6= door or Li 6= window then
4. MG3D ← MG3D ∪MXi: Aggregate desired Ei geometry (MXi) from the set of models

{ML0,ML1,ML2,ML3,M3DM} for natural or hybrid models
5. elif: MG3D ← (MG3D ∩MXi)

C +MXi ∩ (MG3D ∩MXi)
C

6. end if
7. RG3D ← Object Relationship modelling ofMG3D

8. end for
9. end
10. return (MG3D,RG3D)

To be topologically consistent in the sense of 3D modelling, we treat overlapping similarly
to Fayolle and Pasko [51]. We represent a constructive model using a binary (CSG) construction
tree structure with primitive solids at the leaves and operations at the internal nodes of the tree.
For any given point in space, an evaluation procedure traverses the tree and evaluates membership
predicates at this point. After evaluation, we obtain a consistent 3D model of the entire scene retaining
object-relationships. We use the Union (U) and Intersection (∩) operators and their set complements to
refine the CSG-tree for modelling the point cloud (Figure 13).
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Figure 13. (a) S3-DIS Point Cloud extract; (b) SE modelling (walls, floors, ceilings); (c) NE completion
and CSG operations; (d) 3D global model with point cloud superimposition.

The ability to use several representations from the set of instance models
{ML0,ML1,ML2,ML3,M3DM} makes it possible to obtain hybrid models following the same
mechanism as illustrated in Figure 14.
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With the aim of aggregating semantics outside the SPC Infrastructure and for interoperability
with existing standards, we obtain a parsing-ready JSON object for IFC file construction.
ML0,ML1,ML2,ML3 andM3DM geometries follow the obj physical file format to be mapped in the
IFC scheme using the EXPRESS data definition language. For beams, floors, and walls, IFC entity
types, such as IfcBeam, IfcWall, IfcWallStandardCase, IfcBulidingElementProxy, IfcRelDecomposes
and IfcRelConnects, are defined with their geometric and connectivity properties following the IFC
scheme. In this way, an as-built 3D model of the structural elements compliant with industry standards
can be inferred.

4. Results

In this section, we detail the results of our methodology through several comparisons. We start by
describing the underlying datasets, we then present the results of our evaluations to finally provide
the details of our implementation and computation time. Then we provide identified limitations and
research directions.

4.1. Datasets

The methodology was tested over three different datasets. The first dataset (SIM) is simulated
data using the ModelNet10 library as scanning environment. The second (DAT) contains real data
from actual sites using both the Leica P30 and Trimble TX5 terrestrial laser scanner. The last dataset
is the S3-DIS created using the Matterport. The main idea behind using these various datasets is to
use the simulated one to test the theoretical basis of the proposed approach, while the real datasets
cover the difficulties and the efficiency of the method. The two real-world scenes (DAT and S3-DIS)
represent indoor built environments. For the simulated cases (SIM), the point cloud was generated
by 3D mesh tessellation and then by adding 2 mm of noise, which is representative of many current
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laser scanners. Subsampling is not employed at any stage, here, both for point clouds and 3D models.
The simulated dataset is solely comprised of furniture (chair, desk, table), with around 1 million points
per element. The DAT dataset is comprised of 800 million points, whereas the S3-DIS dataset contains
over 335 million points, with an average of 55 million points per area (6 areas). The DAT presents many
large planar surfaces and has a high device accuracy, resulting in low noise and a homogeneous point
repartition. In contrast, the S3-DIS dataset is very noisy and presents many occluded areas. As these
are typical scenes from the built environment, it is worth noting that they all present some significant
levels of symmetry and/or self-similarity. Moreover, the DAT and 3D-DIS rely on a scan acquisition
methodology that does not cover the full environment, presenting many occluded areas.

4.2. Comparisons

We tested our approach on both simulated and real-world point clouds of indoor buildings.
We first provide in Table 2 the results of the part-segmentation for AE characterization (Section 3.2).

Table 2. Results of the part-segmentation mechanism against manually annotated Sub-Elements.
The precision and recall were obtained by studying True Positives, False Positives and False Negatives
(precision = TruePositive

TruePositive+FalsePositive , recall = TruePositive
TruePositive+FalseNegative ).

Dataset Element Legs OneSeat BackRest

precision recall precision recall precision recall
chair_0001 99.99% 97.34% 93.52% 99.62% 99.99% 96.87%
chair_0007 59.18% 99.99% 99.99% 87.22% 99.99% 99.99%

SIM chair_0008 99.99% 99.99% 98.60% 99.99% 99.99% 98.56%
chair_0029 99.99% 90.93% 95.82% 99.72% 99.99% 99.99%
chair_0041 99.99% 99.99% 96.68% 99.99% 99.99% 97.31%

overall 91.84% 97.65% 96.92% 97.37% 99.99% 98.55%
F1-score 94.66% 97.14% 99.27%

precision recall precision recall precision recall
chair_0001 99.99% 99.90% 98.32% 99.99% 99.99% 99.29%
chair_0002 99.99% 93.57% 93.59% 83.68% 92.09% 98.97%
chair_0005 99.99% 99.99% 99.99% 38.36% 29.70% 99.99%

DAT chair_0006 96.14% 99.99% 87.29% 99.56% 95.02% 96.50%
chair_0007 96.60% 99.99% 92.35% 88.25% 83.89% 98.79%

overall 98.55% 98.69% 94.31% 81.97% 80.14% 98.71%
F1-score 98.62% 87.71% 88.46%

precision recall precision recall precision recall
chair_0001 99.99% 99.99% 89.26% 99.99% 99.99% 87.56%
chair_0002 87.53% 99.99% 80.76% 73.31% 94.98% 91.85%
chair_0003 99.99% 99.99% 97.51% 99.99% 99.99% 97.54%

S3-DIS chair_0004 99.99% 99.99% 90.88% 99.99% 99.99% 92.13%
chair_0005 99.99% 99.99% 90.55% 72.25% 74.94% 92.66%

overall 97.51% 99.99% 89.79% 89.11% 93.98% 92.35%
F1-score 98.74% 89.45% 93.16%

Firstly, we notice an overall precision and recall score above 90% for every Sub-Element of the SIM
dataset. While the backRest gives the higher F1-score (99.27%), the oneSeat and the legs achieve lower
scores of 97.14% and 94.66%, respectively. Indeed, these Sub-Elements are more subject to missing data
which induce False Negatives. Specifically, the SIM chair_0007 represents a problematic case in which
the point distribution’s features impact the segmentation through a high number of True Negatives.
This can be solved if we include a connectivity step to merge similar Connected Components by looking
at their Bag of features and their voxel topology. As for the recall indices, the problematic zones are
often localized at the joints between each Sub-Element, which could be further refined if an additional
(time-consuming) nearest neighbor search was implemented. Logically, the non-simulated datasets
DAT and S3-DIS achieve lower scores for the backRest and oneSeat robustness detection. Recall drops
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by 7.43%, on average, and precision by 8.90%. This is specifically due to the non-uniform sampling of
real-world datasets which present many occluded areas for these Sub-Elements, inducing many False
Positives. Interestingly, we note that both DAT and S3-DIS datasets present an increase of around 4%
for the F1-score. Indeed, the low precision and scan angle play in favor of joint identification between
the oneSeat and the legs, which in turn increase the segmentation accuracy. We could highlight that
the quality and robustness of our AE’s characterization approach depends on the plane detection
quality, which is influenced by scanner noise, point density, registration accuracy, and clutter inside of
the building.

Secondly, we assess the different LoD models obtained following Section 3.3. As the modelling
approach does not aim at a perfect fitting of the underlying point cloud, we used an RMSE indicator
for comparison between the model and the different reconstructions (Figure 15). We also compared
the different sizes of generated geometries to obtain ratios of precision over complexity.Remote Sens. 2018, 10, x FOR PEER REVIEW  23 of 35 
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Figure 15. 3D modelling results overML1,ML2,ML3 of the DAT dataset. (a) 3D representation; (b)
color-coded deviations from (a); studied repartition in (c); main indicators presented in (d).

We notice that the higher the LoD, the better the accuracy, but also the higher the data volume.
Generalized to the elements processed, we extrapolate that RMSE is expected to be 5 cm forML1 (very
sensitive to point repartition), whereasML2 is expected to give a representation with an RMSE of
2 cm, andML3 is expected to model with an RMSE of 1 cm. The latter can, of course, be reduced if the
octree level of the voxelization is lower, causing a higher model size, which can become impractical
for very large scenes. Additionally,ML3 could be refined using the parametric model in zones with
a high overlap (e.g., OneSeat area), resulting in a reduced number of vertices. If we look at the
well-known triangulation modelling methodologies illustrated in Figure 16, while they can provide
a higher accuracy, their representation is often incomplete and cannot successfully model occluded
areas. On top, their size is on average 6 times bigger thanML3, and the trade-off of precision over
complexity shows overly complex structures for the precision gains.
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Figure 16. 3D modelling by triangulation. (a) Poisson reconstruction [115]; (b) Ball-pivoting
approach [116]; (c) Marching-Cubes approach [117].

As forM3DM, our 3D data mining approach provides interesting results concerning the SIM
dataset, but the extension to the real-world case presents many challenges. Primarily, the fact that
the model does not exist in the database makes it necessary to search for a close candidate and to
accommodate intra-Ei variability. Secondly, the heterogeneity in shapes and forms within the database
presents some cases that our algorithm cannot handle, typically when two shapes have aML0 match,
the distinction can provide a False Positive. The mining results, while assessing the fit’s precision,
are illustrated in Figure 17.Remote Sens. 2018, 10, x FOR PEER REVIEW  24 of 35 
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Figure 17. 3D modelling accuracy of the hybrid model. (a) constitutes the results of the 3D modelling
through database mining; (b) presents the color-coded deviations to the corresponding model in (a),
and studied by repartition in (c); gaussian, deviation and size are presented in (d).

We notice that using the different LoDs for the models within the shape matching approach makes
it possible to extract candidates whose function best fits the indoor scenario. However, the obtained
deviations to the S3-DIS point cloud range between 4 and 6 cm, which can limit the scenarios of use. Yet,
it is important to note that those numbers are heavily influenced by the very high noise of the S3-DIS
dataset, as well as the large occluded areas. Indeed, one advantage of this 3D mining mechanism
is that it provides exhaustive representations from existing models, benefiting asset-management
applications. Finally, the proposed methodology makes it possible to reconstruct a global 3D model
(Figure 1C, Section 3.4), as analyzed and illustrated in Figure 18.
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Figure 18. 3D area-decomposed global model of S3-DIS in (ML0,ML1). (a) constitutes the results
of the 3D reconstruction modelling; (b) presents the color-coded deviations to (a): (c) represent the
deviation analysis; (d) regroups main indicators.

We notice that RMSE deviations for (ML0,ML1) range from 2 cm to 5 cm, which correlates
with the scanning method accuracy. On top, the modelling approach which leverages primitives
produces an “as-built” reconstruction and therefore does not model small deviations relative to the
global assemblage. If we look closely at the reconstruction of a hybrid (ML1,M3DM) global model,
as illustrated in Figure 19, we first notice a very good trade-off between precision reconstruction and
size, which is given by its hybrid nature. Moreover, we obtain a coherent watertight CSG assembly
usable for simulations, as well as 3D printing. On top, the different relations between components
allow a selectivity for this printing task.
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and occlusion; (c) Poisson’s deviation analysis; (d) main indicators. 

By looking at (b) from Figure 20, we also note the high sensitivity to noise and occlusion in the 
analyzed dataset. This is particularly striking for the S3-DIS dataset and strengthen the robustness of 
our approach to these common artifacts (Figure 21). 
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Figure 19. 3D modelling accuracy over the hybrid model. (a) constitutes the results of the 3D modelling
through database mining; (b) presents the color-coded deviations to the corresponding model (a) and
studied by repartition in (c), and the main indicators are presented in (d).

If we compare this to the existing Poisson’s modelling approach (Figure 20), we see that the
reconstruction’s achieved precisions are often better. Moreover, the size on disk is much larger for the
Poisson’s reconstruction. An interesting approach would be to combine a triangulation mechanism
such as Poisson to account for small deviations which would extend to “as is” scenarios vs. “as-built”.
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Figure 20. Poisson reconstruction of the S3-DIS dataset. (a) Global view; (b) High sensitivity to noise
and occlusion; (c) Poisson’s deviation analysis; (d) main indicators.

By looking at (b) from Figure 20, we also note the high sensitivity to noise and occlusion in the
analyzed dataset. This is particularly striking for the S3-DIS dataset and strengthen the robustness of
our approach to these common artifacts (Figure 21).
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reconstruction’s achieved precisions are often better. Moreover, the size on disk is much larger for 
the Poisson’s reconstruction. An interesting approach would be to combine a triangulation 
mechanism such as Poisson to account for small deviations which would extend to “as is” scenarios 
vs. “as-built”. 
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Figure 20. Poisson reconstruction of the S3-DIS dataset. (a) Global view; (b) High sensitivity to noise 
and occlusion; (c) Poisson’s deviation analysis; (d) main indicators. 

By looking at (b) from Figure 20, we also note the high sensitivity to noise and occlusion in the 
analyzed dataset. This is particularly striking for the S3-DIS dataset and strengthen the robustness of 
our approach to these common artifacts (Figure 21). 
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Figure 21. Noise and occlusion sensitivity. (a,c) shows a Poisson’s reconstruction; (b,d) shows the
(ML0,ML2) reconstruction.

In the next sub-section, we will investigate the performance and implementation aspects of
our approach.

4.3. Computation Time

We made a prototype implementation of the algorithms described in this paper in different
programming languages. All the developments regarding the ACO were made in Java. The different
application layers were built on top of RDF and ARQ API of Jena Apache (Java). Jena is an
OWL-centric framework that is particularly well suited for our ontology, more so than OWLAPI,
which is RDF-centric. The software Protégé was used as an interface to construct the ACO ontology.
The part-segmentation, multi-LoD modelling and database matching were implemented in python
using a minimal number of libraries: numpy (for numeric calculations), scikitLearn (for least squares,
PCA analysis and signal analysis), matplotlib (for visualization), laspy (for point cloud loading),
networkx (for graph and connectivity inference), psycopg2 (for a link to the SPC in-base data, stored in
PostgreSQL) and rdfLib (for a connection to RDF triplestore). Visualization and rendering were
conducted using Three.js or CCLib. All the experiments were conducted on a computer with an Intel
Core i7 at 3.30 GHz and 32 GB of RAM. The exchange of information was made through a language
processing module which can link SQL statements to JSON, RDF and OWL data, and be manually
extended for natural language processing.

The running times (Figure 22) for the examples presented in this paper, as well as some additional
experimental datasets, range from some seconds for the simpler shapes to several minutes for the
more complex shapes. On average, the approach takes 85 s for the SIM dataset, 32 s for the DAT
dataset, and 16 s for the S3-DIS dataset. Only one thread was used for the computation. The total
time depends essentially on the size of the point cloud, and therefore the voxelization level retained.
We note that there are some threshold and parameters that were determined empirically from our
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observation, and often their definition has an impact on the runtime. Relatively, the ontology
information extraction and inference is quick, followed by the calculation and features in the point
cloud (for part-segmentation). The voxelization is the part that consumes the most memory, but this
can be further optimized by parallelizing its calculation. The structure is already ready for parallel
processing. The data mining step can take up to 30 s for looking up 900 models in the off file format
and provide the ranking as well as the necessary transformation parameters. Such a search can also
be optimized if the models have previously been indexed. The CSG integration is quite fast, and is
usually done in under 5 s. The full workflow from SPC data extraction to multi-LoD modelling and
shape matching takes around 5 min for a full scene. The IFC file creation is made based on attributes
in the JSON file format using the FreeCAD python wrapper.
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4.4. Limitations

In an attempt to provide a clear list of research directions, we identified ten main points that could
be further investigated:

1. In our approach, we consider planar shapes only or manufactured shapes. It would be interesting
to extend the method to more complex parametric representations as reviewed in Section 2.1.

2. We consider the initial segmentation perfect. While the proposed algorithms are robust to false
positives on planar shapes, handling failure cases that can arise when detecting furniture elements
would make it possible to extend the depth of the framework.

3. In our comparison and results analysis, we noticed deviations with elements which present a
non-planar morphology. Adding a layer of shape deformation processing to best fit shapes is an
opening to provide a compact hybrid model.

4. The ACO was defined using expert knowledge, shape grammars and standards in use in Europe,
and thus presents limitations linked to knowledge standardization. Extending the “standards”
and features through machine learning could help to better generalize.

5. Our voxel-based clustering approach is dependent on the underlying point data and density,
and therefore it can have a high memory footprint, and thus, time execution. We are investigating
the parallelization of computation to alleviate the processing and extend it to multi-LoD
octree-based analysis.

6. The binning and model fitting steps (Section 3) depend on the initial axis orientation’s
determination. Extending its sturdiness to highly noisy and non-uniform point sampling would
extend the flexibility of the workflow.
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7. The considerations in this paper and tests were conducted in indoor built environments only.
Research to extend it to other scenes and outdoor scenarios is compelling.

8. Non-standard shapes are difficult to describe through a knowledge-based approach.
This limitation comes from the nature of ontologies to be integrated in standardization and
interoperability workflows. One solution would be to compute robust features through a learning
network on the existing set of 3D shapes.

9. In our experiments, we mainly considered gravity-based scenes with an initial constraint
regarding the object orientation. A global registration method would give additional flexibility
about the prerequisites for the input dataset.

10. We used the ACO for guiding the modelling process only. Due to its conception, it could be used
as an ontology of classification to classify a point cloud in elements described within the OWL.

5. Perspectives

Admittedly, the present work merely takes one step forward in solving the general problem of
3D point cloud modelling. It raises several research directions described in Section 4.4, which arise
from several identified limitations. It is important to note that our approach is based on a contextual
analysis of our environment, looking at how elements interact with each other. As such, extending
the methodology needs a generalization effort with regard to knowledge processing. Indeed, as it
is based on an ACO knowledge representation of a specific application, the establishment of the
ontology as it stands can in turn limit the interoperability with other domains. However, the approach
shows how the context and all its implications regarding object relationships can be used for efficiently
modelling point clouds. Going into detail, the initial characterization of input shapes needs to be
sufficiently meaningful, especially the part-segmentation for AE. Furthermore, stitching parts together
as models, especially for man-made shapes, is quite a difficult problem. It often requires the resolution
of topological inconsistencies between parts, and the global problem is still an active research area.
Our current solution to part assemblage is undeniably simplistic; thus, tackling the general problem
presents interesting directions for future research. We are seeing a rapid accumulation of 3D models,
yet most of these are not semantically described, and solely represent geometric shapes. We believe that
the analogy to a set of shapes as presented in Section 3.4 is a great way to achieve shape retrieval and
semantic completion. It can also be used for producing new variations of existing objects, as observed
by Xu et al. [96]. As shown in this paper, context-based categorization can be an effective means to
this end. Also, the Description Logic’s (DL) complexity of the ACO ontology is SHOIQ(D), a naming
convention in Description Logic describing the complexity of reasoning in a knowledge base (Each
character in the naming convention means that a logic constructor is used). OWL2 and its defined
relations are the highest level of definition currently defined by OGC specifications. Therefore,
in terms of calculation complexity, the proposed ontology features high-level semantic definition,
which necessitates a heavy calculation process. To reduce this complexity, functional (F), inverse (I),
reflexive and disjoint (R) relations will be rethought as much as possible in future work. It is worth
mentioning that, while we use the KR for guiding the modelling engine in this work, it can also be
used as a classification ontology. Pellet [118] or HermiT [119] reasoners are required because of their
support of OWL2 and SWRL built-in functions.

Our part-based segmentation mechanism cannot efficiently handle non-standardized conception,
which presents problems with regard to precise identification. On top, complex configurations such as
folding chairs are currently not processed by our modelling engine. This could be solved by extending
our ACO or through 3D database mining (if models exist in database). Our 3D shape matching
procedure is also very interesting for two reasons. Firstly, by using topology, feature similarity and
contextual information, we can recognize similar shapes within a given space, which provides a new
way of modelling incomplete scenes or conducting variability analysis. Secondly, by looking up a
3D database, we can in turn extract the attached semantics to the fitted candidates and enrich the
semantics of the 3D models as well as the underlying point cloud. Finally, it can be used as a means not
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only to reconstruct and model an object as a B-Rep or primitive-based representation, but to create an
open link on the database model and its affiliate information. Indeed, this makes it possible to extract
the added information (dimensions, price, availability, etc.) that a hosting database stores for asset
management. This provides a great opening to interconnected networks of information that transit
and avoid unnecessary multi-existence.

The scalability to bigger building complexes was proven using the real-world datasets; however,
as indicated, the efficiency could be improved by using a better implementation. We focused on a
geometry from terrestrial sensors with varying quality, but we intentionally left out color and texture
due to their high variability in representativity. However, it could be useful in future considerations in
order to better describe shapes, or as a means to extract better feature discrimination. Finally, in our
approach, we tried to keep in mind the final use of the extracted 3D models, similarly to [47]. Whether
the goal is the production of indoor CAD models for visualization, more schematic representations
that may be suitable for navigation or BIM applications, or simply for scene understanding and object
localization, in all these scenarios, the representation of the final objects differs, but the workflow of
our modelling engine is particularly well adapted to generating several shape representations coupled
with object relationships.

To our eyes, one of the most important perspectives concerns the interoperability of the approach
within the SPC Infrastructure, acting as a module. Indeed, both are concerned with domain
generalization, and the ability to extend workflows to all possible applications. Shape representation at
different granularities is a step toward such a flexible use of semantically rich point cloud data. The 3D
representation variability given by our multi-LoD approach provides high flexibility when we look at
attaching geometries to a subset of points (specifically class instances). This in turn provides queries
and filtering capabilities which offer better insight for a new range of scenarios. It also shows how the
SPC Infrastructure can be used to provide deliverables for applications such as BIM modelling, virtual
inventories or 3D mapping.

6. Conclusions

We presented an automatic method for the global 3D reconstruction of indoor models from
segmented point cloud data. Our part-to-whole approach extracts multiple 3D shape representations
of the underlying point cloud elements composing the scene before aggregating them with semantics.
This provides a full workflow from pre-processing to 3D modelling, integrated in a knowledge-based
point cloud infrastructure. This makes it possible to leverage domain knowledge through a constructed
applicative context ontology for a tailored object characterization at different conceptual considerations.
Comprising a 3D modelling step including shape fitting from ModelNet10 for furniture, our approach
acts as an expert system which outputs different obj files as well as a semantic tree. The framework
contributes an IFC-inspired as-built reconstruction of the global scene usable by reasoners for
automatic decision-making.

Supplementary Materials: The ontology is available online at Available online: http://www.geo.ulg.ac.be/
nyspoux/ACO.
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