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Abstract: Combining persistent scatterers (PS) and distributed scatterers (DS) is important for effective displacement monitoring using time-series of SAR data. However, for large stacks of synthetic aperture radar (SAR) data, the DS analysis using existing algorithms becomes a time-consuming process. Moreover, the whole procedure of DS selection should be repeated as soon as a new SAR acquisition is made, which is challenging considering the short repeat-observation of missions such as Sentinel-1. SqueeSAR is an approach for extracting signals from DS, which first applies a spatiotemporal filter on images and optimizes DS, then incorporates information from both optimized DS and PS points into interferometric SAR (InSAR) time-series analysis. In this study, we followed SqueeSAR and implemented a new approach for DS analysis using two-sample $t$-test to efficiently identify neighboring pixels with similar behaviour. We evaluated the performance of our approach on 50 Sentinel-1 images acquired over Trondheim in Norway between January 2015 and December 2016. A cross check on the number of the identified neighboring pixels using the Kolmogorov–Smirnov (KS) test, which is employed in the SqueeSAR approach, and the $t$-test shows that their results are strongly correlated. However, in comparison to KS-test, the $t$-test is less computationally intensive (98% faster). Moreover, the results obtained by applying the tests under different SAR stack sizes from 40 to 10 show that the $t$-test is less sensitive to the number of images.
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1. Introduction

Efficient space-based techniques are a key tool to assess changes and deformation related to natural hazards such as earthquakes [1–4], volcanoes [5,6], and landslides [7,8] and anthropogenic hazards such as subsidence/uplift due to fluid withdrawal/injection [9–11]. The techniques could be used to manage natural and man-made disasters and plan prevention measures for the infrastructures at risk [12–15].

Space-born synthetic aperture radar (SAR) with spatial-resolution of 1–20 m, temporal-resolution of 6–45 days, and broad spatial coverage has proven powerful capabilities for precise displacement monitoring (mm scale) using differential interferometric SAR (DInSAR) and advanced multi-temporal
InSAR (MTI) techniques such as persistent scatterer (PS) [16–20]. The data acquired by very high resolution (spatial resolution up to 25 cm) SAR sensors such as TerraSAR-X and CosmoSky-Med further enhance the applicability of these techniques for mapping instability related to individual infrastructure [21–24].

Sentinel-1A/B images, with high temporal resolution (6–12 days) and moderate spatial resolution (5 m × 20 m), can provide ground deformation maps with enough density of PS points in urban areas [25,26]. For non-urban regions, they also have potential to provide maps with enough density of distributed scatterers (DS), defined as pixels whose neighboring pixels share similar statistical behavior [27]. The sampling density of measurements points in both urban and agricultural regions can be further increased either by incorporating information from polarimetric observations [28] or by integrating DS and PS pixels [29] in single-polarimetry time-series analysis. These not only lead to more effective filtering of the atmospheric signals affecting InSAR measurements, but also result in more accurate phase unwrapping.

Coherence, defined as cross-correlation coefficient between two SAR images, can be used as one criterion to select DS pixels over the whole time period of observation [30]. However, since the changes in the scattering properties with time result in temporal decorrelation [31], there are DS pixels, which may contain coherent information only for a specific period and not necessarily for the whole observation period covered by SAR data. Such DSs are disregarded from InSAR time-series analysis if coherence thresholding is applied for the whole SAR data-stack. To overcome this problem in DS analysis of Small BAseline Subset (SBAS) method [30], temporal coherency criterion has been proposed [18], which is a measure of the phase stability of the pixel over the whole time period of observation (explained in Section 2.3). The method has been implemented in StaMPS/MTI software, which also provides the option to combine DS with PS points. However, for large stacks of images, DS selection and phase unwrapping of the resulting small baseline subsampled interferograms becomes very time-consuming. Moreover, the whole procedure should be repeated as soon as a new SAR acquisition is made, which is challenging considering the short repeat-observation of missions such as Sentinel-1.

SqueeSAR [32] is another approach to extract the signal from DS. It identifies a high spatial density of measurement points in both natural targets and smooth surfaces in urban [33] and non-urban areas [34–36]. The technique uses a spatially adaptive filtering procedure over statistically homogeneous pixels (SHP) to enhance the signal-to-noise ratio (SNR) over distributed targets, while preserving information associated with PS targets. Therefore, the phase values of the identified points are filtered before the unwrapping, which leads to more accurate phase unwrapping. Different statistical methods have already been proposed to identify the SHP families. These include using two-sample Kolmogorov–Smirnov (KS) test [32], the mean amplitude and the mean amplitude difference [37], exploiting polarimetry information [38], confidence interval according to the central limit theorem [39], one-sample test [40], similarity test of the covariance matrix [41], geometric distance and target features [42], various amplitude statistics [43], and non-local filters [44,45]. In this study, we followed the approach proposed by [32] in SqueeSAR technique and implemented a new method using the two-sample t-test for DS selection. Compared to the one-sample test implemented in [40], which assumes that the samples are dependent, the two-sample t-test does not consider dependency assumption between the samples. We analyzed the efficiency of the t-test in terms of processing speed, sensitivity to the number of images and reliability of the results using 50 Sentinel-1 SAR images acquired over Trondheim in Norway. A cross check of the displacement derived by PS and our new method was carried out. We implemented our method in the StaMPS/MTI processing chain, which benefits from existing algorithms for PS extraction and 3D phase unwrapping for displacement analysis.
2. Methodology

The key steps of the algorithm developed in this research for the time-series analysis of Sentinel-1 data are shown in Figure 1, and summarized in the following subsections. All of the processing was implemented on full-resolution data.

![Flow diagram of the implemented method in this study.](image)

2.1. Pre-Processing

One scene is selected to provide the reference geometry and the remaining images are co-registered and re-sampled to the master reference geometry using intensity matching and spectral diversity methods [46], implemented in GAMMA software [47].

2.2. DS Selection

For the DS analysis, we developed a new algorithm, which relies on the t-test to identify the SHPs. This includes two steps, which are discussed below.

2.2.1. DS Candidate Selection

To detect DS candidates, the first step is the identification of the SHP families. To this end, we used the two-sample t-test. According to the test, two pixels are defined as statistically homogeneous if the null hypothesis that their averaged amplitudes are the same cannot be disproved for a certain level of significance. The two-sample t-test is defined as:

\[
\begin{align*}
H_0 &: \mu_1 = \mu_2, \\
H_1 &: \mu_1 \neq \mu_2,
\end{align*}
\]

where \( \mu_1 \) and \( \mu_2 \) are the averaged amplitudes of the populations. The corresponding test statistic for the same sample sizes is as follows:

\[
t = \frac{\bar{Y}_1 - \bar{Y}_2}{\sqrt{\frac{s_1^2 + s_2^2}{N}}},
\]

where \( N \) is the sample size, \( \bar{Y}_1 \) and \( \bar{Y}_2 \) are the sample means, and \( s_1 \) and \( s_2 \) are the sample variances.

To select the homogeneous statistical population, for each pixel, an estimation window centered on the pixel is defined. Then, the test is applied between the amplitude vector of the central pixel and that of all pixels within the window for a predefined significance level (0.95 in this study).

After identifying the initial set of SHPs for each pixel, to increase the probability that all selected pixels share the same reflectively values, the direct connectivity between the central pixel and the identified neighbors within the window is investigated. For this purpose, we first labeled all eight
connected neighbors within the window, then discarded those pixels with labels that differed from the label of the central pixel (see Figure 2). Afterwards, to select DS candidates, a threshold was defined (Section 3) and discarded those pixels for which the number of SHPs is less than the threshold. Finally, after applying the threshold, the central pixel (DS candidate point), and its directly connected SHPs were considered for further analysis.

Figure 2. One example for SHPs selection, showing: (a) all neighbors selected by applying the t-test; (b) labeling the eight connected pixels, which are shown with different colors; and (c) discarding those pixels with labels different from the label of the central pixel. The outline of the central pixel is shown with yellow.

2.2.2. Final DS Selection

After identification of SHPs for each DS candidate pixel, we estimated the coherence matrix from the ensemble coherence of the set of SHPs. The principal diagonal of the covariance matrix for each pixel contained despeckled intensity values for each image, and the phase values of the off-diagonal terms corresponded to spatially filtered interferometric phase between different SAR image pairs [32]. Due to the spatial filtering process, for a DS candidate, the $N(N-1)/2$ interferometric phase values were not redundant, as is the case of PS. Therefore, following the SqueeSAR algorithm, the next step was to implement Phase Triangulation Algorithm (PTA) by estimating $N-1$ optimized phases ($\hat{\lambda}$) from the $N(N-1)/2$ interferometric phase values in the coherence matrix ($\hat{\Gamma}$) for each DS candidate, as follows [32]:

$$\hat{\lambda} = \arg\max_{\lambda} \{ \Lambda^H (|\hat{\Gamma}|^{-1} \circ \hat{\Gamma}) \Lambda \},$$

(3)

where $\Lambda = e^{i\lambda}$, $^H$ indicates Hermitian conjugation, and $\circ$ represents the entry-wise product. The Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm [48], which is a quasi-Newton method for non-constrained nonlinear optimization, was used to optimize the phase values. It is worth noting that, after performing this procedure, the phase values of DS pixels were filtered, which results in more reliable phase unwrapping.

Once the optimal solution was obtained, the final set of DS pixels were selected based on their quality; i.e., the PTA temporal coherence ($\gamma_{PTA}$), defined as follows [32]:

$$\gamma_{PTA} = \frac{2}{N(N-1)} \Re \sum_{n=1}^{N} \sum_{k=n+1}^{N} e^{i\phi_k} e^{-i(\theta_n-\theta_k)},$$

(4)

where $N$ is the number of images, $\phi$ is the spatially filtered interferometric phase (off-diagonal elements of $\hat{\Gamma}$), and $\theta$ is the optimal phase (the elements of $\hat{\lambda}$). The initial set of DS candidate pixels that have PTA temporal coherence greater than a predefined threshold (0.5 in this study) were selected as the final set of DS pixels. Afterwards, the phase values of the DS pixels in the SLCs were replaced with the optimized ones, while the phase values of the other pixels were preserved. Optimized single-master interferograms were generated using the optimized SLCs and repeat-pass technique, implemented in Delft object-oriented radar interferometric software (DORIS) [49].
phase components were subtracted from the interferograms using a digital terrain model (DTM) at 40-m resolution provided by the Norwegian Mapping Authority. The optimized differential interferograms were geocoded using the same DTM.

2.3. PS Selection

PS analysis was carried out using the standard PS processing algorithm in StaMPS/MTI [18,50]. Differential single-master interferograms were generated using the original SLCs and with the same repeat-pass method explained in Section 2.2.2. PS candidates were picked based on amplitude dispersion and a phase stability analysis was performed for each PS candidate by computing temporal coherence \( \gamma_x \) defined as follows:

\[
\gamma_x = \frac{1}{N} \sum_{i=1}^{N} e^{j(\psi_{x,i} - \tilde{\psi}_{x,i} - \Delta\tilde{\psi}_{u,\theta,x,i})},
\]

where \( N \) is the number of interferograms. \( \psi_{x,i} \) is the differential interferometric phase of the pixel \( x \) in the interferogram \( i \). \( \tilde{\psi}_{x,i} \) is the estimated spatially correlated terms, including deformation, atmospheric signal, orbital inaccuracies, and spatially correlated part of the topographic phase due to DTM errors. The terms were estimated iteratively using a combination of low pass and adaptive phase filters. \( \Delta\tilde{\psi}_{u,\theta,x,i} \) is the estimated spatially uncorrelated part of the topographic phase, which is correlated with perpendicular baseline. The term was estimated by least squares inversion. The temporal coherence was then calculated iteratively from residuals. Finally, pixels were selected as PS points, considering their amplitude dispersion, as well as their temporal coherence.

2.4. Displacement Retrieval

Once the DS and PS selection was complete and their differential interferometric phases were retrieved, we combined the selected PS and DS pixels, implemented a three-dimensional phase unwrapping [51], and estimated the atmospheric and orbital errors by applying high-pass filtering in time followed by a low-pass filtering in space. Subtracting the atmospheric and orbital terms from the adjusted unwrapped phase of each points left the surface displacement estimate.

3. Experimental Results

We applied our technique for a dataset composed of 50 SLC Sentinel-1 images acquired between January 2015 and December 2016 over Trondheim central Norway. The images were acquired in the interferometric wide swath (IW) mode, from an ascending track number 73, with a mean incidence angle of 33 degrees and “VV” polarization. The azimuth and slant range resolutions are approximately 22 and 2.65 m, with pixel-spacing of approximately 13.90 and 4.24 m in azimuth and ground range directions, respectively. We applied the processing over a 990 × 2700 pixel portion of the first swath of the images. The outline of the processed section superimposed over the Sentinel-2 image is shown in Figure 3.

We generated single-master interferograms using the scene acquired on 25 July 2015 for the reference geometry. We used all 50 images for the SHP identification, but only 48 scenes (snow-free scenes) were suitable for the multi-interferometric analysis. To identify the PS candidates using StaMPS/MTI, we considered a threshold of 0.4 for the amplitude dispersion index criterion. To identify DS candidates, we considered an estimation window of 15 × 21 pixels and performed the two-sample \( t \)-test at the 95% significance level. Since 94% of the selected PS points have less than 20 SHPs, we considered 20 SHPs as the threshold for DS candidate selection [32]. Afterwards, we implemented the PTA (described in Section 2.2.2) for the DS candidates. Figure 4 shows the PTA temporal coherence of the initially selected pixels. As shown in the figure, the DS pixels over the urban areas, which is our focus, can be well distinguished from the rest of the pixels by only thresholding their coherence.
In this study, we set the coherence threshold to 0.5, and selected DS candidates with PTA temporal coherence greater than 0.5 as final DS pixels.

**Figure 3.** Sentinel-2 satellite image of the Trondheim study area. The white rectangle shows the outline of the Sentinel-1 data processed in this study.

**Figure 4.** The PTA temporal coherence corresponding to the SHP map obtained by using the two-sample $t$-test.

Figure 5 shows the average line-of-sight (LOS) displacement maps at PS points only (Figure 5a) and both PS and DS pixels using either the $t$-test for SHP identification (Figure 5b), or the KS-test (Figure 5c). All the maps are relative to the reference area (marked in the Figure 5 as a triangle). The standard deviation of the maps, estimated by bootstrap resampling assuming a linear rate of motion, ranges from 0.1 to 3.6 mm/year. We used 1.5 mm/year standard deviation as a threshold; i.e., the points with a standard deviation above 1.5 mm/year were discarded from the results (1.5% and 2.3% of the points derived using the $t$-test and the KS-test were discarded, respectively). It is worth noting that the performance estimated with bootstrap refers to the local noise, clutter, etc., and does
not consider the systematic contributions that arise from mathematical model (i.e., non-linear rate of motion) [52,53].

Figure 5. Mean line-of-sight velocity maps considering: (a) only PS points; (b) PS and DS pixels derived by our new method using the two-sample t-test; and (c) PS and DS pixels identified by the two-sample KS-test. The triangles show the selected reference area. The vectors H and L represent the satellite heading and look angle. Negative implies away from satellite. For the point labeled A, the displacement time-series is shown in Figure 9a.BA indicates the location of the profile analyzed in Figure 9b. A zoomed in area around section BA from: (d) the PS result; and (e) the PS and DS pixels derived by the t-test.

By comparing the LOS velocities illustrated in Figure 5, we observe a common pattern in all of the results. However, the contribution of the DS pixels leads to a higher density of measurements (increased by four times), which allows the identification of some deformation features that are difficult to detect with PS points only.
The maps show that the ground is generally stable within the processing area except for some localized moving areas, most of them located along the coastline. The highest displacement rate of $-15$ mm/year occurs in the east and west coastlines.

4. Discussion

In this section, we quantify the reliability of our results in terms of SHP maps, despeckled intensity, time-series and velocity of displacement, computational time, and sensitivity to the number of images. We also compare the performance of the tests with the one obtained using one-sample test implemented in [40].

4.1. SHP Maps

Figure 6 shows the number of SHP identified at each pixel using both the two sample $t$-test and the KS-test. The figure indicates that, using large stack size (50 images), the performances of both tests are similar. The SHP maps derived by these tests have a correlation of 0.96. As shown in the figure, both tests are capable of distinguishing targets of different scattering characteristics and delineating the borders.

![Figure 6](image)

**Figure 6.** The number of SHP identified considering a $15 \times 21$ estimation window and performing the two-sample (a) $t$-test and (b) KS-test, both at 95% significance level, and (c) the scatter plot of the number identified by the $t$-test versus the KS-test, color-coded by the smoothed density of pixels.

4.2. Despeckled Intensity

As an alternative way to compare the results using the $t$-test to those using the KS-test, we show in Figure 7 one portion of the amplitude image of the SLC on 25 July 2015 and the despeckled versions using both tests. The figures show that both filtering methods have similar results. The non-urban areas have been denoised, while the PS points and their side-lobes have been preserved well.

![Figure 7](image)

**Figure 7.** (a) Amplitude image of the SLC on date 25 July 2015; and the filtered version using two-sample: (b) $t$-test; and (c) KS-test.
4.3. Consistency Assessment of the Displacements

To investigate the effect of the statistical tests on the final velocity maps, we plotted in Figure 8a the displacement velocity derived using the KS-test versus the \(t\)-test for the common points. The plot has been color-coded by the smoothed density of the points [54], in which the blue points have the minimum and the red points have the maximum density. The correlation between these results is approximately 0.93. Figure 8b shows the histogram of the differences between these velocities. The root-mean-square error (RMSE) level of a difference is 0.47 mm/year. It shows that the performance of the KS and \(t\)-test for the majority of pixels are similar, with a difference that is within the 95% bounds of the estimated accuracy (see Figure 8c).

![Figure 8.](image)

**Figure 8.** (a) The line-of-sight displacement velocity derived using KS-test versus \(t\)-test, color-coded by the smoothed density of pixels; (b) the histogram of the difference between the velocities; and (c) the difference of the velocities versus the standard deviation, color-coded by the normalized smoothed density of pixels for each standard deviation bin with the width of 0.05. Dashed lines show region where absolute of the difference is less than twice the standard deviation.

We also plot in Figure 9a the averaged displacement time-series of the point A labeled in Figure 5a, derived from PS and from DS using the \(t\)-test. As shown in the figure, the time-series derived by PS and DS is almost identical. We also extracted a 2-km profile along the line BA (marked in Figure 5a, and plotted in Figure 9b). As shown in the figure, the profiles are in good agreement with each other.

4.4. Computational Time

The processing time for SHP identification is around 43 hours using the KS-test. Using the same window size (15 × 21) and SAR stack size (50 images) for the common portion of images (990 × 2700), the processing takes only around 1 h using the \(t\)-test. A computer with a Core i7 processor and 16 GB of RAM memory was used during the processing runs. Therefore, replacing the KS-test with the \(t\)-test results in a reduction in processing time of 98%.

4.5. Different SAR Stack-Sizes

As mentioned earlier in this section, there is a high correlation between the SHP map derived using the \(t\)-test and that derived using the KS-test. We also checked the robustness of the tests to fewer images. We achieved this by calculating the correlation between the number of identified SHPs for each pixel for the full 50 images and that obtained using fewer images (Figure 10). The results show that the \(t\)-test is less sensitive to the number of images than the KS-test with, for example, a correlation of 0.95 for 30 images, compared to 0.75 using the KS-test.
Figure 9. (a) The averaged line-of-sight (LOS) displacement time-series of the points within a circle of 50 m radius centered at the point A depicted in Figure 5a; and (b) the profile of the LOS displacement rate along the line BA depicted in Figure 5a.

Figure 10. Correlation coefficient between the number of SHPs found for all pixels, for the full 50 images and for fewer images.

We also implemented the one-sample test proposed in [40], and compared the SHPs identified by the test with the two-sample KS and T tests under different stack sizes. Figure 11 shows the SHPs for one point. It can be observed that, for the large stack size, the performances of the tests are almost the same. Comparing the SHPs for different number of images shows that the two-sample t-test has the
most robust performance between the tests. For fewer images, it acts more homogeneously compared to the one-sample $t$ and KS tests.

![Image of SHPs identified by various tests for different image counts](image)

**Figure 11.** An example of the SHPs (yellow points) identified by performing the two-sample KS-test, the two-sample $t$-test, and the one-sample $t$-test for the full 50 images and for fewer images. The central pixel is shown with red.

5. Conclusions

By replacing the KS-test with the $t$-test, we have made the SqueeSAR SHP selection algorithm 98% more efficient and more robust in the case of few images. We implemented this approach in the StaMPS/MTI processing chain to deliver a time-series of combined PS and DS more efficiently than the existing StaMPS/MTI combined algorithm. By applying the technique over 50 Sentinel-1 SAR images acquired over Trondheim in Norway and comparing the displacement velocities derived by the combined method using both tests, we derived a correlation of 0.93 between the results. The root-mean-square error (RMSE) level of the difference between the velocities for the $t$-test and KS-test is less than 0.5 mm/year and, within the 95% confidence limits for 98.7% of pixels, this validating the $t$-test as an effective, and more efficient replacement for the KS-test.
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