
remote sensing  

Article

A Relative Radiometric Calibration Method Based on
the Histogram of Side-Slither Data for
High-Resolution Optical Satellite Imagery

Mi Wang, Chaochao Chen *, Jun Pan ID , Ying Zhu and Xueli Chang

State Key Laboratory of Information Engineering in Surveying, Mapping and Remote Sensing,
Wuhan University, Wuhan 430079, China; wangmi@whu.edu.cn (M.W.); panjun1215@whu.edu.cn (J.P.);
yzhu1003@whu.edu.cn (Y.Z.); xl_whu@foxmail.com (X.C.)
* Correspondence: cygeek@whu.edu.cn

Received: 4 January 2018; Accepted: 27 February 2018; Published: 1 March 2018

Abstract: Relative radiometric calibration, or flat fielding, is indispensable for obtaining high-quality
optical satellite imagery for sensors that have more than one detector per band. High-resolution
optical push-broom sensors with thousands of detectors per band are now common. Multiple
techniques have been employed for relative radiometric calibration. One technique, often called
side-slither, where the sensor axis is rotated 90◦ in yaw relative to normal acquisitions, has been
gaining popularity, being applied to Landsat 8, QuickBird, RapidEye, and other satellites. Side-slither
can be more time efficient than some of the traditional methods, as only one acquisition may
be required. In addition, the side-slither does not require any onboard calibration hardware,
only a satellite capability to yaw and maintain a stable yawed attitude. A relative radiometric
calibration method based on histograms of side-slither data is developed. This method has three
steps: pre-processing, extraction of key points, and calculation of coefficients. Histogram matching
and Otsu’s method are used to extract key points. Three datasets from the Chinese GaoFen-9 satellite
were used: one to obtain the relative radiometric coefficients, and the others to verify the coefficients.
Root-mean-square deviations of the corrected imagery were better than 0.1%. The maximum streaking
metrics was less than 1. This method produced significantly better relative radiometric calibration
than the traditional method used for GaoFen-9.

Keywords: relative radiometric calibration; push-broom; high-resolution optical satellite; side-slither
data; histogram matching; Otsu’s method

1. Introduction

With the development of remote sensing technology, a new generation of high-resolution optical
remote sensing satellites has been broadly applied to scientific experiments, land surveying, crop yield
assessment, and environmental monitoring. The push-broom imaging mode is used by high-resolution
satellites because of its high signal-to-noise ratio (SNR) [1]. Ideally, each detector in push-broom
imaging mode should have exactly the same output when the incident radiance into the entrance
pupil of the camera is uniform. However, this ideal state is not realized, due to several factors, and the
response of each detector is not identical. Thus, streaking noise appears on the image, causing target
distortion and visual effects that impact target interpretation. To improve the visual quality of the
image and the identification of the target, the image must be corrected. This process is called relative
radiometric correction, and is a key step in producing high-quality images. Relative radiometric
calibration is an indispensable processing procedure for improving the quality of high-resolution
optical satellite imagery [2,3].
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Throughout the development of remote sensing technology, many relative radiometric calibration
methods have been proposed [4]. According to the different ways to obtain the correction coefficients,
relative radiometric calibration can be divided into three categories, including calibration-based
methods, scene-based methods, and comprehensive methods, as described by Duan [5]. However,
based on their efficiency and applicability, laboratory relative radiometric calibration, ground-based
relative radiometric calibration, and statistical relative radiometric calibration are the three most
commonly used methods for relative radiometric calibration of high-resolution satellite data. The
characteristics of the satellite must be measured prior to launch using the laboratory calibration
procedures [6]. The responses of sensors will change on-orbit, due to environmental changes,
particulate contamination, and other factors. Ground-based relative radiometric calibration requires a
large area of “Flat Fields”, such as seas, deserts, or glaciers over the full field of view, which may be
difficult to locate [7]. The statistical method can acquire high-accuracy radiometric coefficients with a
large number of images and typical detector response stability, but requires a long time to collect data,
and thus, does not meet the requirement of time efficiency [8].

In light of the drawbacks of the traditional methods discussed above, new calibration data, which
are also called side-slither data, were obtained by using the normalization steered viewing mode [9].
Figure 1 illustrates the classic push-broom viewing mode and the new mode, called normalization
steered viewing mode. This new imaging mode has been applied to a satellite that can rotate its
array 90 degrees on the yaw axis, which means that every detector is ideally aligned to image the
same target as it moves along the velocity vector. Numerous satellites incorporate this imaging mode,
including Landsat 8 [10], RapidEye [11], Pleiades-HR [12], and QuickBird [13]. Because the CCDs
(charge-coupled device) or detectors are staggered, to ensure that the input of each detector is identical,
the satellite needs to take images of a uniform field in the new mode used by Landsat 8, and QuickBird.
While the arrangement of the Pleiades-HR CCD ensures that the detector passes over the same ground,
the pixel response function is piecewise linear, and thus, the input area must be wide enough to contain
a useful range of radiances.
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Figure 1. (a) Classic push-broom viewing mode; (b) Normalization steered viewing mode, also be 73 
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For this analysis, the sensor response was treated as linear throughout the instruments range of
response. Being linear, histograms of side-slither data could be used for the analyses. Figure 1b shows
the process of side-slither scan and the pixel arrangements of the raw data. Due to different along-track
and across track samplings [14,15], the same features are not at a line in side-slither data, therefore,
pre-processing is required. Instead of the enhanced horizontal correction proposed by [16], this paper
introduced line detection to ensure the efficiency and accuracy of calibration data. Then, Otsu’s
method [17] was used to extract key points that are used for obtaining coefficients. Otsu’s method is
mainly used for one-dimensional image segmentation, and can be effective for background and object
segmentation. This paper adapted Otsu’s method to precisely determine the key points of each detector.
Within a specified range of histograms, Otsu’s method can identify the histogram with the maximum
key point of change for energy. This key point accurately reflects the reaction of each detector to the
same input. Histogram matching has been used to determine the specified range of histograms. Hence,
the accuracy of relative radiometric calibration was verified using histogram matching and Otsu’s
method. To validate the calibration coefficients, side-slither data have been used for verification of
global relative radiometric accuracy. Various objects imaged in the classic push-broom viewing mode
have also been used to verify the accuracy of coefficients. The on-orbit coefficients, which are obtained
using histogram matching on the data collected from September to December in 2015 [18], were used
for comparison. This paper is organized as follows. Section 2 introduces the relative radiometric
correction model, which is the basis of the proposed method. In Section 3, details of the relative
radiometric calibration method based on the histogram of side-slither data are provided; obtaining
high-precision key points through histogram matching and Otsu’s method are covered in this section.
Section 4 shows the results of image correction using the coefficients, which are described and analyzed
in detail. In Section 5, the analysis of data pre-processing and the results were described in detail.
Finally, the conclusions of this study are provided in Section 6.

2. The Model of Relative Radiometric Correction

Using the push-broom imaging system, streaking noise appears on the imagery, due to the
different responses of each detector. The method proposed, herein, is based on a linear response model.
In this section, the formulas for relative radiometric correction are described, along with the derived
relative radiometric coefficients. Before the launch of GaoFen-9 (GF-9), the relationship between input
radiance and output DN (Digital Number) was tested and calibrated using a laboratory calibration
system. These relationships of one detector are shown in Figure 2, and appear linear.
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Therefore, the response of the detectors can be described by Equation (1), which represents the
conversion from incident radiance to digital counts, and can be described as follows:

DNi = Gi × L + Bi, i = 0, 1, . . . , n− 1 (1)

where DNi is the raw detector response in digital counts for the i-th detector, L is the incident radiance,
Gi is the gain for i-th detector, Bi is the bias measured in the absence of light for i-th detector, and n is
the number of detectors in the array. Ideally, the output DN values are the same if each detector has
the same response to the incident radiance, L. According to this assumption, the response under ideal
conditions can be described as follows:

DN = G× L + B (2)

where DN is the ideal response in digital counts, G is the gain, and B is the bias measured in the
absence of light. Equation (3) can be obtained by combining Equations (1) and (2), and can be described
as follows:

DN = gi × DNi + bi, i = 0, 1, . . . , n− 1 (3)

where gi =
G
Gi

and bi = B− G
Gi
× Bi, (gi,bi) are the relative radiometric coefficients of the i-th detector.

In the laboratory calibration system, the mean response of the detectors to the same incident radiance
is taken as the standard output (DN), and then the least squares method is used to obtain (gi,bi).

In the relative radiometric calibration method based on side-slither data, the accuracy of the
relative radiometric coefficients (gi,bi) depends on the accuracy of (DNi, DN). We explain how to
obtain highly accurate values of (DNi, DN) in Section 3.

3. Methods

Figure 3 shows the relative radiometric calibration method based on side-slither data. This
method can be divided into three parts: pre-processing, extraction of key points, and determination of
coefficients. Pre-processing ensures that each input line is seeing the same targets. Key point extraction
is the primary technique in the process; histogram matching, and Otsu’s method were used to extract
the key points. Finally, least squares was used to obtain the relative radiometric coefficients.
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3.1. Pre-Processing

Figure 1 shows the normalization steered viewing mode, in which the same features were not
on the same line in the raw side-slither data. To obtain accurate calibration, data pre-processing is
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essential [16], as it guarantees high-precision relative radiometric coefficients, and ensures that each
row has the same features.

Figure 4 describes the results of data pre-processing. Figure 4a shows the raw side-slither data,
in which the red box indicates valid image data. The upper left corner and the lower right corner of
the raw side-slither data are invalid areas, which will be discarded before basic adjustment. Figure 4b
shows the primary corrected image obtained after basic adjustment. Figure 4c is the resultant image
after line detection was applied. Figure 4d shows the image that was precisely adjusted using the
results of line detection. The adjustment was based on Equation (4), which is described as follows:

DNij = DNkj, k = i + n− j− 1, i = 0, 1, . . . , m− n− 1, j = 0, 1, . . . , n (4)

where DNij is the pixel value of the primary corrected image, DNkj is the pixel value of the raw
side-slither data, m is the total number of rows in the raw side-slither data, and n is the total number of
columns in the raw side-slither data. Figure 5 shows the process of basic adjustment using Equation (4).
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In the ideal case, each line of the primary image must have the same features. Figure 4b shows
that the ideal state was not realized due to differences in the horizontal and vertical resolutions of the
TDI-CCD (time delay integrated-couple-charged device) detector. Therefore, further corrections of
the primary image were needed. In this paper, the line detection algorithm was used for the further
correction. First, a Gaussian filter was applied to the primary image to improve the SNR. Second, the
Sobel operator was used to detect lines in the image. Finally, the lines whose lengths do not reach the
half of width were removed, and the slopes of the remaining lines were calculated. The slopes were
used for the precise adjustment of the primary image. The Gaussian filter is essentially a signal filter
with the purpose of smoothing the signal, and is used to obtain an image with a higher SNR. The filter
is a mathematical model, through which image data will be converted to exclude the low-energy data
that contains noise. If the ideal filter is used, a ringing artifact occurs in the image. With Gaussian filters,
system functions are smooth and avoid ringing artifacts. We designed a Gaussian filter, calculated an
appropriate mask, and then convolved a raw image with the mask. Here, the standard deviation σ of
the Gauss filtering function controls the degree of smoothing, where the Gaussian filtering function
was described as follows:

G(x, y) =
1

2πσ2 exp
[
− x2 + y2

2σ2

]
(5)

The Sobel operator [19], sometimes called the Sobel–Feldman operator or Sobel filter, is primarily
used for edge detection. Technically, it is a discrete differentiation operator that approximates the
gradient of the image intensity function. The Sobel operator is a typical edge detection operator
based on the first derivative. Because it utilizes a local average, the operator has a smoothing effect,
eliminating the impact of noise. The Sobel operator weights the position of the pixel more effectively
than the Prewitt operator or the Roberts operator. The Sobel operator consists of two 3× 3 matrices, the
horizontal and vertical templates, which are then convoluted with the image to obtain an approximate
difference in luminance between the horizontal and vertical directions. In practical application, the
following two templates are commonly used to detect lines in images:

∇x =

 −1 0 1
−2 0 2
−1 0 1

, ∇y =

 1 2 1
0 0 0
−1 −2 −1

 (6)

At each point in the image, the resulting gradient approximations can be combined to determine
the gradient magnitude using:

∇ =
√
∇2

x +∇2
y (7)
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Figure 4c shows the resulting image after Gaussian filtering, Sobel filtering, and binarization
procedure. To facilitate the subsequent calculation of the slope of the lines, the binarization procedure
is to assign the pixels of the detected lines to 1 and the other pixels to 0. The algorithm can detect more
straight lines and calculate their actual slopes after removal of short straight lines. Figure 4d shows an
image after data pre-processing.

DNij = DNkj, k = i + INT(s× j) (8)

where i = 0, 1, . . . , m − INT(s ∗ n) − 1, j = 0, 1, . . . , n − 1, and s represents the slope of the line
in Figure 4c. Note that during pre-processing, only integer shifts are applied to avoid resampling
the data.

3.2. Extraction of Key Points

Obtaining accurate key points is essential for calculating high-accuracy coefficients of relative
radiometric correction from Equation (3). We define DNi(i = 1, . . . , n) as key points. The key points
were the optimum thresholds, which were obtained by using Otsu’s method. They are used to fit the
model. Because of its small computational cost and low variance after transformation, rotation, and
scaling, the histogram technique is widely used in image processing. In this paper, histograms were
used to obtain the key points, due to the fact that this method is not sensitive to the location of a single
pixel. First, histograms were used for rough matching using a histogram-matching method. Then,
Otsu’s method was used to obtain the precise key point using a histogram within a specific grayscale
region. Assume that r is in the range [0, L− 1], here L = 1024, and the normalized histogram of the
i-th detector pi(r) is

pi(r) =
nir

MNi
(9)

where MNi is the total number of pixels in the i-th detector, and nir is the number of pixels with
intensity of r in the i-th detector. Meanwhile, the normalized histogram of the whole image is
p(r) = nr

MN , r = 0, 1, . . . , L− 1, MN is the total number of pixels in the whole image, and nr is the
number of pixels with intensity of r in the whole image.

3.2.1. Histogram Matching

Histogram matching [20] maps the cumulative distribution function (CDF) of each detector to a
reference CDF. The CDF of i-th detector Pi(r) was:

Pi(r) =
r

∑
t=0

pi(r) (10)

where P(r) = ∑r
t=0 p(r), r = 0, 1, . . . , L− 1 is the CDF of the s the normalized histogram of the entire

image. For the i-th detector, every value of r, (i.e., r = 0, 1, . . . , L− 1) was matched to the corresponding
value of r in the specified histogram so that Pi(r) was close as possible to P(r). A normalization lookup
table was created for each detector to map every DN q to a reference DN q′.

3.2.2. Otsu’s Method

The Otsu criterion [17] is optimum in the sense that it maximizes the between-class variance, a
well-known measure used in statistical discriminant analysis. Assuming that r is in the range [S0, S1],
we recalculated pi(r), Pi(r) at the same time. The cumulative mean of the i-th detector mi(r) up to
level h was

mi(h) =
h

∑
t=S0

(t− S0)pi(t), h ∈ [S0, S1] (11)
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And the global mean was given by

miG =
S1

∑
t=S0

(t− S0)pi(t) (12)

The between-class variance was given by

σ2
iB(h) =

[miGPi(h)−mi(h)]
2

Pi(h)[1− Pi(h)]
(13)

Then, the optimum threshold is the value, h∗, that maximizes σ2
iB(h) in the range [S0, S1]:

σ2
iB(h

∗) = max
S0≤h≤S1

σ2
iB(h) (14)

Next, the change in the optimum threshold after linear transformation was determined as follows.
Suppose that the linear transformation formula is y = a × x + b, and the image prior to linear
transformation is called A, then the image after linear transformation is called A’. For image A, if h is
the dividing point, then ω0 is the proportion of foreground points, ω1 is the proportion of background
points, µ0 is the foreground grayscale mean, and µ1 is the background grayscale mean. The optimum
threshold h∗ is the dividing point that maximizes the objective function:

g = ω0×ω1× (µ0− µ1)2 (15)

Since the transformation is linear, the point h′ corresponding to h in image A can be found in
image A′, and h′ = a× h + b is satisfied. In image A′, for h′, the proportion of the foreground points is
ω0′ = ω0, the proportion of the background points is ω1′ = ω1, the foreground grayscale mean is
µ0′ = a× µ0 + b, the background grayscale mean µ1′ = a× µ1 + b, and thus, the objective function g′

in image A′ can be described as follows:

g′ = ω0′ ×ω1′ × (µ0′ − µ1′)2
= ω0×ω1× (a× µ0− a× µ1)2 = a2 × g (16)

Therefore, for image A, there was a one-to-one correspondence (h′, g′) with image A’ for each
(h, g). If h∗ is the optimum threshold for image A, h∗′ is the optimum threshold for image A’, and both
satisfy the relationship h∗′ = a× h∗ + b.

According to the above description, it can be concluded that the optimal threshold before and
after the linear transformation also meets the linear transformation rule of each detector. Therefore,
for the optimal threshold of the same input, the values after applying the linear transformation of
each detector are still the optimal threshold of the output. Therefore, Otsu’s method can be utilized to
extract high-precision key points. From the analysis above, Otsu’s method must ensure that the input
radiance range of each detector is the same, and histogram matching is used for this function.

3.3. Obtaining Coefficients

In Section 3.2, key points were obtained. For the i-th detector, h∗ik was obtained using Otsu’s
method, and the average response to the same input could be calculated as follows:

Yk =
1
N

N−1

∑
i=0

h∗ik, k = 1, 2, . . . , m (17)
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where m is the total number of key points obtained for the i-th detector, and N is the total number of
detectors. The relative radiometric coefficients were computed using the least squares method:

LSC(i) =
m

∑
k=1

(Yk − gi × h∗ik − bi)
2 (18)

For the i-th detector, the relative radiometric coefficients (gi,bi) were computed to
minimize LSC(i).

3.4. Processing of the Proposed Method

Here, the method of obtaining coefficients using the relative radiometric calibration method is
described in detail:

1. Definition of n different DN values qk, k = 0, 1, . . . , n− 1 in the range [0, L− 1] in the whole image.
2. For the i-th detector:

• A normalization look-up table was created to map every DN q to a referenced DN q′ through
histogram matching.

• Obtain n different DN values qik, k = 0, 1, . . . , n− 1, locating the corresponding value of
qk, k = 0, 1, . . . , n− 1 in the look-up table.

• Based on the n different DN values qik, k = 0, 1, . . . , n − 1, construct m = n − 1 ranges[
qi(k−1), qik

]
, k = 1, 2, . . . , m.

• For each range
[
qi(k−1), qik

]
, k = 1, 2, . . . , m, obtain the maximum between-class variance

point h∗ik, k = 1, 2, . . . , m using Otsu’s method.

3. In step 2, m points were obtained for the i-th detector. Suppose the number of detectors is N, then
for index k, the average response is Yk =

1
N ∑N−1

i=0 h∗ik, k = 1, 2, . . . , m.
4. For the i-th detector, the relative radiometric coefficients (gi, bi) were obtained by minimizing

LSC(i) = ∑m
k=1
(
Yk − gi × h∗ik − bi

)2;

The relative radiometric coefficients could be obtained from the detailed proposed method.

4. Results

4.1. Experimental Data

GF-9 is an optical remote sensing satellite launched in September 2015 as part of the China High
Resolution Earth Observation System major science and technology project, with submeter ground
resolution. The focal plane of GF-9 uses the optical butting system, which is similar to that of the
multispectral sensors of ZY-3 [21]. The optical butting system ensures that all the detectors are aligned
in a line on the focal plane [22]. Therefore, each detector can take the image of the same features using
the side-slither scan. Due to the satellite’s strong agility and attitude control capabilities, side-slither
data could be obtained using normalization steered viewing mode with this high-resolution remote
sensing satellite. In this paper, three groups of remote sensing image data were used to calculate and
verify the relative radiometric coefficients. To identify the coefficients in this text, we used the term
on-orbit coefficients, for the relative radiometric coefficients as obtained using histogram matching on
the data collected from September to December in 2015 [18], while the side-slither coefficients were the
relative radiometric coefficients calculated using the proposed method. To verify the accuracy of the
side-slither coefficients, they must be compared to the results of the on-orbit coefficients.

Table 1 shows the details of the experimental data. Here, three groups of data were introduced:
Group A was the calibration data, and Groups B and C were the verification data:
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Table 1. Details of the experimental data.

Group Name Data Type Imaging Time TDI Level

Group A Side-slither data
(Calibration data) 16 October 2015 48

Group B Side-slither data
(Verification data) 29 October 2015 48

Group C

Water
(Verification data) 02 October 2015 32

City
(Verification data) 02 October 2015 32

Desert
(Verification data) 10 October 2015 48

Group A: To obtain the relative radiometric coefficient using the proposed method, side-slither
data were collected on 16 October 2015, and used to calculate the relative radiometric coefficients with
the proposed method. This side-slither image had a total of 625,920 lines.

Group B: To verify the accuracy of relative radiometric coefficients using side-slither data, which
guarantee that the same features are recorded by each detector, the standard data after pre-processing
was considered as a uniform field. In this paper, side-slither data collected on 29 October 2015 were
used as verification data to verify the relative radiometric coefficients. This side-slither image had a
total of 443,136 lines.

Group C: To verify the accuracy of relative radiometric coefficients using various objects, the
effects of the coefficients on different types of object, images taken in classic push-broom viewing
mode were used. In this paper, three types of objects were used to verify the effects of coefficients
including water, city, and desert. The image of water was taken on 2 October 2015, that of the city was
taken on 2 October 2015, and the desert image was taken on 10 December 2015.

4.2. Accuracy Assessment

To more objectively evaluate the effects of the coefficients, different indices were proposed based
on different validation datasets. The side-slither data for Group B described in Section 4.1 made use
of the relative radiometric accuracy indices “root-mean-square deviation of the mean line” (RA) and
“generalized noise” (RE), as well as streaking metrics [10], which could be treated as a uniform field
because side-slither data have the same input radiance for each detector. The image data for Group
C could be quantitatively evaluated using streaking metrics, the improvement factor (IF), and the
structural similarity index (SSIM). The IF index was used to verify image quality before and after
correction, whereas SSIM was used to evaluate the similarity of the two images.

4.2.1. Relative Radiometric Accuracy Indices

The indices RA and RE [23] are used to evaluate uniform field images, and are also referred to as
the relative radiometric accuracy. RA and RE are calculated follows:

RA =

√
∑n

i=1 (Meani−Mean)2

n

Mean
× 100% (19)

RE =
(∑n

i=1
∣∣Meani −Mean

∣∣)/n
Mean

× 100% (20)

where Meani is the mean value of the i-th detector, Mean is the mean value of the image, and n is the
total number of columns in the image. The smaller the values of RA and RE, the higher the accuracy.
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4.2.2. Streaking Metrics

The streaking metrics are sensitive to detector-to-detector non-uniformity (streaking) [10,24,25],
and are therefore used for detector comparison. It can be described as follows:

streakingi =

∣∣∣Meani − 1
2 (Meani−1 + Meani+1)

∣∣∣
1
2 (Meani−1 + Meani+1)

× 100 (21)

where Meani is the mean value of the i-th detector. The lower the streaking metrics, the more uniform
the image.

4.2.3. Improvement Factor (IF)

To quantitatively evaluate the correction effects discussed above, the IF [26,27] was applied to the
corrected image. It is defined as follows:

dR[i] = µIR[i]− µI [i] (22)

dE[i] = µIE[i]− µI [i] (23)

IF = 10 log10

[
∑i d2

R[i]
∑i d2

E[i]

]
(24)

where µIR[i] and µIE[i] are the mean values of the i-th detector in the raw and corrected images,
respectively. µI [i] is the curve obtained by low-pass filtering of µIE[i]. The greater the IF, the higher the
quality of the image.

4.2.4. Structural Similarity Index (SSIM)

Structural similarity theory holds that images are highly structured (i.e., there is a strong
correlation between pixels), particularly the pixels closest to each other in the image domain. Because
it is based on structural similarity theory, the SSIM [28] defines structural information from the
perspective of image composition as luminance, contrast, and structural similarity. The average value
is used to estimate luminance, the standard deviation approximates contrast, and covariance is used to
determine the degree of structural similarity. The mathematical model is calculated as follows:

SSIM(IR, IE) =
(2µIRµIE + c1)(2σIRIE + c2)(

µ2
IR + µ2

IE + c1
)(

σ2
IR + σ2

IE + c2
) (25)

where µIR and µIE are the mean values of the raw and corrected images, respectively. σIR and σIE
are the variance values of the raw and corrected images, respectively. σIRIE is the covariance of the
raw and corrected images, c1 = (k1L)2, c2 = (k2L)2 are two stabilizing variables, L is the range of the
image, and k1 = 0.01, k2 = 0.03 are default values. The result of SSIM is a decimal number between
−1 and 1. If the result is 1, it indicates that the two image data being compared are consistent.

4.3. Verification Results for Raw Image in Group B

It was difficult to verify the quality of the remote sensing images using uniform field data,
because even the most uniform deserts have features that diverge from absolutely uniform field data.
However, based on the characteristics of the side-slither data and the standard image obtained from
data pre-processing, we used the most uniform feature in the linear direction. High-quality test data
were available to verify the global relative radiometric accuracy. Here, a portion the Group B data
were used to verify the relative radiometric coefficients.

Figure 6 shows the results of the relative radiometric correction. Figure 6a shows the standard
data that resulted from pre-processing of the raw side-slither data. Figure 6b shows the result of
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relative radiometric correction using the on-orbit coefficients with standard data. Figure 6c shows
the result of relative radiometric correction using the side-slither coefficients with standard data.
Analysis of the whole image shows that the standard image has obvious streaking noise, while the
non-uniformity disappears in Figure 6b,c. Figure 7a–c shows the detailed images of the red box shown
in Figure 6a–c. Figure 7a shows the detail of the standard image obtained from pre-processing of the
raw side-slither data. Non-uniformity is apparent in the detailed image. Figure 7b shows the detail
of the red box shown in Figure 6b. Compared to the standard data in Figure 7a,b showed greater
uniformity. However, non-uniformity is still easily observed. Figure 7c shows the detail of the red
box showed in Figure 6c. The non-uniformity in this detailed image has disappeared. However,
detailed quantitative analysis is necessary. Therefore, column mean value analysis and streaking
metrics analysis of the corrected image are required.
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Figure 7. The detail of results. (a) Detailed image of the red box showed in Figure 6a; (b) Detailed
image of the red box showed in Figure 6b; (c) Detailed image of the red box showed in Figure 6c.

Due to the characteristics of side-slither data, the column mean clearly reflected the effects of
the coefficients. Figure 8 shows the column mean value analysis of the standard image and corrected
images. The abscissa represents the detector number, and the ordinate represents the DN value of the
column mean of each detector. Figure 8a shows the column means of the standard image. It is apparent
that the column mean value of the standard image exhibited large variation, with a range of variation
of about 40 DN, which is consistent with the image shown in Figure 6a. Figure 8 shows that there are
seven detector groups. The responses between the detector group were very different, so the changes
of the mean were very noticeable, resulting in the significant non-uniformity between the detector
group shown in Figure 6a. The responses of the detectors inside each detector group were similar, and
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the variations of the mean were not significant, while the non-uniformity inside the detector group
were not obvious shown in Figure 6a. Figure 8b shows the column means of the images corrected
using the on-orbit coefficients and side-slither coefficients. The blue curve represents the correction
results from using the on-orbit coefficients and the red curve represents the correction results using the
side-slither coefficients. It is obvious that the range of variation was smaller, about 6 DN, and that the
on-orbit corrected image exhibited non-uniformity shown by the blue curve. On the other hand, the
side-slither coefficients performed well; the range of variation was about 2 DN for the red curve. For
further analysis, streaking metrics analyses were performed.Remote Sens. 2018, 10, x FOR PEER REVIEW  13 of 21 
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Figure 8. Column mean value analysis of the standard image and corrected images. (a) The column
means of the standard image; (b) The column means of images corrected using the on-orbit coefficients
and the side-slither coefficients.

Figure 9 shows streaking metrics analysis of the standard image and corrected images. The
abscissa represents the detector number, and the ordinate represents the DN value of the streaking
metrics for each detector. Figure 9a shows the streaking metrics of the standard image. It shows the
same reaction as Figure 8a, and the maximum streaking metrics reaches 2.5. Figure 9b shows the
streaking metrics of the images corrected with on-orbit coefficients or side-slither coefficients. The blue
dots represent the correction results from the on-orbit coefficients and the red dots represent those
from the side-slither coefficients. It can be concluded that the red dots were lower than the blue dots,
which indicates that the side-slither coefficients performed better than the on-orbit coefficients. This
method performed well, as supported by the results of column means analysis and streaking metric
analysis. Next, the quantitative indices RA, RE and the mean of the streaking metrics for these three
images were determined.
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coefficients and side-slither coefficients.

Table 2 shows the quantitative values of these three images shown in Figure 6a–c. The quantitative
values of mean, standard deviation, RA (root-mean-square deviation of the mean line), RE (generalized



Remote Sens. 2018, 10, 381 14 of 21

noise), and the maximum streaking metrics were used for comparison of the effect of on-orbit
coefficients and side-slither coefficients. For uniform fields, RA and RE reflected the uniformity
of the entire image. The smaller the values of RA and RE, the higher the uniformity. In each line
of the results, the target of each detector can be considered as the same. The RA of standard data
is 22.4864%, which shows the non-uniformity of the standard data. The RA and RE values of the
corrected image using side-slither coefficients were better than 0.1%. It is obvious that the image
corrected with side-slither coefficients was better than that with on-orbit coefficients. And the lower
the streaking metrics, the more uniform the image. The maximum streaking metrics for the image
corrected using side-slither coefficients was lower than those of other images, while the maximum
streaking metrics were 2.5835, 0.3456 and 0.0145, respectively. The non-uniformity of the standard
image was obvious based on previous analyses, as well as what was shown in this table. Of course,
it is better to keep the mean value of corrected images the same with that of standard data, and the
mean values of these three images did not vary significantly. The quantitative values of the corrected
image using the side-slither coefficients were better than standard data and the corrected image using
the on-orbit coefficients. It can be concluded that the side-slither coefficients perform better than
on-orbit coefficients.

Table 2. Comparison of quantitative values of the images (coef: coefficients).

Correction
Method Mean Value Standard

Deviation RA (%) RE (%) The Maximum
Streaking Metrics

Standard data 565.7841 146.0522 22.4864 1.6745 2.5835
On-orbit coef 564.7518 145.5909 0.2657 0.1751 0.3456

Side-slither coef 564.8308 145.6084 0.0082 0.0335 0.0145

4.4. Verification Results for Raw Images in Group C

To verify that the side-slither coefficients also perform well using images taken in the classic
push-broom viewing mode, three types of image data were chosen for verification images: water, city,
and desert images. In this section, the visual effects and quantitative indices were analyzed for images
corrected using the on-orbit and side-slither coefficients.

Figure 10 shows the raw and corrected images of the water. Figure 10a shows the raw image
of water, while Figure 10b,c show images corrected using the on-orbit coefficients and side-slither
coefficients, respectively. Figure 11 shows the raw and corrected images of the city. Figure 11a shows
the raw city image, while Figure 11b,c show images corrected using the on-orbit coefficients and
side-slither coefficients, respectively. Figure 11 shows the raw and corrected images of the desert.
Figure 12a shows the raw desert image, while Figure 12b,c show images corrected using the on-orbit
coefficients and side-slither coefficients, respectively. Streaking can be clearly observed in Figures
10a and 12a, while it is hard to observe in Figure 11a. This artifact occurred because the objects in
the two images shown in Figures 10a and 12a were uniform fields (i.e., the dynamic range of the
images was narrow). When they are displayed such that the images are stretched, a small difference
between DN pixels was magnified, while Figure 11a is the raw image of the city, which has a large
dynamic range due to various reflective objects in the city. Furthermore, the streaking is not easily
observed, and the analysis of streaking metrics is required. From the analysis of the results, Figure 10b
clearly shows streaking, while the on-orbit coefficients seem to perform well in Figures 11b and 12b.
From Figures 10c, 11c and 12c, the side-slither coefficients also appear to perform well. The streaking
metrics are very important for verifying the performance of the coefficients in detail.
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Figures 13–15 show the streaking metrics of water, city, and desert images, respectively. The
abscissa represents the detector number, and the ordinate represents the value of the streaking metrics
for each detector. The streaking metrics of the raw data were shown in Figures 13a, 14a and 15a.
In Figures 13b, 14b and 15b, the red dots represent the streaking metrics of the corrected images
using the side-slither coefficients, while the blue dots represent that of the corrected images using the
on-orbit coefficients. Figure 13a, Figure 14a, and Figure 15a show the maximum streaking metrics
were at the edge of detector group. Figure 13a shows the streaking metrics of the water image, the
maximum value of the streaking metrics can reach 4, and most of the streaking metrics were below 0.3.
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Figure 13b shows that the streaking metric of the corrected image using the on-orbit coefficients were
less than 1.5, and that of the corrected image using the side-slither coefficients were generally less than
0.5. Figures 14a and 15a show the distribution of streaking metrics were approximately the same as
in Figure 13a. And the maximum streaking metrics were reaching 2 and 2.5 in Figures 14a and 15a,
respectively. Figure 14b shows that the streaking metrics of the corrected image using on-orbit
coefficients were generally less than 0.3, while that of the corrected image using side-slither coefficients
were generally less than 0.2. Figure 15b shows that the streaking metrics of the corrected image using
the side-slither coefficients were below 0.2, which is obviously lower than that of the corrected image
using the on-orbit coefficients. It can be seen from the above analysis that there are no obvious rules
for the streaking metrics of different objects. However, for the same object, the streaking metrics of
the corrected image using the side-slither coefficients were obviously less than that of the corrected
image using the on-orbit coefficients. The images corrected using side-slither coefficients had streaking
metrics that were consistently relatively small. Thus, the side-slither coefficients perform better than
the on-orbit coefficients. For further analysis of the results, the quantitative values of the results
are listed.Remote Sens. 2018, 10, x FOR PEER REVIEW  16 of 21 
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Tables 3–5 show the quantitative values of the water, city, and desert images, respectively. The
quantitative values of mean, standard deviation, IF, SSIM, and the maximum streaking metrics were
used for comparison the effect of on-orbit coefficients and side-slither coefficients. For the IFs, the
greater the IF, the higher the quality of the image. In these tables, the IFs of corrected images using
side-slither coefficients are greater than the corrected images using on-orbit coefficients. Therefore,
the effects of the side-slither coefficients on image improvement were much greater than those of
the on-orbit coefficient. And the lower the streaking metrics, the more uniform the image. The
maximum streaking metrics for the image corrected using side-slither coefficients was lower than those
of other images, which shows that it was the better to eliminate non-uniformity using the side-slither
coefficients. For SSIMs, the result of SSIM is a decimal number between −1 and 1. If the result is 1, it
indicates that the two image data being compared are consistent. The SSIMs of the images corrected
using the on-orbit coefficients were relatively high, but all of the SSIMs were above 0.99, showing
that the structure of the raw images had hardly changed. Of course, It is better to keep the mean
value of corrected images the same with that of the raw data. For the water image and city image,
the means increased by about 10 percent after applying the correction proposed in this paper. By
analyzing the details of the experimental data, it shows the TDI level of desert images is 48, which
is the same as group A and group B in Table 1. The TDI level of water image is 32, the same as the
city image, which is different from group A. Therefore, the change of the mean may be due to the
different TDI levels between the verification data and calibration data. Except for the mean value,
the correction proposed performed well on the water image and city image, and the non-uniformity
of images had been eliminated. According to Tables 3–5, it can be concluded that the verification
results of raw images in Group C show that the side-slither coefficients performed better than the
on-orbit coefficients.

Table 3. Comparison of quantitative values of the water images.

Correction
Method Mean Value Standard

Deviation
Improved
Factor (IF) SSIM The maximum

Streaking Metrics

Raw data 75.9497 9.6081 / / 4.1526
On-orbit coef 75.9763 8.9793 17.2223 0.9983 1.4877

Side-slither coef 83.5691 10.6944 22.6357 0.9923 0.8967

Table 4. Comparison of quantitative values of the city images.

Correction
Method Mean Value Standard

Deviation
Improved
Factor (IF) SSIM The Maximum

Streaking Metrics

Raw data 289.1120 73.6728 / / 2.0004
On-orbit coef 288.0641 73.1624 5.4147 0.9996 0.7410

Side-slither coef 313.7601 75.2528 15.0459 0.9938 0.5275
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Table 5. Comparison of quantitative values of the desert images.

Correction
Method Mean Value Standard

Deviation
Improved
Factor (IF) SSIM The Maximum

Streaking Metrics

Raw data 667.4973 62.28675 / / 2.5343
On-orbit coef 668.104 60.1704 1.7096 0.9975 1.4192

Side-slither coef 666.4261 59.4314 10.4055 0.9995 0.3067

5. Discussion

5.1. The Analysis of Pre-Processing

The purpose of pre-processing is to ensure that each detector has the same radiance input in the
image, and it involves two processes: primary correction and standard correction. Here, the side-slither
data used was from Group A described in Section 4.1. A portion of this side-slither data was selected
to illustrate the results of pre-processing.

Figure 16 shows the results of data pre-processing. Figure 16a shows the primary image, which
was the result of applying primary correction to the raw data. Visually, it was apparent that for a
given input in the primary image, the output was not on the same image line. To make subsequent
calibration more accurate, the standard image was obtained by applying standard correction to the
primary image. Figure 16b shows the result of standard correction. On the standard image, each line
responded to the same input, which was necessary for the quantitative analysis of changes in the
image before and after standard correction.
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Figure 16. The results of data pre-processing. (a) The primary image was obtained using Equation (4)
with raw side-slither data; (b) The standard image is the result of standard correction of the
primary image.

Figure 17 shows changes in the column means of the primary and standard images. Figure 17a
shows the column means of the primary image and standard image. The blue curve represents the
column means of the standard image and the red curve represents the column means of the standard
image. Figure 17b shows the absolute value of the difference between the column values of the primary
image and standard image. Note that the closer to the right detector in an image, the larger the
difference in the column mean. This phenomenon can be explained by analyzing Figure 16. Side-slither
data were not collected from a uniform field, and thus, there was large variation among columns.
The primary image shown in Figure 16 has brighter features in the upper right corner. As standard
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correction progressed, the brighter features in the upper right corner were removed, leading to the
phenomenon shown in Figure 17.
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5.2. The Analysis of Corrected Images

Two sets of different experimental data were used to verify the effect of the coefficients, and
four sets of quantitative indicators were used to verify the experimental data. From these four sets of
quantitative indices, it can be found the side-slither coefficients were performed well. The on-orbit
coefficients, which were obtained using histogram matching on the data collected from September to
December in 2015 [18], were used for comparison. It is obvious from the quantitative results that the
relative radiometric correction index, RA of the standard image is 22.4864%. The RA of the corrected
image using on-orbit coefficients was 0.2657%, while the RA of the corrected image using side-slither
coefficients was 0.00082%. The RA of the corrected image using side-slither coefficients is far superior
to that of using on-orbit coefficients. This situation also appeared in the analysis of RE; the RE of the
corrected image using side-slither coefficients was 0.0355%, far better than that of the corrected image
using on-orbit coefficients. In the analysis of the maximum streaking metrics, the maximum streaking
metrics of the corrected image using side-slither coefficients was 0.8967, which was lower than 1. The
maximum streaking metrics of the corrected image using the on-orbit coefficients were mostly larger
than 1. By analyzing the image factor (IF), the IFs of the corrected images using side-slither coefficients
were far superior to that of the corrected images using the on-orbit coefficients. From the above four
groups of quantitative indices, it can be very obvious that the side-slither coefficients were better than
the on-orbit coefficients. Meanwhile, the on-orbit coefficients were obtained by calculating the large
amounts of raw data covering different times (e.g., the on-orbit coefficient used in this paper uses three
months of raw data). Therefore, the side-slither coefficients have better effect and time efficiency.

6. Conclusions

Due to the development of remote sensing satellite hardware technology, satellites have become
more agile, allowing implementation of the normalization steered viewing mode. The TDI-CCD
arrangement in this mode is parallel to the direction of satellite flight. In theory, this mode causes
each detector of the TDI-CCD to capture the same object, and this type of data also can be called
side-slither data. Given a linear response from each detector, this paper proposed a method of relative
radiometric calibration based on the histogram of side-slither data, which does not require imaging of
uniform fields. Due to the difference between the horizontal and vertical resolutions of the satellite,
data pre-processing is an important step to ensure that each line has the same input. Standard data
are obtained through data pre-processing. Otsu’s method can be used to calculate the change point
of the histogram. After applying linear transformation, the relative position of the change point
in the histogram does not change, so the key points can be extracted via Otsu’s method. First, the
histogram-matching method was used to determine the ranges of Otsu’s method for each detector.
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Then, Otsu’s method was used to precisely obtain the key points of each detector in each range.
Finally, the normalized relative radiometric coefficients were obtained by the least squares method. We
conducted a comparison of the efficacy of on-orbit coefficients and side-slither coefficients for use in
relative radiometric correction. According to the characteristics of side-slither data, the side-slither data
were used to verify the effects of coefficients used in uniform fields. The relative radiometric accuracy
indices RA and RE, as well as streaking metrics, were employed to compare the two coefficients. As
can be observed in the experimental results, the “root-mean-square deviation of the mean line” (RA)
and “generalized noise” (RE) were greater than 0.1%. The maximum streaking metrics, which are
sensitive to detector-to-detector non-uniformity, was less than 1. The results clearly showed that
coefficients calculated by the proposed method were superior to on-orbit coefficients on uniform
fields. At the same time, to ensure the validity of the proposed method, three types of objects obtained
through the classic push-broom viewing mode were used for validation, including waters, cities, and
deserts. The quantitative indices of IF, SSIM, and streaking metrics were used to evaluate the corrected
images. The experimental results showed that the image corrected using side-slither coefficients had a
higher IF value, while the behavior of the SSIMs for the two corrected images was similar. Side-slither
coefficients also performed better than on-orbit coefficients in terms of streaking metrics. Compared
to on-orbit coefficients, the coefficients obtained by the proposed method had higher accuracy and
were more effective for relative radiometric correction. Therefore, it can be concluded that coefficients
calculated by the proposed method are superior to on-orbit coefficients.
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