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Abstract: Image over-segmentation aims to partition an image into spatially adjacent and spectrally
homogeneous regions. It could reduce the complexity of image representation and enhance the
efficiency of subsequent image processing. Previously, many methods for image over-segmentation
have been proposed, but almost of them need to assign model parameters in advance, e.g., the number
of segments. In this paper, a nonparametric clustering model is employed to the over-segmentation
of Very High Resolution (VHR) satellite images, in which the number of segments can automatically
be inferred from the observed data. The proposed model is called the Edge Dependent Chinese
restaurant process (EDCRP), which extends the distance dependent Chinese restaurant process to
make full use of local image structure information, i.e., edges. Experimental results show that the
presented methods outperform state of the art methods for image over-segmentation in terms of both
metrics based direct evaluation and classification based indirect evaluation.

Keywords: image over-segmentation; distance dependent Chinese restaurant process; nonparametric
Bayesian clustering model; superpixels

1. Introduction

With the development of imaging techniques and the space satellite manufacturing, both spectral
and spatial resolutions of Very High Resolution (VHR) satellite images have been improved
significantly [1–3]. Consequently, VHR satellite images have been extensively applied to many
applications, such as natural disaster monitoring [4,5], land cover change detection [6,7], environmental
protection [8], and agricultural production [9], and so on [10,11]. Along with the increase in
spatial resolution, it has becomes a considerable challenge for traditional methods to extraction
information from VHR satellite images. Image over-segmentation is a common way to simplify
image representations and speed image processing, by partitioning images into spatially adjacent and
spectrally homogeneous regions [12,13].

Image over-segmentation has been widely used in many applications, including computer
vision [14,15], object recognition [16,17], image retrieval [18,19], and image classification [20,21].
The following properties might be expected for a “good” over-segmentation result: (1) pixels within an
segment should be spatially adjacent and have similar features; (2) the boundaries of segments should
adhere well to the “meaningful” image boundaries; and, (3) each segment resides within only one
real geo-object. Many over-segmentation algorithms have been used to segment everyday photos and
pictures, and they aimed to achieve abovementioned properties, including the Simple Linear Iterative
Clustering (SLIC) [22], Entropy Rate Superpixel segmentation (ERS) [23], normalized cut (NC) [24],
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edge-augmented mean-shift (ED) [25], and so on [26,27]. These methods can be roughly divided
into four categories, including threshold-based algorithms [28,29], edge-based algorithms [30,31],
graph-based algorithms [32,33], and clustering-based methods [34,35]. It is rather simple and efficient
for the threshold-based algorithms to obtain over-segmentation from images. However, it is very
difficult to choose the appropriate threshold. Although the boundary recall is often rather high in
the results of edge-based methods, the results are often sensitive to the quality of the detected edges.
It is straightforward for the graph-based algorithms to utilize the spatial constraints by measuring the
affinity in terms of spectral or structural similarity.

Clustering-based methods are widely used for image over-segmentation by embedding spatial
information. The SLIC is the most typical method to over-segmentation by clustering [22]. The Entropy
Rate Superpixel (ERS) also treats the over-segmentation as a clustering problem [23]. The main
difficulty for clustering-based methods to image segmentation is how to estimate the suitable number
of clusters before clustering. As a Bayesian nonparametric clustering model, the Chinese restaurant
process (CRP) mixture model [36], and its variants provide a principled way to infer the number
of clusters from the observed data. An underlining assumption of these nonparametric clustering
models is that the observed data in each group is modeled as an exchangeable sequence of random
variables. In order words, for an exchangeable sequence of random variables, any permutation of the
sequence has the same joint probability distribution as the original sequence [37]. If the CRP is directly
applied to image clustering, the spatial dependency among pixels would be lost. Generally speaking,
there exist three kinds of ways enhance spatial dependency among pixels when the CRP and its
variants are applied to image analysis, i.e., preprocessing, poster-processing, and directly modeling
the interdependence among neighboring variables [36]. For example, by using over-segmentation of
VHR satellite images as a preprocessing, the CRP and its variants have been successfully applied to
image or feature fusion [38], geo-object category detection [39], and unsupervised classification [40],
and so on. However, it is difficult for humans to assign an appropriate number of over-segments,
since a large number of geo-objects with different size and shapes are scattered in VHR satellite images
without uniform spatial distribution. Majority voting using neighboring pixels are often used as a
poster-processing to enhance spatial consistence of clustering labels [41]. However, the clustering
results would be strongly dependent on both the presented neighboring system.

As an extension of the CRP, the distance dependent Chinese restaurant process (ddCRP) explicitly
models the dependency between two random variables as a function of their distance [37]. The ddCRP
was originally proposed for text modeling [37]. Whether and how can the ddCRP be effectively used for
the over-segmentation of VHR satellite images? To answer this question, we systematically analyzed
characteristics of the ddCRP. Specifically, we evaluated the impact of three components in the ddCRP
model on the over-segmentation of VHR satellite images in this paper, i.e., the distance dependent
term, the sampling probability term and the connection mode. Furthermore, we present an improved
model for over-segmentation of VHR satellite images, which is termed as the Edge Dependent Chinese
Restaurant Process (EDCRP).

The rest of this paper is organized as follows. In Section 2, we described the basic principle
of the ddCRP, and analyzed the characteristics of its components. The EDCRP model was
described in Section 3. Experimental results coupled with related discussions are given in Section 4.
Some conclusions are drawn in Section 5.

2. Distance Dependent Chinese Restaurant Process

After the ddCRP is introduced in the first subsection, we systematically the characteristics of its
three components, i.e., distance dependent term, likelihood term, and connection mode.

2.1. ddCRP

The CRP is a classical representation of the Dirichlet Process (DP) mixture model, which is an
intuitional way to obtain a distribution over infinite partitions of the integers. Under the metaphor
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of the CRP, the random process is described, as follows. Customers enter a Chinese restaurant one
by one for dinner. When a customer enters the restaurant, he or she chooses a table, which has been
occupied by other customers who entered previously with a probability proportional to the number of
customers already sitting at the table. Otherwise, one takes a seat at a new table with a probability
proportional to a scale parameter α. The random process is given by

p(ti = k|T¬i, α) ∝

{
nk, k < K

α, k = K + 1
, (1)

where ti represents the index of table chosen by the ith customer; T¬i = {t1, . . . , ti−1, ti+1, . . . , tN}
denotes the table assignments of N customers with the exception of ith customer; K is the number of
tables already occupied by some customers; and, nk denotes the number of customers sitting at table k.

After all of the customers have taken their seats, a random partition has been realized. Customers
sitting at the same table belong to a same cluster. This specific clustering property indicates a powerful
probabilistic clustering method. The most important advantage of this algorithm is that the number
of partitions does not need to be assigned in advance. The reason is that the CRP treats the number
of clusters as a random variable that can be inferred from the observations by marginalizing out the
random measure function.

Please note that, although the customers are described as entering the restaurant one by one in
order, any permutation of their ordering has the same joint probability distribution of the original
sequence. This is the exchangeability property of CRP mixture model. In practice, exchangeability
is not a reasonable assumption for many realistic applications. As for image over-segmentation,
it is necessary to identify the spatially contiguous segments where the same label is allocated to the
neighbor pixels with homogeneous spectra. Therefore, the traditional CRP model is not suitable for
image over-segmentation. To introduce the dependency among random variables, Blei et al. proposed
the distance dependent Chinese restaurant process (ddCRP) in [37]. The partition, formed by assigning
the customers to tables in the CRP, is replaced with the relationship between one customer and other
customers in the ddCRP. Under the similar metaphor of the CRP, the ddCRP model states that each
customer selects another customer to sit with, who has already entered the restaurant. Given the
relationship among customers, it is easy to infer which customers will sit at the same table. Therefore,
the tables are a byproduct of the customer assignments. Let f denote the decay function, dij the
distance measure between two observations i and j, α the scaling parameter, and ci the customer
assignment of ith customer, i.e., ith customer choose to sit with ci customer. The random process is to
allocate customer assignments according to

p(ci = j) ∝

{
f
(
dij
)
, i 6= j

α, i = j
, (2)

where the distance measure dij is used to evaluate the difference between the two observations i and j,
and the decay function f (x) mediates how the distance affects the probability of connecting the two
customers together. The farther the distance between the two data points, the smaller their probability
of connecting with each other. The traditional CRP is a particular case of ddCRP when the decay
function is assumed to be a constant, i.e., f

(
dij
)
= 1.

To bridge the gap of terminologies between feature clustering and image over-segmentation,
Figure 1 is employed to construct the analogy between the metaphor of ddCRP and image
over-segmentation. An image with 16 pixels is shown in Figure 1a, where each numbered square
denotes a pixel. The image is a restaurant, which accommodates 16 customers under the metaphor of
the ddCRP. Figure 1b shows a middle state during the random process of customer assignments,
where each arrow indicates a customer choose to sit with another customer. All of customers,
who chose to sit with, naturally form a cluster. In other words, they sit at a same table in the ddCRP.
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This is illustrated in Figure 1c, where the pixels with a same color belong to a cluster. Under the
terminology of image over-segmentation, a segment also consists of all of the pixels with a same
color, where every two pixels within a segment can reach to each other along the inferred customer
assignments in the ddCRP. Therefore, the inferred customer assignments are the key to derive the
results of image over-segmentation.
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Figure 1. The illustration of distance dependent Chinese restaurant process (ddCRP) for image
over-segmentation; (a) an image (i.e., a restaurant) with 16 pixels (i.e., customers) where each numbered
square denotes a pixel; (b) each arrow indicates a customer choose to sit with another customer;
and (c) a segment consists of pixels with a same color and every two pixels within a segment can reach
to each other along the inferred customer assignments.

Given an image with N pixels X = {x1, . . . , xN}, the image over-segmentation is to partition pixels
into multiple regions with label Z = {z1, . . . , zN}. In the ddCRP, the label Z is a by-product of customer
assignment C, whose posterior is given by p(C|X) = p(C)p(X|C)

∑c1:N
p(C)p(X|C)

. The customer assignment, e.g., ci,

is assumed to be dependent on the distance between two pixels, e.g., dij and is independent of other
customer assignments. Therefore, the posterior of customer assignment is proportional to

p(C|X) ∝
[
∏N

i=1 p(ci|α, d, f )
]

p(X|C, G), (3)

where the likelihood of image pixels is given by p(X|C, G) . It is difficult to compute the posterior
because the ddCRP places a prior over a huge number of customer assignments. A simple Gibbs
sampling method can be used to approximate the posterior by inferring its conditional probability

p(ci|C¬i, x1:N , α, d, f , G) ∝


f
(
dij
)

, situation 1

f
(
dij
) p

(
x(z(c¬i)=k)∪(z(c¬i)=l)

∣∣∣G)
p
(

x(z(c¬i)=k)

∣∣∣G)p
(

x(z(c¬i)=l)

∣∣∣G) , situation 2

α , situation 3

(4)

where C¬i represent the customer assignments of all of the pixels with exception of ith pixel,
and x(z(C¬i)=k) denotes the pixels associate with kth segment derived from C¬i; G is a prior of
the parameter θ, which is utilized to generate observations using a probability p(x|θ) . In this
paper, the prior G and the probability distribution p(θ) are assumed to be Dirichlet process [36]
and multinomial distribution, respectively. The parameter θ can be marginalized out, since they
are conjugated. As a family of stochastic processes, the Dirichlet process can be seen as the
infinite-dimensional generalization of the Dirichlet distribution.

As the shown in Equation (4), there are three possible situations to generate a new assignment
ci. In situation 1, the assignment ci points to another pixel but do not make any change in the
over-segmentation result. The situation 2 means that two different segments are merged into a new
segment due to the customer assignment ci. For situation 3, the assignment ci points to itself in a
probability proportional to α.
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In the following, we analyze the characteristics of the three components in the ddCRP, i.e.,
the distance dependent term f

(
dij
)
, the likelihood of the image p(x|G), and the connection mode

among the pixels.

2.2. Distance Dependent Term

As for image over-segmentation, the dependence between the pixels can be naturally embedded
into the ddCRP by the use of a spatial distance measure and a decay function, for example,

the Euclidean distance between pixels dspatial =
√(

rowi − rowj
)2

+
(
coli − colj

)2, where (row, col) is
pixel’s location in an image. The decay function is used to mediate the effects of distance between
pixels on the sampling probability. The decay function should satisfy the following nonrestrictive
assumptions; it should (1) be nonincreasing and (2) take nonnegative finite values, and (3) f (∞) = 0.
There are several types of decay functions [37], such as the window decay function, the exponential
decay function and the logistic decay function. If the distance satisfies the preference, the decay
function returns a larger value; otherwise, it returned a smaller value.

Since over-segments consist of a set of pixels that are spatially adjacent and spectrally
homogeneous, only the neighboring pixels are considered in this paper, i.e., pixels i and j with
spatial distance dspatial ≤ 1. As shown in Figure 1, the possible assignments of the 11th pixel consist
of 7th, 10th, 12th, and 15th pixels. Therefore, the information on neighboring spatial locations has
been introduced by this setting. In order to take spectral information between neighboring pixels into
account in this model, the spectral difference between neighboring pixels is also introduced in the
ddCRP. Spectral distance can be represented by the difference dspectral =

∣∣xi − xj
∣∣, where xi is the DN

value of i-th pixel. So, the spectral difference and the spatial distance are combined to the final distance
measure, dij = dspatial + dspectral . The ddCRP model with spatial and spectral distance abbreviated
to spatial-spectral ddCRP model. In our previse work [42], empirical experiments showed that the
spatial-spectral ddCRP model exhibits a promising performance.

2.3. Likelihood Term

Let the prior and probability distribution are the Dirichlet distribution and the multinomial
distribution, respectively. Given customer assignments c, the likelihood of kth segment is

p
(

xz(c)=k

∣∣∣G) =
τ(∑w βw)

∏w τ(βw)
÷

τ (∑w βw + n
(

xz(c)=k)
)

∏w=1 τ
(

βw + n
(

xz(c)=k = w
)) , (5)

where β denotes the parameter of the base distribution H, which is initialized while using a uniform
distribution. The τ(.) represents the gamma function. Each visual word is denoted by w. In this
paper, the visual word is a digital number (DN) value of panchromatic images. n

(
xz(c)=k

)
denotes the

number of pixels belonging to the kth segment. As shown in Equation (2), kth and lth over-segments
could be merged into a new one in a probability proportional to the production of distance dependent

term and the likelihood ratio
p
(

x(z(c¬i)=k)∪(z(c¬i)=l)

∣∣∣G)
p
(

x(z(c¬i)=k)

∣∣∣G)p
(

x(z(c¬i)=l)

∣∣∣G) . For the sake of simplifying description,

the likelihood ratio is called the merging probability of two over-segments in the following. To reveal
the characteristics of the merging probability, we performed five simulated experiments, where a
paired of Gaussian distributions are utilized to simulate DN values of pixels within kth and lth
over-segments. Table 1 lists parameters of Gaussian distributions, i.e., mean µ and variance σ, used in
the five experiments. For each experiment, two subfigures are drawn on each row of Figure 2, where the
left subfigure shows the paired of Gaussian distributions, and the right one is the distribution of the
merging probability over the numbers of pixels within the paired over-segments. Within the right
subfigure, the z-axis is the merging probability and x-, y-axis is the number of simulated pixels within
the two over-segments, respectively.



Remote Sens. 2018, 10, 1519 6 of 19

Table 1. Parameters of paired Gaussian distributions used in the five experiments.

(a) (b) (c) (d) (e)

kth over-segment µ = 45, σ = 0.1 µ = 45, σ = 2 µ = 50, σ = 2 µ = 55, σ = 2 µ = 58, σ = 2
lth over-segment µ = 60, σ = 0.1 µ = 60, σ = 2 µ = 60, σ = 2 µ = 60, σ = 2 µ = 60, σ = 2

It can be seen from Figure 2 that the distributions of the merging probability exhibit a similar
pattern in the first four experiments, i.e., from (a) to (d). The merging probability is always less than 1.
That is to say the two over-segments incline to remain to be separated, since they are not similar in terms
of the rather large difference between the two mean DN values. Therefore, during the inferring process
in the ddCRP, the customer assignment is allocated with a lower probability. In other words, any paired
of pixels from the two over-segments would connect with each other with a lower probability.

Furthermore, for a given number of pixels within one segment, the merging probability decreases
with the increase of number of pixels within the other segment. The underlining reason is that
the dissimilarity between the two over-segments can be furthermore verified with more and more
observations. In other words, a reliable state of customer assignments would be expected only when
the number of pixels within each segment is up to some level. As shown in Figure 2a–d, the merging
probability would be lower than 0.1 and become stable when the number of pixels is larger than about
eight. This observation motivate us to use a number of pixels instead of individual pixel as a descriptor
of each pixel in the improved model in Section 3.

As shown in Figure 2d, explicit local fluctuations occur in the distribution of merging probability
since the two segments become more similar in terms of mean DN values. It can be seen from
Figure 2e that the merging probability of experiment (e) looks very different from the other four
experiments. The merging probability is significantly larger than 1 for most cases. This results show
that the two over-segments would incline to be merged when they are similar in terms of mean DN
values. This argument could also be verified furthermore when the number of pixels become more and
more. It can be seen from Figure 2 that, if two segments are generated from dissimilar distributions,
the merging probability will be less than 1, otherwise larger than 1. This suggests that it would be a
good choice to let the parameter α equal to 1 in the ddCRP.
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Figure 2. Five experiments are shown in subfigures (a–e), respectively. As for each experiment, the left
subfigure shows a paired of Gaussian distributions, which are utilized to generate DN values of
two over-segments, respectively; the right one is the distribution of the merging probability over the
numbers of pixels within the two over-segments.

2.4. Connection Mode

In the ddCRP, the customer assignment is always allocated from some candidates that satisfy
pre-specified constraints, which is called the connection mode in this paper. As shown in Figure 3a,
the assignment of the 11th pixel is connected with one of its nearest neighbors (i.e., 7th, 10th, 12th,
and 15th pixels) or itself according to the Gibbs sampling formula Equation (4). This setting implies
a competition among the candidates and decreases the connecting probability of each candidate to
some extent. Actually, it may be unnecessary to compare the connection relationship between pixels
and other neighboring pixels. As shown in Figure 3b,c, each pixel might point to multiple pixels,
i.e., multiple arrows. To discriminate different cases, one arrow that a pixel points to another pixel,
is termed as “one-connection mode” (CM1), two arrows “two-connection mode” (CM2), and four
arrows “four-connection mode” (CM4), respectively. Under the metaphor of CRP, the number of
arrows indicates how many customers one could select to sit with during the inferring process.
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Figure 3. Three kinds of connection modes, (a) the one-connection mode (CM1), (b) the two-connection
mode (CM2), and (c) the four-connection mode (CM4).

Figure 4 shows the results of over-segmentation over three kinds of geographic scenes,
i.e., Suburban (S), Farmland (F), and Urban (U) areas, using the three type of connection modes.
The suburban area contains sparse buildings, roads, and fields. The area of farmland consists of
cultivated lands with similar shapes and slightly different spectra. In contrast, the urban area displays
a large spectral variation, contains many buildings and roads, and has a complex structure. The images
come from panchromatic TIANHUI satellites, which have a size of 200 × 200 pixels and a resolution of
approximately 2 m.

Four metrics are employed to quantitatively evaluate the quality of image over-segmentations,
i.e., the boundary recall (BR) [43], the achievable segmentation accuracy (ASA) [44],
the under-segmentation error (UE) [45], and the degree of landscape fragmentation (LF) [42].
The BR is to measure how many percentage of real object boundaries have been discovered by an
over-segmentation method. Based on the overlap between segments and real object regions, the ASA
and UE is the percentage of pixels within or out of object regions, respectively. The last metric is to
measure the degree of fragmentation for an over-segmentation result.

It can be seen from Table 2 that the CM1 is the best connection mode in terms of both BR and
ASA for all of the three scenes. In contrast, the CM4 is the best one in terms of LF for all of the three
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scenes. The CM2 is in the middle among the three connection modes for all of the experiments with the
exception of the UE of urban area. Please note that the metrics of both BR and ASA could increase with
the number of segments. This also can reflected by the measurement of LF. The FL under CM1 is the
highest among the three connection mode for all of three scenes. It also can be seen from Figure 4 that,
under the CM1, there exist many segments of very small size, even many isolated points. In contrast,
the size of segments is rather large under the CM4 and there explicitly exist under-segmented results.
For example, many long and narrow objects, e.g., roads, are often incorrectly merged into larger regions
under the CM4. To make full use of characteristics of different connection modes, both CM1 and CM2
will be utilized in our proposed method in Section 3.

Table 2. The quantitative evaluation of over-segmentations using the ddCRP over three type of
geo-scenes, i.e., Suburban (S), Farmland (F), and Urban (U) areas, under three kinds of connection
modes, i.e., one-connection mode (CM1), two-connection mode (CM2), and four-connection mode
(CM4), respectively. For every evaluation metric, the best performance among different connection
modes was marked as red or blue bold.

Suburban Farmland Urban

CM1 CM2 CM4 CM1 CM2 CM4 CM1 CM2 CM4

BR 0.8 0.67 0.5 0.79 0.70 0.57 0.81 0.66 0.51
ASA 0.84 0.67 0.64 0.87 0.6 0.55 0.89 0.59 0.59
UE 0.07 0.09 0.15 0.11 0.12 0.15 0.09 0.07 0.09
LF 0.85 0.54 0.42 0.92 0.73 0.41 0.42 0.68 0.48
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Figure 4. Over-segmentation of Very High Resolution (VHR) satellite images using the ddCRP
with different connection modes: (a) VHR satellite images of three kinds of scenes, i.e., Suburb (S),
Farmland (F), and Urban (U) areas, and corresponding over-segmentations using the ddCRP with
(b) one-connection mode (CM1), (c) the two-connection mode (CM2), and (d) the four-connection mode
(CM4), respectively.
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3. Edge Dependent Chinese Restaurant Process

Based on the analysis about the ddCRP in Section 2, we present an improved method for the
over-segmentation of VHR satellite images in this section, which is called Edge Dependent Chinese
Restaurant Process (EDCRP). As shown in Figure 5, the EDCRP consists of three parts. The first part is
edge detection from VHR satellite images. The second part is the selection of the feature descriptor and
the connection mode that is based on these detected edges. The third part is image over-segmentation
while using the spatial-spectral ddCRP.
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3.1. Edge Detection

There exist many methods to extract edge information from images, e.g., the Sobel operator,
the Roberts operator, the Prewitt operator, the Laplacian operator, or the Canny operator [46]. All of
these methods can be utilized in the proposed method in order to improve the structure integrality
of image over-segmentation. In this paper, the Canny operator was adopted since it works better by
simultaneously considering both strong and weak edges.

Although the distance between neighboring pixels in the ddCRP could reflect the strength of a
potential edge to some degree, there often exist many locations without meaningful edges, while the
distance is rather large. Therefore, the detected edges could provide important prior knowledge of
image structures for the ddCRP to work better. Given a pixel on an edge, the one-connection mode
could provide an opportunity to motivate the model to choose a neighboring pixel with the shortest
distance between them in the highest probability (under the assumption that the likelihood is the same
value). Consequently, multiple over-segments would occur nearby the pixel in a higher probability.
Meanwhile, if the one-connection mode is used everywhere, there would exist many segments of very
small size, even many isolated points, as shown in Figure 4. Therefore, the two-connection mode
coupled with a gray histogram descriptor is designed to remove these tiny over-segments, in particular
isolated points.
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3.2. Feature Descriptor and Connection Mode

As for each pixel, there exist two options for feature descriptors and connection modes, which is
dependent on whether the pixel is on an edge or not. As for a pixel on an edge, its DN value is
used as a feature descriptor and one-connection mode is used to decide which pixels could be tied
together. A gray histogram based on neighboring pixels is used to describe a pixel, which is not on
any edge and the two-connection mode is used. As shown in Figure 3, the gray histogram descriptor
of 6-th pixel in Figure 3 will be constructed by the nine values of 1-th, 2-th, 3-th, 5-th, 6-th, 7-th, 9-th,
10-th, and 11-th pixels. The neighboring gray histogram descriptor is to remove the isolated points
in the over-segmentation results. As discussed in the Section 2.3, the merging probability would be
approximated to the scaling parameter α, when a segment has only a small number of pixels. As shown
in Figure 2a–d, the merging probability would be lower than 0.1 and become stable when the number
of pixels is larger than about 8. This observation motivate us to use nine pixels instead of individual
pixel as a descriptor in the proposed model.

3.3. Spatial-Spectral ddCRP

As discussed in [42], the distance that was constructed with spatial and spectral features is better
than only spatial distance. Therefore, both spatial and spectral distances are used in the proposed
method. For the sake of clarity, it is called spatial-spectral ddCRP.

4. Experimental Results

In this section, we first described the experimental data. Then, we analyzed the effect of both
feature descriptor and connection mode on image over-segmentations. Furthermore, the EDCRP
is compared with state of the art methods in terms of quantitative evaluation matrices. At last,
we discussed the efficiency and the possible extension of the EDCRP.

4.1. Experimental Data

As shown in Figure 6, two panchromatic images from different sensors are used in our experiments.
The top-left image is a panchromatic TIANHUI image, which is in Mi Yun district of Beijing, China.
The imaging time is 25 July 2013, the resolution is about 2 m, and the size of the image is 800 × 800 pixels.
As shown in Figure 6a–d, four subareas of the TIANHUI image, coupled with real boundaries of
interested geo-objects, will be employed to illustrate the qualitative effect of both the feature descriptor
and the connection mode on over-segmentations in Section 4.2. The bottom-right image in Figure 6 is a
panchromatic QUICKBIRD image, which was acquired on 22 April 2006. The area is located in Tong Zhou
district of Beijing, China. The size of the image is 900 × 900 pixels with a resolution of 0.60 m.

4.2. Effect of Feature Descriptor and Connection Mode over Over-Segmentations

As shown in Figure 5, the EDCRP can be regard as a mixture of two kinds of feature descriptors
and connection modes based on the spatial-spectral ddCRP model. In order to validate the necessary
of this kinds of mixture, we compared the results of EDCRP with that of the spatial-spectral ddCRP
model under two kinds of combination of both feature descriptor and connection-mode. Specifically,
the first combination is that the DN value of each pixel is used as its feature and the one-connection
is used. The second combination is that the feature descriptor of each pixel is the gray histogram of
its neighboring pixels and the two-connection mode is used. For the sake of simplifying the notation,
the two combinations are denoted by ddCRP_1 and ddCRP_2, respectively.

Only the TIANHUI image is used for the analysis in this section. Specifically, we first analyzed
the over-segmentations of the two kinds of different combinations from the viewpoint of qualitatively
visual inspection. Furthermore, we compared them with that of the proposed method. At last,
four quantitative metrics are employed to measure the quality of these over-segmentations.
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Figure 6. Two VHR satellite images used in our experiments, where subfigures (a–d) show the subarea
A, B, C, and D coupled with boundaries of interested geo-objects, respectively.

4.2.1. ddCRP_1

Figure 7 shows the boundaries of over-segments by using the ddCRP_1. Generally speaking,
there exist many tiny segments, even isolated points. As shown in the two subfigures, individual
geo-objects, e.g., water and building, are over-segmented into many segments. In addition, most of
the over-segments wriggle their way along the real boundaries of geo-objects. The structure of
over-segments is not very good. For example, there exist two edges along the top-right boundary of
the building in subarea D of Figure 7.

4.2.2. ddCRP_2

Figure 8 shows the boundaries of over-segmentation using the ddCRP_2. It can be seen that the
ddCRP_2 significantly outperforms over the ddCRP_1 in term of structure of over-segment’s boudary.
On the one hand, from the viewpoint of overall visual inspection, boudaries of over-segments shown
in Figure 8a–d correspond well to boudaries of real geo-objects. For example, as shown in Figure 8c,d,
respectively, the boundaries of both water and building look very similar to the real one in terms of the
shape of geo-ojects. On the other hand, over-segments of the ddCRP_2 have been pushed into two
different directions relative to that of the ddCRP_1. As for the homogeneous regons, over-segments
become bigger. Heterogeneous regions have been partioned into more segments of ralative small
size. These two kinds of situation can be simultaneously seen in Figure 8d. The top-right part of the
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building have been merged into a rather large segment, and its bottom-left part have been segmented
into multiple small segments with regular boundaries.Remote Sens. 2018, 10, x FOR PEER REVIEW  12 of 19 
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In terms of the weakness of the ddCRP_2, on the one hand, there exist too much tiny segments
over heterogeneous regions. On the other hand, some different geo-objects have been merged into
a large segment. For example, it can be seen from Figure 8a that both the water and part of the land
have been merged into a segment. In Figure 8b, the road also be merged with the vegetation along the
road into a segment. These objects in Figure 6a,b are expected to be separated by over-segmentation
algorithms. However, the ddCRP_2 did not achieve the expected result.

4.2.3. EDCRP

The result of EDCRP is shown in Figure 9. The result of EDCRP is similar with that of the
ddCRP_2 in terms of the “shape” of over-segments. We argue that it is reasonable, since the EDCRP
can be regarded as a mixture of both the ddCRP_1 and ddCRP_2, which are choosen dependent on
pixels on edges or not. Generally speaking, the number of pixels on edges is explicitly less than that
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of pixels out of edges. Therefore, the EDCRP inherits the strongth of the ddCRP_2, i.e., well struture
of over-segments’ boudaries. Fortunately, the EDCRP also rules out the weakness of the ddCRP by
using the ddCRP_1 over pixels on detected edges. In other words, the EDCRP would keep two regions
being seperated where the ponits have been identified as a point on edges. For example, two different
geo-objects in Figure 9a,b have been well seperated into different segments. It is very different from
that in Figure 8a,b, which have been merged into large segments.
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4.2.4. Quantitive Evaluation

Four metrics are adopted to quantitatively evaluate the quality of over-segmentations, i.e., BR,
ASA, UE, and LF. As shown in Table 3, the EDCRP obtains the highest rate of boundary recall (i.e., BR)
and achievable segmentation accuracy (ASA). Meanwhile, the EDCRP achieve the lowest error of
under-segmentation (UE). As for landscape fragmentation (LF), the ddCRP_2 is the lowest one, with
exception of the category building. This result can be explained by the observation in Figure 8 that
there exist a large number of tiny segments. For a given image, both BR and ASA would often increase
with the number of over-segments. In other words, both BR and ASA would increase with the decrease
of LF for a given image. However, both BR and ASA of the EDCRP is the highest one, even when its
LF is high than that of the ddCRP_2. In a word, the EDCRP outperforms both ddCRP_1 and ddCRP_2
in terms of all of the four quantitative metrics.

Table 3. The quantitative evaluation of over-segmentation.
Building Water Bare Land Road

ddCRP_1 ddCRP_2 EDCRP ddCRP_1 ddCRP_2 EDCRP ddCRP_1 ddCRP_2 EDCRP ddCRP_1 ddCRP_2 EDCRP

BR 0.891 0.8946 0.9027 0.857 0.8436 0.8839 0.8405 0.8424 0.8918 0.9029 0.9030 0.9461
ASA 0.3834 0.4957 0.5023 0.1979 0.2013 0.2154 0.2057 0.3473 0.3619 0.2481 0.279 0.3619
UE 0.4698 0.4523 0.4016 0.3019 0.3024 0.2714 0.5467 0.5647 0.5183 0.4688 0.4636 0.4258
LF 0.0304 0.0214 0.0204 0.0595 0.0387 0.033 0.8405 0.0258 0.8918 0.0286 0.0231 0.0254

4.3. Comparative Experiments

In this subsection, the EDCRP is compared with three state-of-the-art methods,
i.e., Turbo Pixels [47], SLIC [22], and ERS [23] while using the two panchromatic images with
different resolutions. These methods are compared from the two viewpoints of both direct and
indirect performance evaluation [48,49]. On the one hand, four metrics are utilized to directly evaluate
the quality of over-segmentations, i.e., BR, ASA, UE, and LF. On the other hand, the quality of
over-segmentations is indirectly evaluated in terms of image classification accuracy.
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Both the SLIC and ERS achieve image over-segmentation by clustering. Turbo Pixels [47] uses a
geometric-flow-based algorithm for acquiring an over-segmentation of an image. For the sake of fairly
comparing, the number of clusters for other methods is assigned by the number of all over-segments
inferred by the EDCRP. As shown in Figure 10, both SLIC and Turbo pixel generated over-segments
with similar size and a more or less convex shape. Their boundaries do not exhibit image structure
information. Over-segments produced by ERS have some structure information, but the result has
higher complexity in flat area, especially in the water area.
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Figure 10. The over-segmentation results over both TIANHUI (first row) and QUICKBIRD (second row)
images using four over-segmentation methods, i.e., (a) Turbo pixel, (b) Simple Linear Iterative
Clustering (SLIC), (c) Entropy Rate Superpixel segmentation (ERS), and (d) Edge Dependent Chinese
Restaurant Process (EDCRP).

4.3.1. Metrics Based Direct Evaluation

Table 4 lists the values of four metrics of the three approaches for over-segmentation of the
TIANHUI image. The ERS achieved the highest rate of boundary recall (i.e., BR) and achievable
segmentation accuracy (ASA) among the three methods for all of four kinds of geo-object categories.
As for the under-segmentation error (UE), the ERS is the lowest with the exception of the category
water. The ERS also obtained a relative low value of LF. Based on these quantitative evaluation, the ERS
outperform both the Turbo pixel and SLIC.

However, when compared with the EDCRP, the ERS achieved a lower value of both BR and
ASA, and a rather higher value of both UE and LF. In other words, the EDCRP outperform all of the
sate-of-the-art methods for over-segmentation in terms of four quantitative metrics. As for visual
inspection, the over-segmentation result that is produced by ERS is similar with that of the EDCRP in
terms of structure of over-segments. The significant difference is that ERS still produces rather small
segments, even for homogeneous regions, e.g., water.

Table 4. The evaluation of over-segmentations of TIANHUI image while using Turbo Pixel (TP), SLIC
and ERS.

Building Water Bare Land Road

TP SLIC ERS TP SLIC ERS TP SLIC ERS TP SLIC ERS

BR 0.6675 0.6563 0.8723 0.625 0.6461 0.8327 0.6461 0.6229 0.8369 0.719 0.6847 0.8884
ASA 0.188 0.1766 0.2039 0.0112 0.0095 0.0141 0.0782 0.0715 0.0899 0.0956 0.0877 0.1009
UE 0.662 0.689 0.478 0.3247 0.3001 0.3197 0.6844 0.701 0.5772 0.5983 0.6226 0.4639
LF 0.0448 0.0372 0.0403 0.0672 0.0671 0.0648 0.0426 0.0385 0.0419 0.0482 0.0395 0.033
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Table 5 lists the values of four metrics of the four approaches to the over-segmentation of the
QUICKBIRD image. The EDCRP exhibits the best performance in terms of three metrics, i.e., BR,
UE and LF. As for the achievable segmentation accuracy, EDCRP is only lower than the ERS, and higher
than both Turbo pixel and SLIC.

Table 5. The quantitative evaluation of different over-segmentations of QUICKBIRD image.

Metric Turbo Pixel SLIC ERS EDCRP

BR 0.6953 0.7979 0.7675 0.8452
ASA 0.8912 0.8810 0.9191 0.8978
UE 0.0799 0.0679 0.0592 0.0542
LF 0.013 0.015 0.014 0.008

4.3.2. Classification Based Indirect Evaluation

Image over-segments are often used as objects for classification. In our experiments,
random forests with 100 trees are trained as classifiers using randomly selected 50% over-segments.
Table 6 lists both the Overall Accuracy (OA) and kappa of the classifier. The EDCRP outperforms other
three approaches for image over-segmentation in terms of classification accuracy.

Table 6. The Overall Accuracy (OA) and kappa of the classifier over both the TIANHUI and
QUICKBIRD images.

Image Metric Turbo Pixel SLIC ERS EDCRP

TIANHUI
OA 0.7551 0.7706 0.7796 0.7878

Kappa 0.6751 0.7012 0.7056 0.7152

QUICKBIRD
OA 0.8171 0.8116 0.7753 0.8189

Kappa 0.7740 0.7681 0.7251 0.7759

Figure 11 shows the classification maps of the TIANHUI image. It can be seen from the
classification maps that there exists rather explicit fingerprints of the over-segments. For example,
the building in the subarea D, there exist misclassified blobs with convex shape in the subfigure (d)
and (e) of Figure 11. In the subarea C, there exists explicit wriggled boundary of water in the subfigure
(f) of Figure 11. In contrast, the classification map of EDCRP exhibits very good structure integrality
for almost geo-objects. Specifically, as shown in the subarea B of Figure 11c, the wriggled path has been
well classified.
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Figure 11. Classification maps of the TIANHUI image based on the over-segments; (a) is the TIANHUI
image; (b) is the ground-truth of the image; (c–f) are the classification maps based on the over-segments
produced by the EDCRP, Turbo Pixel, SLIC, and ERS, respectively. The legend shows the class labels in
both the ground-truth and classification maps.
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4.4. Discussions

In this section, we disscuss the efficiency and possible extensions of the EDCRP.

4.4.1. Efficiency

Since the number of clusters is also a random variable to be inferred in a nonparametric Bayesian
clustering model, the process of clustering need more time than the parametric clustering method to be
a convergence state. As shown in Equation (4), the posterior of customer assignments are approximated
by using Gibbs sampling. A reliable sample would be generated only when the process of sampling
reach a stable state. It can be seen from Table 7 that the efficiency of the proposed method is explicitly
lower than that of the state of the art methods for image over-segmentation. Therefore, it deserves
investigation as to how to significantly enhance the efficiency of the EDCRP in the future.

Table 7. The running time of different approaches for image over-segmentation.

Turbo Pixel SLIC ERS EDCRP

Time (s) 374 75 416 4981

4.4.2. Possible Extensions

Although the present model has only been applied to the VHR panchromatic image in this paper,
it is straightforward to extend the EDCRP to the over-segmentation of multi-spectral images [50–52].
It can be seen from Equation (4) that the posterior of customer assignments can be approximated if
both the likelihood and distance dependent terms can be well defined. Given a multispectral image,
the likelihood in Equation (5) can be defined by replacing the multinomial distribution for discrete DN
values with Gaussian distribution for multi-spectral satellite images.

5. Conclusions

In this paper, we systematically analyzed the characteristics of components in the ddCRP for VHR
panchromatic image over-segmentation, i.e., distance dependent term, likelihood term, and connection
mode among neighboring pixels. Furthermore, we present an improved nonparametric Bayesian
method, which is called Edge Dependent Chinese Restaurant Process (EDCRP). Experimental results
show that the presented methods outperform the state of the art over-segmentation methods in
terms of both four evaluation metrics, i.e., under-segmentation error (UE), the boundary recall
(BR), the achievable segmentation accuracy (ASA), and the degree of landscape fragmentation (LF)
and classification accuracies. In the future, we would investigate how to speed the process of
inferring customer assignments, and extend the present method to over-segment VHR multi-spectral
satellite images.
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