

  Analysis of the Spatial Variability of Land Surface Variables for ET Estimation: Case Study in HiWATER Campaign




Analysis of the Spatial Variability of Land Surface Variables for ET Estimation: Case Study in HiWATER Campaign







Remote Sensing 2018, 10(1), 91; doi:10.3390/rs10010091




Article



Analysis of the Spatial Variability of Land Surface Variables for ET Estimation: Case Study in HiWATER Campaign



Xiaojun Li 1,2,3[image: Orcid], Xiaozhou Xin 1,2,*, Zhiqing Peng 1,3, Hailong Zhang 1,2, Chuanxiang Yi 4 and Bin Li 5





1



State Key Laboratory of Remote Sensing Science, Jointly Sponsored by Institute of Remote Sensing and Digital Earth of Chinese Academy of Sciences and Beijing Normal University, Beijing 100101, China






2



Joint Center for Global Change Studies (JCGCS), Beijing 100875, China






3



University of Chinese Academy of Sciences, Beijing 100049, China






4



College of Applied Meteorology, Nanjing University of Information Science & Technology, Nanjing 210044, China






5



Inner Mongolia Ecological and Agricultural Meteorological Center, Hohhot 010051, China









*



Correspondence: Tel.: +86-10-6487-9382







Received: 13 December 2017 / Accepted: 10 January 2018 / Published: 11 January 2018



Abstract:



Heterogeneity, including the inhomogeneity of landscapes and surface variables, significantly affects the accuracy of evapotranspiration (ET) (or latent heat flux, LE) estimated from remote sensing satellite data. However, most of the current research uses statistical methods in the mixed pixel to correct the ET or LE estimation error, and there is a lack of research from the perspective of the remote sensing model. The method of using frequency distributions or generalized probability density functions (PDFs), which is called the “statistical-dynamical” approach to describe the heterogeneity of land surface characteristics, is a good way to solve the problem. However, in attempting to produce an efficient PDF-based parameterization of remotely sensed ET or LE, first and foremost, it is necessary to systematically understand the variables that are most consistent with the heterogeneity (i.e., variability for a fixed target area or landscape, where the variation in the surface parameter value is primarily concerned with the PDF-based model) of surface turbulence flux. However, the use of PDF alone does not facilitate direct comparisons of the spatial variability of surface variables. To address this issue, the objective of this study is to find an indicator based on PDF to express variability of surface variables. We select the dimensionless or dimensional consistent coefficient of variation (CV), Gini coefficient and entropy to express variability. Based on the analysis of simulated data and field experimental data, we find that entropy is more stable and accurate than the CV and Gini coefficient for expressing the variability of surface variables. In addition, the results of the three methods show that the variability of the leaf area index (LAI) is greater than that of the land surface temperature (LST). Our results provide a suitable method for comparing the variability of different variables.






Keywords:


spatial heterogeneity; variability; evapotranspiration; land surface variables; probability density function; HiWATER












1. Introduction


Evapotranspiration plays a key role in the Earth’s surface energy and water balances, and it has substantial effects on global climate change, water management and crop yield [1,2,3]. Satellite-based remote sensing has been identified as a suitable means of mapping the spatial distribution of ET or LE. Because of technical and methodological limitations, many remote sensing-based ET or LE models have been conducted under quite homogeneous and flat conditions, with the use of decametric to kilometric spatial resolution sensors [4,5]. However, the Earth’s surface geometry, physical processes and associated variables are inherently heterogeneous. Due to the nonlinear nature of many land surface processes, heterogeneity can profoundly affect the result of estimating ET or LE [1,6].



The effect of surface heterogeneity on remote sensing-based ET or LE estimation is mainly caused by two aspects: the heterogeneity produced by the landscape and the heterogeneity produced by surface variables [1]. Three basic types of methods have been proposed to compensate for the errors caused by surface heterogeneity or considering subpixel scale land surface heterogeneities when estimating surface ET or LE [7,8,9,10,11,12]. The error caused by the landscape heterogeneity is usually corrected using the mosaic or area weighting method [1,11] and the correction factor compensation method [13]. The mosaic or area weighting method neglects all small-scale interactions by dividing each grid cell into several homogeneous patches according to the different land-use types, assuming that the various patches do not interact with each other but interact vertically with the atmosphere directly above them [14]. The grid fluxes are the averages of the patch fluxes weighted by their fractional area no matter where within the grid cell the individual patches are located [9,15]. Therefore, in the same landscape, the errors caused by the heterogeneity of spatial patterns change of the surface variable are negligible for the ET or LE calculation. The error caused by the heterogeneity of the surface variables (i.e., land surface temperature (LST)) is usually corrected by the temperature-sharpening method [1,16], and it is capable of decreasing the influences of the heterogeneity of the LST [17,18]. The core of these two methods is to combine the high-resolution satellite data with the low-resolution satellite data and using statistical methods to describe and express the heterogeneity of the landscape composition or the spatial distribution of the variables in the mixed pixel to correct the ET or LE estimation error. In addition, the physical mechanisms of some methods (e.g., the correction factor compensation method) are not clear, leading to low portability [13,19].



Therefore, the study of surface heterogeneity in ET or LE estimation from the perspective of remote sensing model is still needed. The method of using frequency distributions or generalized probability density functions (PDF), which is called the “statistical-dynamical” approach, to describe the variability of land surface characteristics is a good way to solve the problem [10,20,21,22]. It is based on the assumption that climate forcing (temperature, precipitation, humidity, etc.) and land surface characteristics (i.e., soil, vegetation, topography, etc.) vary according to the distributions which can be approximated by continuous analytical PDFs rather than a single representative value. The grid fluxes are calculated by statistical-dynamical method using numerical or analytical integration over appropriate PDFs [23]. Li and Avissar [10] demonstrated that the results of determined fluxes depend on the spatial distribution of the land surface parameters, and the more skewed the distribution within the range of values, the larger the error (for nonlinear relationships) of the flux calculated using the mean instead of the distribution. Tittebrand and Berger [14] confirmed the possible application of the PDF-approach for the determination of LE with Penman-Monteith using Normalized Difference Vegetation Index (NDVI), albedo, relative humidity and wind speed for grassland and coniferous forest. The PDF-based flux estimation model can be used to describe spatial variability of specific surface parameters for a model grid or a satellite pixel with coarser spatial resolution that is described by a higher resolved dataset [10,14,20,21,22,23].



The appropriate choice of spatial heterogeneity description method based on different usages is the key to eliminate ET or LE estimation error. The heterogeneity produced by landscape is often expressed by a landscape pattern index including Moran’s I spatial autocorrelation index [24], Getis statistics [25], porosity indices, etc. The heterogeneities of surface variables are regarded as two different aspects with or without considering the spatial patterns of surface variables [26,27]. By considering spatial patterns or spatial arrangement as well as the value of the gray scale of the pixels, the changes in spatial patterns with more or less chaotic spatial arrangements correspond to greater or smaller spatial heterogeneity [2,10]. In the other way, only the heterogeneity caused by the change in the variable value or gray value (i.e., spatial variability of the surface property over the observed scene) is considered [26]. Correspondingly, the description of spatial heterogeneity contains two groups of methods. One group considers both the spatial patterns and spatial variability of the variable, including empirical, probabilistic and other methods. Empirical approaches such as local variance [28], Haralick indices [29] and ANOVA-quadtree analysis [30] may be limited in charactering the image spatial heterogeneity because of the lack of an underlying theoretical framework [26]. Probabilistic approaches (e.g., spatial entropy, multifractal, fractal, variogram [31], and q-statistic method [27]), which consider the image as a realization of the stochastic process called random function [26], provide more efficient tools to model the spatial heterogeneity of components. Other methods involve mathematical models such as wavelet analysis [19] and Fourier transform [32]; moreover, geographically weighted regression has become popular to explore spatial heterogeneity [33]. These methods are mostly used to analyze the heterogeneity of land surface solely, so the spatial patterns of pixels and spatial variability of the variable values both need to be considered [26,34]. The other group focuses only on spatial variability of the variable values and does not consider the spatial patterns. The commonly used methods include the quantile, range, deviation, variance/standard deviation, moment, coefficient of variation (CV) [25], Gini coefficient and entropy [34,35], and these methods are often used for specific purposes (e.g., building models) [36].



Though most PDFs are described by only a few parameters, implementing a PDF for each land-surface characteristic would greatly increase the complexity of this type of parameterization, as well as the computational burden of the model [10]. Therefore, in attempting to produce efficient PDF-based parameterization of remotely sensed ET or LE, one needs to solve a basic question: which surface variables’ heterogeneity must be considered when establishing an ET or LE estimation model, i.e., which variability of surface variables varies similarly or consistently with the variability of the turbulent flux in time. Since the use of PDF alone does not facilitate direct comparisons of the spatial variability of surface variables, in order to answer the question, an index that quantitatively describes the overall variability of the PDF is still required [37]. The main objective of this study is to find an index to describe the heterogeneity caused by the fluctuation of the surface variable values, i.e., the spatial variability of the surface variables over the observed scene. Based on simulation data and Heihe Watershed Allied Telemetry Experimental Research (HiWATER) data, we used the PDF as a starting point to explore the spatial variability expression method of surface variables, and this approach could be used to systematically analyze the spatial variability of surface variables and compare the variability of different variables over the same observed scene.




2. Study Area and Datasets


2.1. Study Area


The study area (Figure 1b), which includes the Yingke and Daman irrigation districts in the Zhangye oasis and adjacent Gobi Desert, is located at 100.10°E–100.66°E, 38.68°N–39.15°N in the central reaches of the Heihe River Basin (HRB) and near the city of Zhangye in the arid region of Gansu Province in northwestern China (Figure 1a). The climate is cold and arid, with a mean annual precipitation, temperature, and potential evapotranspiration of 100–250 mm, approximately 7 °C, and 1200–1800 mm, respectively. Its terrain is flat, and its elevation is approximately 1480 m. The two irrigation districts are key experimental areas of the HiWATER project (see Li et al. [38] and Liu et al. [39] for details). One major objective of the HiWATER project, namely, the Multi-Scale Observation Experiment on Evapotranspiration (HiWATER-MUSOEXE), is to capture the strong land surface heterogeneities and associated uncertainties within a watershed [3,38,39]. The core experimental area is heterogeneous and dominated by maize, spring wheat, vegetables, orchards, and residential areas (Figure 1c).


Figure 1. Geographical information of the study area: (a) schematic of Zhangye city and middle Heihe River Basin; (b) locations of HiWATER-MUSOEXE observation matrix; (c) detailed locations of the 17 EC systems and AWSs inside the Zhangye oasis. EC/AWS is the abbreviation for eddy covariance/automatic weather station.
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2.2. Datasets


2.2.1. Ground Observation Data


Several ground observation datasets from HiWATER were employed in this study. HiWATER was designed as a comprehensive ecohydrological experiment to address problems that include heterogeneity, uncertainty, scaling, and closing the water cycle at the watershed scale implemented in the HRB, an inland river watershed [2]. MUSOEXE, a component of HiWATER, was implemented to reveal the spatial heterogeneities of heat and water fluxes by constructing a flux matrix (Figure 1c) from May to September 2012. The matrix includes 17 eddy covariance (EC) systems together with automatic weather stations (AWSs) that were installed in the 5.5 × 5.5 km2 kernel experimental area (Figure 1c) according to the distribution of crops, shelterbelts, roads, residential areas and canals, as well as according to soil moisture and irrigation status [39]. Among the 17 EC systems, 14 were installed in maize fields, and the other three were located in a residential area (EC4 in Figure 1c), a vegetable field (EC1 in Figure 1c) and an orchard (EC17 in Figure 1c). The EC station mainly provides flux data (including carbon dioxide flux, sensible heat flux and latent heat flux), friction wind speed, etc. Meteorological data, including air temperature and humidity, wind speed and direction, solar radiation and net radiation, layers of soil temperature and humidity, etc., were recorded at the AWSs.



The consistency of all of the EC systems and the quality of the data were ensured using the following steps. First, the consistency of the EC instruments was tested during an inter-comparison campaign in the flat, open Gobi Desert, over a surface covered by coarse grain sand and small pebbles with withered sparse scrub vegetation. This campaign was completed before HiWATER-MUSOEXE was conducted [40]. Second, all of the raw data were acquired at 10 HZ and processed using the Edire software package developed by the University of Edinburgh (Edinburgh, UK). The processing steps included spike removal, lag time correction, coordinate rotation (2D rotation), frequency response correction, corrections for density fluctuations (WPL-correction), and averaging to half-hourly fluxes [39,41]. Third, a four-step procedure was performed to control the quality of the EC data; for more details, see [1,2]. Because night turbulence is weak and considerable data are either missing or of poor quality, this study used data from 10:00 to 18:00 Beijing time to ensure the quality of turbulent flux observation data. The crop growth season is from June to September, and good quality data for 5 days were selected for each month, including 25, 26, 28–30 June; 23, 26, 27, 30 and 31 July; 4, 5, 8, 22 and 25 August; and 2, 6, 8, 12 and 14 September, for a total of 20 days.




2.2.2. Airborne Data


The remote sensing data used in this study included multiangular and multispectral images that were collected by an airborne wide-angle infrared dual-model line/area array scanner (WiDAS) and high-resolution land cover maps derived from an airborne compact airborne spectrographic imager (CASI). Land cover maps with 1-m resolution were produced by an object-oriented workflow using CASI images [42]. The landscape was classified into fourteen detailed land cover types (Figure 1c), and the results were validated using ground survey points. The overall accuracy was 88.48%, and the Kappa coefficient was 0.87 [42]. WiDAS is one of the major instruments used in the HiWATER-MUSOEXE airborne missions to acquire multiangular observation data. It acquires images using four CCD cameras in the visible near-infrared (VNIR) bands and two thermal cameras in the mid-infrared (MIR) and thermal infrared (TIR) bands. The specification payloads of WiDAS can be seen in Liu et al. [43]. For the flight data collected on 3 August 2012, 15 tracks are included in total. After calibration, lens distortion correction, geometric correction, viewing angle retrieval, and atmospheric correction, the resolutions of the visible infrared band and thermal infrared band are 0.5 m and 5 m, respectively. To ensure that each track has 750 rows × 250 columns (3750 × 1250 m2) as a prerequisite, six tracks were selected from 15 tracks. Each track is divided into three regions, each with a size of 1250 × 1250 m2 as the test area. We used pre-processed WiDAS data to calculate the LAI [1] and LST [43], and resampled the surface variable data to 5 m.






3. Methodology


The remote sensor above the land surface receives not only the signal of the mean and variance but also the signal of all values present on the surface. Thus, modelers are especially interested in the PDF of the surface variable [14,34], which tells how frequent a certain parameter value occurs. For the same variable, if the PDF is narrow, then the surface is more homogeneous, and if the PDF is broad, the surface is more heterogeneous [34]. PDF can describe heterogeneity in a qualitative manner, however, it is unable to quantify the information content and cannot be used to compare the variability of different variables over the same observed scene [34]. As we mentioned in the introduction, the commonly used methods that express the spatial variability of surface variables include the quantile, range, deviation, variance/standard deviation, moment, CV, Gini coefficient and entropy. Because the magnitude and dimension of each surface variable vary, a dimensionless or dimensional consistent indicator is required to compare the variability between variables directly. After comparing the aforementioned methods, the indicators that can satisfy the above demand and better represent the variability are the CV, Gini coefficient and entropy. The first two are dimensionless. For a fixed scale, the amount of information can be quantified via the entropy and its dimension is consistent; the unit in this paper is nats. We illustrate the characteristics of the three methods in expressing spatial variability from both aspects of simulated data and experimental data. The framework and flowchart of this paper is shown in Figure 2. PDF is the starting point for our research of surface spatial variability. The framework in Figure 2 is as we reviewed in the introduction, and for the flowchart (i.e., the main purpose of this paper), it is the first step to answer the basic question, and also the first step to build a more efficient PDF-based ET or LE estimation model. The details of the three methods are described in the following paragraphs.


Figure 2. Framework and flowchart of this paper.
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CV is dimensionless and often used for auxiliary modeling, such as the use of CV to characterize surface variability when establishing a temperature-sharpening method, and lower CV values correspond to more homogeneous land surface values [1,3,36]. CV can evaluate the variability of a sample in a population as follows [25]:


[image: ]



(1)




where std(x) and u(x) are the standard deviation and the average value of the sampling point, respectively. u(x) can be negative, then the above equation is also negative. However, if CV is negative, its absolute value should be used to measure the degree of variability (i.e., the greater the absolute value, the stronger the degree of variability, and vice versa). Generally, a value of CV < 0.15 indicates a variable with low variability; 0.15 ≤ CV ≤ 1 indicates a variable with moderate variability; and CV > 1 indicates a variable with a high degree of variability [1,36].



Compared to CV, the Gini coefficient is also dimensionless and is more likely to represent the ratio of deviations between data [44]. The Gini coefficient is an index of the fairness of the income distribution in the field of economics, and it is in the range of [0, 1]. For n values of the variable x, a number of methods are available to calculate the Gini coefficient. The calculation method used in this study is as follows [44]:
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(2)







Information entropy is a state variable in thermodynamics that indicates the degree of chaos, and it was introduced into information theory by Shannon (sometimes called Shannon entropy) and now represents a measure of the uncertainty of a random variable. The random variable is divided into several intervals, each of which represents a state of the variable, and entropy is the average uncertainty of all possible states of the variable. It is also a common tool to quantify the information included in the PDF [34,45]. For discrete data, the formula is as follows [46]:
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(3)




where pi is the probabilistic mass function (PMS) of the variable that falls within the ith interval after dividing the set of points into n intervals, and it satisfies the normalization condition [image: ]. The calculation of entropy is related to the size and the start of the probability density interval segmentation, and Brunsell, Ham and Owensby [35] suggested using the kernel density estimation method to determine the interval size and the starting value. In this paper, we used the Gaussian kernel density estimation method to divide the interval into 512 aliquots and calculate the probability [47]. When the variable has only one state or a single value distribution, the entropy value is 0; and when the variable is evenly distributed, the entropy value of the variable is the largest, which is ln n.



Because the number of observations involved in the calculation of each variable varies, in order to make the variability of each variable comparable, the entropy of all variables must be normalized, and the formula is as follows:
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(4)




where m is the number of observations.



The above three methods are often used in remote sensing-assisted modeling [1,3,34,44]. Therefore, compared with other methods (i.e., quantile, range, deviation, variance/standard deviation and moment) the three methods are not only dimensionless or dimensional consistent, but also have representativeness. In this paper, we analyze the three methods from different type of data (e.g., remote sensing airborne data) to express variability.




4. Results and Analysis


4.1. Analysis Based on Simulation Data


As we mentioned before, PDF is the starting point for our research of surface spatial variability. Therefore, the variability of the value of remote sensing variables is the object of this paper. The variability of different surface variables (such as LST, soil moisture, and stomatal conductance) is commonly studied using the following distribution models: normal distribution, beta distribution, gamma distribution, Weibull distribution, and exponential distribution [12,14]. To better compare the ability of the Gini coefficient, CV and entropy to express variability, we have designed three schemes from the perspective of simulation data. In Scheme 1 (see Figure 3 for details), we simulated 18 groups of random numbers with six types of distribution, all of which passed the Kolmogorov-Smirnov test at p > 0.05. The design of Scheme 1 is mainly used for the comparison of the methods within the distribution, and each group yields 10,000 random numbers to calculate the aforementioned methods. The Schemes 2 and 3 are designed to compare the three methods in describing the variability between the different distributions. However, even for the same remote sensing variable that satisfies the same distribution, the range of its value may also be different for various reasons (e.g., different acquisition times). Scheme 3 is designed to reflect this difference and is therefore more specific. The calculation results of the three methods for the simulated data in Scheme 1 are shown in Table 1.


Figure 3. The PDF distribution of simulated data in Scheme 1. (a–f) refer to Gaussian distribution, beta distribution, gamma distribution, weibull distribution, exponential distribution and uniform distribution, respectively.
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Table 1. Calculation results of the three methods for the simulated data in Scheme 1.







	
Distribution Type

	
Specific Parameters

	
S

	
CV

	
Gini






	
Normal

	
N(1) u = 0.5, sd = 0.12

	
3.8596

	
0.2311

	
0.1305




	
N(2) u = 0.5, sd = 0.09

	
3.5437

	
0.1685

	
0.0950




	
N(3) u = 3, sd = 0.30

	
4.7925

	
0.0986

	
0.0557




	
Beta

	
B(1) α = 6, β = 1

	
5.0479

	
0.1445

	
0.0771




	
B(2) α = 1, β = 6

	
5.0478

	
0.8697

	
0.4638




	
B(3) α = 0.5, β = 0.5

	
5.7996

	
0.7081

	
0.4057




	
Gamma

	
G(1) k = 1, θ = 2

	
4.3049

	
0.9901

	
0.4965




	
G(2) k = 2, θ = 2

	
4.8676

	
0.7066

	
0.3756




	
G(3) k = 3, θ = 2

	
5.1169

	
0.5777

	
0.3126




	
G(4) k = 1, θ = 5

	
3.3721

	
0.9291

	
0.4848




	
Weibull

	
W(1) k = 5, λ = 0.5

	
2.9733

	
0.2262

	
0.1278




	
W(2) k = 1, λ = 1

	
4.8165

	
0.9824

	
0.4947




	
W(3) k = 15, λ = 1

	
2.6494

	
0.0807

	
0.0446




	
Exponential

	
E(1) λ = 1

	
4.7244

	
1.0090

	
0.5011




	
E(2) λ = 4

	
3.3821

	
0.9968

	
0.4975




	
E(3) λ = 8

	
2.7327

	
0.9941

	
0.5005




	
Uniform

	
U(1) min = 0, max = 1

	
3.7550

	
0.5779

	
0.3336




	
U(2) min = 0, max = 10

	
5.9966

	
0.5734

	
0.3310








Note: u represents the mean; sd represents the standard deviation; s represents the entropy value; in the same distribution, the interval division of entropy is consistent.








Table 1 shows that there are some differences between the three methods (i.e., entropy, CV and Gini coefficient) in expressing spatial variability, and the trends of CV and Gini coefficient are basically the same. Through the analysis, we can find that the difference between the three methods basically occurs in the range of data values that vary greatly or with extreme data value distribution. For example, the data range of the N(3) group is larger than the other two groups in the normal distribution or three group data in the beta distribution. However, the N(3) group of PDF is broader than the other two groups, so it should be more heterogeneous, while the CV and Gini coefficient are not very stable. In addition, from the exponential distribution, the CV of the E(2) group is larger than the CV of the E(3) group, whereas the Gini coefficient is the opposite. Combined with Figure 3, it can be found that the PDF distribution of E(3) group is more concentrated, which indicates that it is more homogeneous. Gini coefficient is more likely to represent the ratio of deviations between data [44], so it is worse than the CV when expressing the variability.



To compare the three methods in describing the variability between the different distributions, we designed Scheme 2. The data of Scheme 2 are the nine groups of data that are in the same interval (i.e., [0, 1]) selected in Scheme 1. These nine sets of data also cover six distributions, and their PDF distributions are shown in Figure 4. The nine groups of data in Scheme 2 represent the different variability distributions: the variability represented by (a) is stronger than that represented by (b); (c) and (d) represent a large number of uniform data mixed with a small amount of non-uniform data, but their spatial variability is basically the same; (e) represents a bimodal distribution; (f) and (h) are similar to (d), and (g) is similar to (a); (i) is an extreme case with a maximum variability, where the uniform distribution of (i) refers to the probability that the spatial distribution of the data is uniform, which is completely opposite to the uniform distribution of surface variables in the study of remote sensing (the uniform distribution in remote sensing usually refers to a single value distribution, that is, the entire study area has only one value). Combined with Figure 4a, the variability of these data is roughly sorted as follows: (i) > (e) > (f) > (c) ≈ (d) > (h); (a) > (g) > (b). The entropy is calculated in the same way as the interval division of the data in group (i), and the calculation results of the three methods are shown in Table 2. We can find that the results of the entropy can better reflect the variability of the data in Scheme 2, while the results of CV and Gini coefficient are not very stable. For example, the variability of (c) and (d) is basically the same, whereas the results of the CV and the Gini coefficient vary considerably. The reason is that CV and Gini coefficient are affected by the values of the variable. To confirm this, we designed Scheme 3.


Figure 4. The PDF distribution of simulated data: (a) Scheme 2; (b) Scheme 3.
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Table 2. Calculation results of the three methods for the simulated data in Scheme 2.







	
Distribution Type

	
Specific Parameters

	
S

	
CV

	
Gini






	
Normal

	
(a) u = 0.5, sd = 0.12

	
5.2604

	
0.2311

	
0.1305




	
(b) u = 0.5, sd = 0.09

	
4.9459

	
0.1685

	
0.0950




	
Beta

	
(c) α = 6, β = 1

	
5.0479

	
0.1445

	
0.0771




	
(d) α = 1, β = 6

	
5.0478

	
0.8697

	
0.4638




	
(e) α = 0.5, β = 0.5

	
5.8003

	
0.7081

	
0.4057




	
Gamma

	
(f) k = 1, θ = 5

	
5.3579

	
0.9291

	
0.4848




	
Weibull

	
(g) k = 5, λ = 0.5

	
5.1505

	
0.2262

	
0.1278




	
Exponential

	
(h) λ = 8

	
4.9230

	
0.9941

	
0.5005




	
Uniform

	
(i) min = 0, max = 1

	
5.9984

	
0.5779

	
0.3336








Note: u represents the mean; sd represents the standard deviation; s represents the entropy value.








In Scheme 3, we add 1 to the original random number generated in Scheme 2 so that the interval range becomes [1, 2], as shown in Figure 4b. The variability of each simulated data in Scheme 3 is also calculated using three methods, and the results are shown in Table 3. The data in Scheme 3 have the same variability as in Scheme 2, and the standard deviation is also the same. However, from the calculation results, only the value of entropy is unchanged, and the CV and Gini coefficient results undergo great changes. Thus, the CV and Gini coefficient are influenced by the variable values, specifically the mean of the variables, which can be seen via the calculation equations of the two [25,44].



Table 3. Calculation results of the three methods for the simulated data in Scheme 3.







	
Distribution Type

	
Specific Parameters

	
S

	
CV

	
Gini






	
Normal

	
(a) u = 1.5, sd = 0.12

	
5.2604

	
0.0771

	
0.0435




	
(b) u = 1.5, sd = 0.09

	
4.9459

	
0.0561

	
0.0316




	
Beta

	
(c) α = 6, β = 1

	
5.0479

	
0.0667

	
0.0356




	
(d) α = 1, β = 6

	
5.0478

	
0.1085

	
0.0578




	
(e) α = 0.5, β = 0.5

	
5.8003

	
0.2361

	
0.1353




	
Gamma

	
(f) k = 1, θ = 5

	
5.3579

	
0.1516

	
0.0791




	
Weibull

	
(g) k = 5, λ = 0.5

	
5.1505

	
0.0713

	
0.0403




	
Exponential

	
(h) λ = 8

	
4.9230

	
0.1103

	
0.0556




	
Uniform

	
(i) min = 1, max = 2

	
5.9984

	
0.1924

	
0.1111








Note: u represents the mean; sd represents the standard deviation; s represents the entropy value; (c–h) are obtained by shifting one unit to the right on the basis of the Scheme 2.








From a comprehensive comparison of Table 1, Table 2 and Table 3, we can find that: (1) the variation range of entropy is larger than that of the CV and Gini coefficient, although the magnitude fluctuation of entropy is smaller than that of the other two; (2) the variation trend of the CV is consistent with that of the Gini coefficient; (3) for non-extreme cases, the entropy, CV and the Gini coefficient can be a good measure of the degree of discretization, such as (a) and (b) in Schemes 2 and 3; (4) however, for extreme cases, the CV and the Gini coefficient are less effective than the entropy value for measuring spatial fluctuations, for example, the fluctuation degree of (i) is the largest but the CV and Gini coefficient values are smaller than (d) and (e) in Scheme 2; moreover, the variability of (c) and (d) is basically the same, whereas the results of the CV and Gini coefficient vary considerably in both Schemes 2 and 3; and (5) the entropy values are relatively stable and do not change with the value of the variable given for the same distribution, whereas the CV and Gini coefficient values are easily affected by the variable mean value. Specifically, when the range of variable values in Scheme 3 changes, the entropy values remain unchanged, while the CV and the Gini coefficient change greatly. From the analysis of the simulated data, we can draw the preliminary conclusion that entropy can better describe the spatial fluctuation than the other two methods, and it is more suitable for the comparison of variability among different variables.




4.2. Analysis Based on Field Experimental Data


4.2.1. Analysis Based on Airborne Data


As mentioned in Section 2.2.2, we divided the selected tracks into three equal areas, with each containing 250 × 250 pixels. The LAI and LST of each track are retrieved respectively. The CV, Gini coefficient and entropy of each variable in each region were calculated, and the calculation results are shown in Table 4. In addition, the corresponding land cover maps for each region is obtained.



Table 4. Calculation results of the three methods for each variable in different areas.







	
Track NO.

	
Area NO.

	
S

	
CV

	
Gini

	
Track NO.

	
Area NO.

	
S

	
CV

	
Gini




	
LAI

	
LST

	
LAI

	
LST

	
LAI

	
LST

	
LAI

	
LST

	
LAI

	
LST

	
LAI

	
LST






	
track 5-1

	
1

	
5.3350

	
4.4594

	
0.4050

	
0.1303

	
0.2114

	
0.0545

	
track 10-1

	
10

	
5.3660

	
4.2306

	
0.4715

	
0.1329

	
0.2478

	
0.0574




	
2

	
5.3209

	
4.5029

	
0.4427

	
0.1389

	
0.2334

	
0.0604

	
11

	
5.3818

	
4.0387

	
0.4022

	
0.1023

	
0.2093

	
0.0401




	
3

	
5.3494

	
4.6007

	
0.5692

	
0.1494

	
0.3128

	
0.0708

	
12

	
5.5580

	
4.3174

	
0.4653

	
0.1106

	
0.2528

	
0.0473




	
track 5-2

	
4

	
5.3034

	
4.5020

	
0.4014

	
0.1288

	
0.2080

	
0.0543

	
track 11-1

	
13

	
5.5324

	
4.3848

	
0.5158

	
0.1292

	
0.2814

	
0.0571




	
5

	
5.3407

	
4.5748

	
0.4309

	
0.1347

	
0.2268

	
0.0591

	
14

	
5.5262

	
3.9989

	
0.3937

	
0.0968

	
0.2065

	
0.0383




	
6

	
5.3939

	
4.5033

	
0.5083

	
0.1410

	
0.2750

	
0.0632

	
15

	
5.5739

	
4.1628

	
0.4020

	
0.0997

	
0.2120

	
0.0402




	
track 7-2

	
7

	
5.3480

	
4.1616

	
0.3737

	
0.1140

	
0.1925

	
0.0434

	
track 12-1

	
16

	
4.8339

	
4.4876

	
0.7941

	
0.1176

	
0.4462

	
0.0523




	
8

	
5.3573

	
4.3790

	
0.4258

	
0.1196

	
0.2240

	
0.0508

	
17

	
4.7221

	
4.1904

	
0.7181

	
0.0868

	
0.3955

	
0.0362




	
9

	
5.4848

	
4.5773

	
0.5030

	
0.1357

	
0.2751

	
0.0667

	
18

	
4.8323

	
4.3546

	
0.6973

	
0.1084

	
0.3830

	
0.0480










Taking track 5-1 as an example, the experimental area corresponds to Area NO. 1–Area NO. 3. The spatial distribution of the variables and the surface types of the three study areas are shown in Figure 5. The area (pixel number) proportion of vegetated, shadow and non-vegetated areas were 0.858:0.016:0.126 (53,634:1018:7848); 0.825:0.01:0.165 (51,554:633:10,313) and 0.784:0.01:0.206 (49,001:559:12,900), respectively, which resulted in a larger variation of the variable range. Figure 6 is the probability density distribution of the surface variables (i.e., LAI and LST) and the surface types. The proportion of vegetated area (especially corn area) is large; therefore, the distribution of variables is concentrated. Combined with Table 4, the following conclusions can be drawn.

	(1)

	
Figure 6b shows that the LAI values of the three study areas are mainly distributed near 0 and high value (between 4.0 and 7.0), thus showing a bimodal distribution. For the LAI, the CV and Gini coefficient calculation results show that Area NO. 2 has more variation than Area NO. 1, although the entropy results show that Area NO. 1 is more variable. A comparison of the frequency distribution histograms (bandwidth = 1) of LAI in the two study areas (Figure 6c) shows that the LAI peak width of Area NO. 2 is narrower, meaning that the probability distribution of LAI in Area NO. 2 is more concentrated; therefore, the entropy of Area NO. 2 is smaller than that of Area NO. 1. Moreover, the proportion of non-vegetated area (LAI = 0) in Area NO. 2 is larger, which results in a widened standard deviation and a lower mean. Therefore, the calculated CV and Gini coefficient results are relatively large. However, the spatial variability of LAI in Area NO. 1 is greater overall than that in Area NO. 2.




	(2)

	
The LST range of Area NO. 1~Area NO. 3 is nearly 30 °C, and the distribution of the values is mainly between 30~35 °C (Figure 6d). For the LST, the entropy, CV and Gini coefficient calculation results are consistent and all are incremental; thus, the LST variability of the three study areas is as follows: Area NO. 3 > Area NO. 2 > Area NO. 1.




	(3)

	
For the variability of variables, LAI > LST. Although the value range of LST is larger than that of LAI, the variability of LAI is larger than that of LST, which can be directly obtained via calculations using the three methods.




	(4)

	
The variability of LST seems to have a certain relationship with the variability of LAI, in this paper, the LST-LAI variability is negative. Because of the complex relationship between vegetation information and LST (e.g., NDVI-LST) [48], the correlation between the two variabilities needs to be further studied.








Figure 5. Data for each region on track 5-1: (a) 1-m classification data derived from CASI and (b) LAI and (c) LST retrieved by WiDAS.
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Figure 6. Probability density distribution and histogram of the surface variables and the surface types in three study areas: (a) histogram of 1-m classification data; (b) probability density distribution of LAI; (c) frequency distribution histograms of LAI (bandwidth = 1); and (d) probability density distribution of LST. Note: in the classification histogram, the values 1–14 represent maize, leeks, aspen, cauliflower, potato, lettuce, orchard, melon, beam, pear, peper, unclass, shadow and non-veg, respectively.
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Figure 7 shows the variation of the three methods as the range of the LST increases (i.e., the number of pixels increases gradually). The trend of the three methods is similar. In the range of 5–300 m, the curve changes steeply, and the slope is large, which is due to additional points caused by the new mixed other types of land or the growth of large differences in vegetation, so the variability in the study area increases rapidly. In the range of 300–800 m, the variability of the variable tends to be stable, which may be related to the optimal scale [19]. From the perspective of probability density distribution, the scale range increases, which leads to more occurrences of the variable in a certain range (state), that is, the probability is greater, indicating that the value of the variable is more concentrated and more dominant than other states, so its spatial variability remains stable or even reduces.


Figure 7. Variation of the three methods when the LST scale is expanded. Note: The abscissa indicates the length of the study area that gradually increases from the upper left corner of Figure 5c with a gradient of pixels 5i × 5i (i = 0, 1, 2 … 50).
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For the LAI in our study area, as the scale range increases, the following occurs: (1) when the dominant land cover of the pixel is covered by buildings or bare soil and only a very small number of pixels or individual pixels are vegetation cover, the value of LAI is largely zero and only a small number of non-zero values are observed; or (2) only a small amount of the pixel is covered with buildings or bare soil and these land types are mixed with a large number of vegetation area; thus, the value of LAI is largely non-zero. These two cases often occur with mixed pixels, such as at the junction of farms and villages. In such situations, the pixels are obviously relatively pure, the spatial variability is relatively weak, but the CV values in case (1) are much larger than those in case (2) and the Gini coefficient values are close to 1 and 0 in both cases. However, the entropy values are consistent in both cases, which is similar to cases (c) and (d) in Schemes 2 and 3 of the simulated data described in Section 4.1. These findings show that the CV and the Gini coefficient are insufficient for measuring spatial variability. Because the Gini coefficient is not ideal, the calculation is large and the trend is similar to that of the CV; thus, the following analyses will no longer consider the Gini coefficient.




4.2.2. Analysis Based on Ground Observation Data


The variables that can be analyzed using airborne data are limited, and ground observation data (i.e., AWSs and ECs) can provide multivariate continuous observation data, which are beneficial for analyzing the overall variability of each variable and its temporal variation. Nine surface variables are analyzed in this section, and the number of observations for each variable is shown in Table 5.



Table 5. The number of observations in the calculation of each variable.







	
Variable

	
Number of Observation

	
Variable

	
Number of Observation

	
Variable

	
Number of Observation






	
H

	
17

	
RH_5m

	
17

	
albedo

	
16




	
LE

	
17

	
Ta_5m

	
17

	
Rn

	
16




	
Ustar

	
17

	
Ms_2cm

	
17

	
Ts_0cm

	
17








Note: H represents sensible heat flux; LE represents latent heat flux; Ustar represents the friction wind speed which is observed by an ultrasonic anemometer; RH_5m represents air humidity at 5 m; Ta_5m represents air temperature at 5 m; Ms_2cm represents soil moisture at a depth of 2 cm; albedo represents the surface albedo, which is obtained by the ratio of the upward shortwave radiation to the downward shortwave radiation; Rn represents net radiation; Ts_0cm represents soil temperature at a depth of 0 cm (i.e., the temperature measured by the detector exposed to the Earth’s surface).








Among them, H, LE, and Ustar were observed by the EC systems and RH_5m, Ta_5m, Ms_2cm, Rn and Ts_0cm were observed by the AWS stations. Because one of the stations (i.e., EC16) lacked radiation observation data, the albedo and Rn have only 16 observation data. To make the variability of each variable comparable, the entropy of each variable needs to be normalized according to Equation (4). The normalized entropy and CV are calculated from the half-hourly of ground observation data processed in Section 2.2.1. Taking the surface variables (i.e., H, LE and Ts_0cm) from June 2012 as an example, the variation in entropy and CV with time is shown in Figure 8. The evaporation from crops is greater during the growing season, and the value of the sensible heat flux (H) is much smaller than that of the latent heat flux (LE). Studies have shown that at an oasis in the summer, a temperature inversion occurs [1,2,3], and H is sometimes less than 0 and its mean is close to 0 or even negative. In addition, the CV values are large and the variation is intense; therefore, the CV values of H are unstable. This situation is similar to that described in Section 4.1, meaning that a large number of zero values are mixed with non-zero values. In contrast, entropy values do not change dramatically because entropy does not consider the specific size of the variable value and is only related to the frequency of the variable value within a certain interval. In addition, the CV values of H show that the turbulence flux spatial fluctuation is relatively small at approximately 11:00 a.m. because with solar radiation enhancement, the surface begins to heat up, evapotranspiration increases, and the H spatial variation changes are stable. However, in the afternoon, the oasis effect appears, and H is negative for the observation site and gradually increases, resulting in CV values that begin to fluctuate violently. Figure 8 shows that the CV values and entropy values of the LE variations are also more intense. Furthermore, the trend of H and LE seems to show a certain diurnal variation and this requires further detailed study.


Figure 8. Temporal variation of the entropy and CV of surface variables (i.e., H, LE and Ts_0cm).
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Table 6 shows the statistics of entropy calculated for the nine variables over 20 days. It can be seen that the entropy of Ms_2cm is the largest. The reason may be due to that the LE has a strong variability and is relatively discrete (STD = 0.048), coupled with other factors such as wind speed, resulting in significant differences in evapotranspiration [2]. Thus, the distribution of surface soil moisture is quite different. Followed by Ustar and Ts_0cm, they also have strong variability. The reason for the entropy of Ustar being higher may be related to the influence of surface geometry and atmospheric conditions on wind speed; the HiWATER-MUSOEXE test area is surrounded by HRB and the Gobi Desert (Figure 1b), so the spatial variation of the wind speed is large. For the soil temperature at 0 cm (Ts_0cm), there is a high degree of spatial variability because of the influence of surface humidity and the shadow of each observation site. In general, the evaluation of entropy as a representation of variability is more credible than that of the CV.



Table 6. Statistics of the entropy for each variable.







	
Variable

	
MIN

	
MAX

	
MEAN

	
STD






	
H

	
0.649

	
1.000

	
0.913

	
0.061




	
LE

	
0.747

	
1.000

	
0.929

	
0.048




	
Ustar

	
0.798

	
1.000

	
0.946

	
0.036




	
RH_5m

	
0.748

	
1.000

	
0.923

	
0.041




	
Ta_5m

	
0.693

	
1.000

	
0.875

	
0.050




	
Ms_2cm

	
0.863

	
1.000

	
0.982

	
0.024




	
albedo

	
0.670

	
1.000

	
0.919

	
0.049




	
Rn

	
0.423

	
1.000

	
0.918

	
0.056




	
Ts_0cm

	
0.769

	
1.000

	
0.932

	
0.048













5. Discussion


The entropy describes the spatial variability much better than CV and Gini coefficient. Generally, the CV and Gini coefficient have similar characteristics when expressing spatial variability, but the Gini coefficient is more focused on the deviation ratio between data. Therefore, in some cases, the Gini coefficient is worse than the CV in expressing spatial variability, and the Gini coefficient has a large computational effort. In summary, the advantages of entropy are described as follows:

	
Entropy is more consistent with PDF when describing spatial variability, and in some extreme distributions, entropy can express spatial variability more accurately, while CV and Gini coefficients cannot.



	
In this paper, the unit of entropy is nats, which can be used directly to compare the spatial variability of variables. While the CV and Gini coefficients cannot, they are affected by the specific value (i.e., the average) of the variable.








Nevertheless, it is worth mentioning that PDF is the starting point for our research of surface spatial variability. If we do not use this as a prerequisite to analyze the heterogeneity of surface variables separately, the spatial patterns (also known as spatial structure) or spatial autocorrelation of the surface must be considered [26,34]. Entropy calculates the variability of variables in their own range. In Table 1, if we compare the three methods in describing the variability between the different distributions, the result is still reliable. However, we must consider the actual range of variables. For example, if variable A satisfies a uniform distribution, its value can range from 0 to 10, and in some cases (e.g., an observation scene of a remote sensing image or the target area that we are interested in) its value falls in the range of 0–1. If there is no value in the 1–10 range, similar to U (1) in Table 1, then its variability is not necessarily stronger than variable B which belongs to other distributions (e.g., the beta distribution in Table 1) in the actual sense. In this article, the design and arrangement of the scheme is to gradually illustrate the characteristics of the three methods in expressing spatial variability. In addition, entropy takes into account the distribution of variable values, and its calculation has a certain dependence on the number of samples. Considering the high cost of the experiments, the datasets of the seventeen EC systems and AWS stations in the 5.5 × 5.5 km2 kernel experimental area are very valuable [39]. Moreover, the conclusions drawn from the analysis based on the spatial data may be quite preliminary but are important and valuable for future exploration in this area. More data from wireless sensor network [49] will be added and used for more sophisticated analysis. More reliable and interesting findings will be discovered with increased number of sites and observations. Detailed information on the spatial variability of variables derived from the ground observation network and the time variation of the variability of surface variables will be introduced in another paper.




6. Conclusions


The estimation of ET or LE using remote sensing data does not usually consider the influence of advection or interaction between subpixels; hence, the distribution of surface variable values (i.e., spatial variability) is usually the focus for building a model that considers the heterogeneity produced by surface variables for a target area or landscape. PDF is the most promising way to describe subpixel variability for given data. In attempting to produce efficient PDF-based parameterization of remotely sensed ET or LE, it is important to determine which variables are similar or consistent with the variability of turbulent flux in time. However, the use of PDF alone does not facilitate direct comparisons of the spatial variability of surface variables. To address this, we chose three dimensionless or dimensional consistent indicators, i.e., CV, Gini coefficient and entropy values, to express the variability in surface variables. Based on the analysis of simulated data and the field experiment data, we found the following: (1) Entropy has a high consistency with the PDF of surface variables, which is more stable and efficient in expressing the variability of surface variables. The entropy of the airborne data shows that the variability of LAI is greater than that of LST; (2) Regardless of whether it is from the analysis of simulated data or field experimental data, the CV and the Gini coefficient are insufficient for measuring spatial variability. They are susceptible to the mixing of special values, such as the inversion of temperature at the oasis in the summer; (3) The results of normalized entropy of different variables observed by EC systems and AWS stations show that the variability of soil moisture at depth of 2 cm (MS_2cm) is the strongest, and the variability of friction wind speed (Ustar) is relatively strong, which is related to the special geographical environment of the study area. Furthermore, the trend of sensible heat flux (H) and latent heat flux (LE) seems to show a certain diurnal variation.



The findings of this study provide a reference for expressing the spatial variability of surface variables and illustrate a suitable method for comparing the variability of different variables. How to combine it with the analysis in which surface variables vary similarly or consistently with the variability of the turbulent flux in time and to establish a more efficient PDF-based remote sensing ET or LE model will be the next research goal.
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