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Abstract: Passive microwave satellite brightness temperatures (TB) that were observed by the F13
Special Sensor Microwave/Imager (SSM/I) and the subsequent F17 Special Sensor Microwave
Imager/Sounder (SSMIS) were inter-calibrated using empirical relationship models during their
overlap period. Snow depth (SD) on the Arctic first-year sea ice was further retrieved. The SDs
derived from F17 TB and F13C TB which were calibrated F17 TB using F13 TB as the baseline were
then compared and evaluated against in situ SD measurements based on the Operational IceBridge
(OIB) airborne observations from 2009 to 2013. Results show that Cavalieri inter-calibration models
(CA models) perform smaller root mean square error (RMSE) than Dai inter-calibration models
(DA models), and the standard deviation of OIB SDs in the 25 km pixels is around 6 cm on first-year
sea ice. Moreover, the SDs derived from the calibrated F17 TB using F13 TB as the baseline were in
better agreement than the F17 SDs as compared with OIB SDs, with the biases of −2 cm (RMSE of
5 cm) and −9 cm (RMSE of 10 cm), respectively. We conclude that TB observations from F17 SSMIS
calibrated to F13 SSM/I as the baseline should be recommended when performing the sensors’ biases
correction for SD purpose based on the existing algorithm. These findings could serve as a reference
for generating more consistent and reliable TB, which could help to improve the retrieval and analysis
of long-term snow depth on the Arctic first-year sea ice.
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1. Introduction

The Arctic has undergone rapid change over recent decades [1,2]. Sea ice in the Arctic is decreasing
at an accelerated rate [3,4], shifting from multiyear ice to younger ice [5,6]. Snow is the primary
atmospheric source input to Arctic sea ice, and it is highly sensitive to climate change [7]. The snow
cover on sea ice possesses several typical characteristics, such as a high albedo and low thermal
conductivity, which influences the heat transfer between the ocean and the atmosphere [8–10].
Furthermore, snow depth (SD) on sea ice is vital to understanding the overall heat exchange occurring
in the Polar Regions, and also important variables in the fresh water budget of the oceans. Additionally,
accurate estimation of the snow depth is essential for calculating sea-ice thickness and volume [11,12].
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Research has shown that a SD uncertainty of 5 cm could lead to estimation errors of 35 cm in the ice
thickness [13].

The Special Sensor Microwave/Imager (SSM/I) and the Special Sensor Microwave Imager/Sounder
(SSMIS) on Defense Meteorological Satellite Program (DMSP) satellites provide brightness temperature
(TB) data for the retrieval of SD on sea ice at a large spatial and temporal scale [8,10]. These data make
it possible to study the spatiotemporal variability of SD on Arctic sea ice. However, the agreement and
consistency of the TB measurements are affected by the differences in satellite sensors and platforms,
which lead to discrepancies in the derived long-term SD on sea ice.

Inter-calibration and validation are fundamental assurances for the application of remote sensing
data [14,15]. Cross-platform calibrations have been performed between the SSM/I carried on the
DMSP-F8, DMSP-F11 (SSM/I) and DMSP-F13 (SSM/I). Abdalati et al. [16] examined the correlation
between F8 and F11 SSM/I TB, and a further study by Stroeve et al. [17] indicated that the differences
among F8, F11, and F13 data are sufficiently large to affect analyses of sea-ice extent and area time-series
data. Meier et al. [18] and Cavalier et al. [19] used the full-year F13 SSM/I and F17 SSMIS overlap
TB data, to obtain consistent sea ice extent and area information based on intercalibration processing.
Dai et al. [20] inter-calibrated TB data obtained from different passive microwave satellite sensors,
and assessed the consistency of terrestrial snow depth retrievals in China. However, there has been
no adequate comparison and evaluation between the retrieved SDs from F13 SSM/I and F17 SSMIS,
and the intercalibration effects in terms of SD retrievals on the Arctic sea ice during their overlap period.

In this paper, the differences between the estimated SDs based on the original F17 SSMIS TB and
the calibrated F17 SSMIS TB using the F13 SSM/I TB as the baseline are assessed through comparing
with the Operation IceBridge (OIB) SD measurements. We also analyzed the performance of different
inter-calibration models according to the method of Cavalieri and Dai, and made the assessment of
OIB SD data which were resampled to a pixel size of 25 km on first-year sea ice.

2. Study area and Data

2.1. Region of Interest

The variation of Arctic snow cover is sensitive to climate change, especially in the marginal sea
ice areas [21]. The region of concern of this study is the Arctic Ocean within the latitudinal range from
66◦33′ N to 90◦ N (Figure 1).

2.2. SSM/I and SSMIS Data

Passive microwave (PM) remote sensing possesses the advantage of penetration through most
clouds and operates well in day and night. This allows large-scale detection the Earth’s surface,
even in Polar Regions. A continuous time series of SSM/I TB and SSMIS TB are provided by
a series of satellites (Table 1) developed and operated by the Defense Meteorological Satellite Program
(DMSP). Considering the temporal coverage of satellites and the similarity of the orbital parameters,
and ascending node crossing time (ANCT) [18,19], the TB data of similar orbital parameters of F13 and
F17 are chosen for this study, and the daily averaged TB data with a land mask were obtained from the
National Snow and Ice Data Center (NSIDC) [22].

These data contain multiple channel microwave TB of 19, 37, and 85 GHz for both horizontal (H)
and vertical (V) polarizations, and 22 GHz at vertical polarization (22V). The measurement footprint
size or effective field of view (FOV) of those channels are described in Table 2, and the spatial
resolution were resampled by NSIDC to a pixel size of 25 km. The F13 SSM/I provided brightness
temperature measurements from May 1995 to April 2009, while the F17 SSMIS has been operational
since December 2006.
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Figure 1. Study area overlapped with F13 SSM/I brightness temperatures and F17 SSMIS brightness 
temperatures (for the channel of 19H, 19V, 22V, 37V) on 20 March 2007. 

Table 1. Satellite parameters of DMSP with SSM/I and SSMIS. 

Satellite Parameters 
SSM/I SSMIS 

DMSP-F13 DMSP-F14 DMSP-F15 DMSP-F16 DMSP-F17
Inclination 98.8° 98.9° 98.8° 98.9° 98.8° 

ANCT 17:42 16:45 21:10 21:32 17:31 
Period (minutes) 102.0 101.8 101.8 101.0 102.0 

Table 2. Effective field of view (FOV) for SSM/I and SSMIS channels and their resampled grid size. 

F13-SSM/I F17-SSMIS NSIDC Polar Stereographic Projection Grid
Channel FOV (km) Channel FOV (km) Rows Columns Pixel Size (km) 
19.350H 69.7 × 43.7 19.350H 70.1 × 42.4 448 304 25 
19.350V 68.9 × 44.3 19.350V 70.1 × 42.4 448 304 25 
22.235V 59.7 × 39.6 22.235V 70.1 × 42.4 448 304 25 
37.000V 35.4 × 29.2 37.000V 44.2 × 27.5 448 304 25 

2.3. OIB Snow Depth Data 

The Operation IceBridge (OIB) mission was initiated to bridge between ICESat-1 and ICESat-2 
schedule to be launched in late 2018. At the same time, it monitors SD on Arctic sea ice with the 
University of Kansas’ ultra wideband frequency-modulated continuous wave (FMCW) snow radar. 
The SD retrieval methods from the snow radar measurements have been described by Kurtz and 
Farrell [23], and Kurtz et al. [24]. Moreover, the uncertainty of OIB SD retrievals is 5.7 cm, which is 
based on the comparison with in situ measurements in April 2009 [24]. 

In this study, the daily OIB SD product [25] distributed by NSIDC was used to compare with the 
SD derived from PM brightness temperatures from 2009 to 2013. 

Figure 1. Study area overlapped with F13 SSM/I brightness temperatures and F17 SSMIS brightness
temperatures (for the channel of 19H, 19V, 22V, 37V) on 20 March 2007.

Table 1. Satellite parameters of DMSP with SSM/I and SSMIS.

Satellite Parameters
SSM/I SSMIS

DMSP-F13 DMSP-F14 DMSP-F15 DMSP-F16 DMSP-F17

Inclination 98.8◦ 98.9◦ 98.8◦ 98.9◦ 98.8◦

ANCT 17:42 16:45 21:10 21:32 17:31
Period (minutes) 102.0 101.8 101.8 101.0 102.0

Table 2. Effective field of view (FOV) for SSM/I and SSMIS channels and their resampled grid size.

F13-SSM/I F17-SSMIS NSIDC Polar Stereographic Projection Grid

Channel FOV (km) Channel FOV (km) Rows Columns Pixel Size (km)

19.350H 69.7 × 43.7 19.350H 70.1 × 42.4 448 304 25
19.350V 68.9 × 44.3 19.350V 70.1 × 42.4 448 304 25
22.235V 59.7 × 39.6 22.235V 70.1 × 42.4 448 304 25
37.000V 35.4 × 29.2 37.000V 44.2 × 27.5 448 304 25

2.3. OIB Snow Depth Data

The Operation IceBridge (OIB) mission was initiated to bridge between ICESat-1 and ICESat-2
schedule to be launched in late 2018. At the same time, it monitors SD on Arctic sea ice with the
University of Kansas’ ultra wideband frequency-modulated continuous wave (FMCW) snow radar.
The SD retrieval methods from the snow radar measurements have been described by Kurtz and
Farrell [23], and Kurtz et al. [24]. Moreover, the uncertainty of OIB SD retrievals is 5.7 cm, which is
based on the comparison with in situ measurements in April 2009 [24].

In this study, the daily OIB SD product [25] distributed by NSIDC was used to compare with the
SD derived from PM brightness temperatures from 2009 to 2013.
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3. Methods

3.1. Flow of Data Processing

As shown in Figure 2, we make the inter-sensor bias correction of the F17 TB data using F13 TB
as the baseline sensor, then we get the calibrated TB data denoted as the F13C TB, and these data
are used to calculate SD as well as F17 TB data from 2009 to 2013. The F13C SDs and F17 SDs were
then compared with OIB SDs. Inter-calibration methods and models using F13 TB as the baseline are
described in Section 3.2. The Section 3.3 describes the SD algorithm using PM TB data, and Section 3.4
presents the method of comparing PM TB derived SD with OIB SD within the daily 25 km NSIDC
polar-stereographic grid.
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3.2. F13 and F17 Data Inter-Calibration

Inherent systematic biases between the data acquired by different sensors at the same location [17,20]
mean that the inter-calibration is usually required to construct a consistent time-series data set.
The overlap period between the F13 SSM/I and the F17 SSMIS from December 2006 to April 2009.
When considering the recommendations of NSIDC about the quality and reliability of these data,
the brightness temperatures from both of the sensors throughout 2007 were selected to build the
calibration models in two methods. The first method follows Cavalieri et al. [18,19]. The linear
regression coefficients (slope and intercept) between the F13 TB and F17 TB for each day on each
channel (19H, 19V, 22V and 37V) were calculated according to Equation (1).

Y = Slope× X + Intercept (1)

where Y is the daily TB of F13 and X is the daily TB of F17, and then the daily coefficients were
averaged to produce the calibration models (henceforth called CA models).

Another method is according to Dai et al. [20]. Linear regression coefficients between F13
TB and F17 TB for each channel were also calculated, according to the Equation (1). However,
unlike CA models, Y and X represent F13 TB and F17 TB for the entire year point-pairs on each
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channel, and the calibration models (henceforth called DA models) were then built according to the
calculated coefficients. It is important to note that we filtered all daily TB with a land mask provided
by NSIDC before inter-calibration.

3.3. Snow Depth Algorithm

A close relationship exists between the thickness of the snow cover on first-year sea ice and the
TB obtained by a passive microwave satellite radiometer. Based on this relationship, Markus and
Cavalieri [8] developed a snow depth retrieval algorithm for first-year sea ice based on DMSP SSM/I
data, which they tested in both Arctic and Antarctic seas [26]. We applied this method and calculated
snow depth using the vertical gradient ratio of the brightness temperature from 19V and 37V channels
according to:

hs = α + β·GRV (ice) (2)

where, hs (cm) is the snow depth, α = −2.34 and β = −771 are the coefficients obtained from the
linear regression method [8], and GRV (ice) is the vertical gradient ratio, which is calculated based
on the brightness temperature (TB) from 19V and 37V channels. Calculation of the GRV (ice) follows
the equation:

GRV (ice) =
TB (37V)− TB (19V)− k−(1− C)
TB (37V) + TB(19V)− k+(1− C)

(3)

where, k−= TBow (37V)− TBow (19V), k+ = TBow (37V) + TBow (19V), and the open water brightness
temperature TBow are the tie point values from open water and are used as constants, TBow (19V) = 185.2 K
and TBow (37V) = 205.2 K for F13, whereas, TBow (19V) = 184.9 K and TBow (37V) = 207.1 K for
F17 [19]. C is the sea ice concentration (SIC). In this paper, we calculated SIC of F17 and F13 based on
NASA Team (NT) algorithm using the TB of the 19H, 19V, 22V and 37V channels [27], respectively.
Furthermore, TB (22V) was used to make the weather filters in the NT algorithm. It should be noted
that brightness temperatures observed by F13 and F17 are used to calculate SIC, respectively, and the
bias and RMSE of SIC between F13 and F17 are 0.5% and 0.6%.

Based on the SIC and the TB measured by passive microwave satellite, daily SD was retrieved.
A five-day running average was made to eliminate short-term effects from weather events or the
melt events [8,28] and this running average method was used by NASA to retrieve the northern
hemisphere snow depth from early SMMR and SSM/I [29]. It is worth mentioning that the retrieved
SD is inaccurate over multi-year sea ice (MYI) as the microwave signature of snow is very similar to
the multiyear ice signature, therefore, we use 100% first-year SIC based on NT algorithm to get SD on
first-year sea ice (FYI). Meanwhile, this SD retrieval algorithm breaks down in May-June when the
snow is wet or has a certain liquid water fraction.

3.4. Snow Depth Comparison

To compare the snow depth derived from calibrated F13 SSM/I and F17 SSMIS TB data with
the OIB snow depth, we used the average bias (B), the root mean square error (RMSE) as the
statistical indicator.

Because of the inherent limitation of snow depth algorithm being restricted to the areas of seasonal
sea ice [8,28], we obtained daily OIB snow depth data according to 100% first-year SIC for NT algorithm,
and compared with the original F17 SD, and the F13C SD which was derived from F13C TB on first-year
sea ice.

There were two objectives to these comparisons: (1) to assess the quality and the accuracy of the
retrieved snow depth based on TB data from F13 and F17, and (2) to provide the optimum calibration
option for calculating long time series of snow depth on first-year sea ice.
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4. Results

4.1. Inter-Calibration Models

The overlap period of 2007 was selected for both F13 SSM/I and F17 SSMIS data to establish
calibration models using F13 as the baseline with the linear regression relationship in two ways. Table 3
shows the CA models and the DA models for the four channels. All the models were statistically
significant at the 0.05 alpha level using F-test.

As shown in Table 3, the slope values are within 0.04 of 1 and the intercepts of 19H are close to
−2 K for both models. Moreover, intercept values of 19V and 22V are less than intercept of the other
channels. Comparison of the RMSE for the CA and the DA models show that there are relatively higher
values for DA models than that for the CA models for the 19H, 19V and 22V channel, whereas those
values of CA models are higher than the DA models for the 37V channel. When considering the overall
effect, we used CA models to correct the inter-sensor bias using F13 as the baseline, and obtained the
calibrated data denoted as F13C.

Table 3. The regression coefficients of the calibration models (Y = Slope × X + Intercept) of inter-sensor
bias correction using F13 as the baseline.

Channel Slope Intercept (K) RMSE (K) R2

CA models according to Cavalieri et al. [19]

19H 1.020 −1.562 2.44 0.998
19V 1.039 −6.946 2.19 0.996
22V 1.033 −6.665 1.13 0.995
37V 1.019 −5.646 1.44 0.992

DA models according to Dai et al. [20]

19H 1.023 −2.046 2.53 0.998
19V 1.043 −7.585 2.19 0.996
22V 1.037 −7.534 1.18 0.995
37V 1.006 −2.636 1.38 0.994

4.2. OIB Snow Depth Resampling in 25 km Pixel

The spatial coverage for the OIB snow depth includes Beaufort Sea, North of the Canadian
archipelago and Greenland in Arctic with the track resolution of 40 m, and the snow depth of OIB
measures were distributed not only on first-year ice, but on multiyear ice.

In this study, we selected OIB SD measurements which are distributed in the 25 km pixels of the
100% first-year sea ice regions according to the NT algorithm. Although OIB SD measurements have
a higher spatial resolution, it is important to evaluate OIB SD transect across the resampling pixel.
If there are no less than two OIB transects within a pixel along different routes in one day, we then
analyzed the differences of OIB SDs within the pixel.

On 15 March 2012, there are two pixels over first-year sea ice (P1 and P2, Figure 3a). The mean SD
varies about 1 cm in both pixels between the top transect and the bottom transect. On 17 March 2012,
only one pixel with two OIB SD transects on first-year sea ice (P3, Figure 3b), the differences of the
mean SDs is 2 cm. Therefore, there is 1–3 cm SD deviation for two transects in different locations in
P1-P3 pixels (Table 4).

Table 4. OIB SD statistics within three 25 km pixels (P1, P2 and P3 in Figure 2). SDmean and STD are
the mean value and the standard deviation and of OIB SDs.

Statistical
Indicator

20120315-P1 20120315-P2 20120317-P3

Top Track Bottom Track Top Track Bottom Track Top Track Bottom Track

SDmean (cm) 16.6 17.4 12.0 11.3 15.0 12.5
STD (cm) 6.6 7.2 4.7 5.0 6.7 7.2
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Figure 3. Transects of OIB SD measurements on 100% first-year sea ice. The background represents the
F17 SD at 25 km resolution. (a) represents the transects on 15 March 2012, north of the Alaska, and the
two transects across the F17 SD 25 km pixels (referenced P1 and P2); (b) represents the transects on
17 March 2012, north of the Alaska, and the two transects across the F17 SD 25 km pixel (referenced P3).

4.3. Comparison with OIB Snow Depth

The F17 SSMIS (2009–2013) TB were calibrated using F13 TB as the baseline, and the calibrated
F17 TB data were denoted as F13C TB data, which were used to calculate F13C SD. Furthermore,
the original F17 SD and F13C SD were compared with the OIB SD during 2009–2013.

Figure 4 shows the difference between the F17 SD, the F13C SD and the OIB SD on first-year sea
ice. The Bias and RMSE can be calculated using the following formulas: BIAS = ∑n

i=1(hi −Oi)/n,

and RMSE =
√

∑n
i=1(hi −Oi)

2/n, where hi refers to the value of F17 (F13C) SD for each pixel, and Oi
refers to the value of OIB SD for the same pixel, n is the number of pixels. The values of Bias and RMSE
between the F17 and the OIB SDs are −9 cm and 10 cm, respectively. These values are larger than
those that were obtained by comparison of the F13C SD with the OIB SD, indicating that F17 SSMIS
calibrated to F13 SSM/I is more suitable for obtaining a long-time series SD.

Table 5 shows the yearly bias and RMSE values of the F13C SD to the OIB SD from 2009 to 2013.
The absolute Bias and RMSE of the F13C-OIB SD are much smaller than the F17-OIB SD.
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Figure 4. Comparison between satellites derived SD and OIB measured SD: (a) F17 snow depth vs. OIB
snow depth; (b) F13C snow depth vs. OIB snow depth. F13C snow depths are derived from F13C
TB which are the result of F17 TB calibrated to F13 using CA models according to Cavalieri et al. [19].
The solid line is the one-to-one fitting line, and the dashed line is the regression line of F17 or F13C to
OIB snow depth and r refers to the correlation coefficient; N refers to the pixel’s number, and n presents
the total OIB snow depth records in those pixels.

Table 5. Bias (B) and root mean square error (RMSE) of F17 SD minus OIB SD (F17 SD-OIB SD) and
F13C SD minus OIB SD (F13C SD-OIB SD) during OIB spring campaigns in 2009, 2010, 2011, 2012 and
2013. F13C SDs are derived from F13C TB which are the result of F17 TB calibrated to F13 using CA
models according to Cavalieri et al. [19]. N is the number of pixels.

Year N
F17 SD-OIB SD F13C SD-OIB SD

B (cm) RMSE (cm) B (cm) RMSE (cm)

2009 66 −13.5 13.7 −7.7 7.4
2010 101 −10.4 11.0 −4.1 5.4
2011 30 −6.7 9.4 −0.4 6.7
2012 215 −7.8 8.8 −1.6 4.2
2013 137 −6.5 7.8 −0.3 4.3
Total 549 −8.6 9.7 −2.3 5.1

5. Discussion

F13 SSM/I sensor’s feature is similar to F17 SSMIS, with the mean biases of measured brightness
temperatures for the channel of 19V, 19H, 22V and 37V vary from 0.8K to 1.7K in 2007. These minor
discrepancy of TB lead to 0.5% bias for the calculated sea ice concentration, and have a profound
impact on GRV (ice) in SD retrieval algorithm, finally resulting in −6.7 cm bias for the calculated SD
(Table 6), in addition, Figure 5 shows the significant differences of derived SD from F13 TB and the
uncorrected F17 TB, despite the SD retrieval algorithm breaks down in summer due to the snow is wet
or exists a certain liquid water fraction. Therefore, the inter-calibration processing between F13 TB and
F17 TB is necessary for deriving long-term snow depth.

Table 6. Bias (B), mean relative error (MRE) and root mean square error (RMSE) of SIC, GRV, and SD
between F13, F17 and F13C in 2007. The SIC, GRV and SD of F13C are derived from F13C TB which are
the result of F17 TB calibrated to F13 TB using CA models according to Cavalieri et al. [19].

Comparison Sea Ice Concentration GRV (ice) Snow Depth

B (%) MRE (%) RMSE (%) B MRE (%) RMSE B (cm) MRE (%) RMSE (cm)

F17-F13 0.5 0.7 0.6 −0.7 −89.2 2.4 −6.6 38.5 6.7
F13C-F13 0.1 0.1 0.3 0.7 1.0 2.3 −0.4 −4.6 0.7
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The F13C TB were the result that F17 TB calibrated to F13 TB using CA models according to
Cavalieri et al. [19]. When comparing with F17 to F13, there are lower biases for sea ice concentration,
GRV (ice) and SD between F13C and F13. The bias of −6.6 cm exists between F17 SD and F13 SD,
and −0.4 cm between the F13C SD and F13 SD, which mean that F13C SD is about 6.2 cm higher than
F17 SD. Moreover, the 6.2 cm bias is as the same as the F13C cloud points seem to be higher than that
of F17 cloud points in Figure 4. In the similar way, we derived SD from the TB which originates from
the TB result of F17 TB calibrated to F13 TB using DA models, and then compared with F13 SD in 2007.
The bias, RMSE and MRE between the two SD are −0.5 cm, 0.8cm and −6.2%, respectively. It can be
concluded that CA models seem a little better than DA models when inter-calibrating F13 TB and F17
TB for the snow depth retrieval purpose.

The calibration method following Cavalieri et al. [19] was ultimately used in this paper, due to
the smaller RMSE values when comparing to that of the method from Dai et al. [20] (Table 3) and the
SD retrievals using CA models were better agree with F13 SD. Furthermore, DA models according to
Dai et al. [20] is used for terrestrial snow cover and the Cavalieri method is used specifically for sea
ice. The linear coefficients were obtained through the relationship between the F13 TB and F17 TB for
each channel for the entire year in DA models, and the daily sample points will affect the regression
coefficients directly. However, the linear regression coefficients between the F13 TB and F17 TB were
obtained for each day on each channel, and then the daily coefficients values were averaged to produce
coefficient values as the final coefficient in CA models. This processing reduced the direct impact of
daily sample points on the final coefficient value, but increased the amount of calculations.

The OIB SD variability within a 25 km pixel in this paper is different from the values reported by
Brucker et al. [10], who analyzed the two 12.5 km pixels of the two OIB SD transects over multiyear ice,
with the mean SDs differing by 2–4 cm on 18 March 2011, whereas, the mean SDs differing by 1–3 cm
on first-year sea ice was found in this study. The RMSE of F13C SD when compared with OIB SD is
5 cm, which is less than that in Brucker et al. [10], with the RMSE of 7 cm for the comparison of SDs
that was acquired by the AMSR-E with the OIB SD.

Through comprising the F17 SDs, F13 SDs with the OIB SDs, we conclude that it is more suitable
to choose the F13 SSM/I TB as the baseline for the SD retrieval purpose on the Arctic sea ice. However,
Dai et al. [20] recommended using the F17 SSMIS TB as the reference to improve the consistency
between F13 SSM/I TB and F17 SSMIS TB when comparing the retrieved snow depth over Tibetan
Plateau. We conclude that the calibration option should be adjusted according to the different retrieval
parameters for different regions.

The change of Arctic sea ice to a thinner and seasonal one, may result in a smaller and faster
moving ice cover and snow-ice formation than just a decade ago [30,31]. Wet snow and melt-ice will
bring large retrieval error based on the existing SD empirical algorithm [8], which may influence the
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inter-calibration option of SSM/I and SSMIS TB data. It is necessary to reconstruct the SD retrieval
model using the field-derived SD measurements. Some international Arctic research initiatives like the
MOSAiC science plan [32] are broadly motivated by the dramatic changes in the Arctic climate system.
More snow depth measurements on first-year sea ice could be collected to build a robust new snow
depth algorithm based on passive microwave satellite data, for obtaining more consistent snow depth
information over Arctic first-year ice.

6. Conclusions

This paper attempted to construct a consistent time-series data set of brightness temperatures
through establishing the calibration models for the four channels. We further compared SDs on Arctic
first-year sea ice that was derived from passive microwave satellite observations of the SSM/I and
SSMIS with the OIB SDs.

Inter-calibration model analysis show that the RMSE of the DA models are higher than that of the
CA models for the channel of 19H, 19V, 22V, whereas the RMSE of CA models is higher than that of DA
models for the 37V channel. Taking into account of the overall effect, the CA models are recommended
to correct the inter-sensor bias.

The variations of OIB SD are 5–7 cm while examining the OIB transect across the 25 km pixel on
15 and 17 March 2012, with 1–3 cm SD deviation for two transects in different locations.

Based on CA models, the biases between the retrieved F17 SDs and F13C SDs when compared
to the OIB SDs are both around −8~−2 cm. In addition, the F13C SDs perform smaller RMSE (5 cm)
than F17 (10 cm). It can be concluded that TB observations from F17 SSMIS calibrated to F13 SSM/I as
the baseline should be recommended when performing the sensors’ biases correction for snow depth
purpose based on the existing algorithm.

Snow depth over Arctic sea ice is an important parameter for calculating ice thickness. Inter-sensor
calibration can reduce the systematic errors that are introduced by the use of various passive microwave
sensors, and it can improve the consistency of SD time-series data that are used for long-term trend
analyses. However, the calibration models in different Arctic sea regions could also be considered
for future studies in order to obtain SD information with greater accuracy and consistency. Currently,
NASA MEaSUREs program produces an improved, enhanced-resolution, gridded passive microwave
data set [33], it means that higher-resolution PM data can be used for future studies of obtaining
accurate SD information, as well as Arctic sea ice thickness.

It should be noted that the SD empirical algorithm may influence the inter-calibration option,
however, there are no other SD algorithms expect for the Markus’s empirical algorithm published in
1998 based on DMSP SSM/I-SSMIS TB data until now. More in-situ SD measurements over first-year
sea ice should be collected to construct a robust new SD algorithm in future work. However, this paper
provided an inter-calibration option about obtaining more consistent SD information based on the
existing algorithm.
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