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Abstract: This study aims to evaluate the factors influencing the acceptance of augmented reality
among students within an automation system. The researchers of this study adopted the technology
acceptance model (TAM) and gathered data to examine the path relationships among key variables:
perceived usefulness, perceived ease of use, attitude toward use, and behavioral intention to use,
all of which impact system acceptance. A survey was administered to students to gauge their per-
spectives on integrating augmented reality into the automation system. The study sample consisted
of 41 students enrolled in the automation system course where augmented reality was utilized in
teaching. Utilizing the partial least square approach, the hypothesis model was analyzed. The results
revealed a lack of significant correlation between perceived ease of use and perceived usefulness in
relation to augmented reality usage. However, perceived ease of use positively influences students’
behavioral intention to use, while perceived usefulness significantly affects behavioral intention to
use through augmented reality. Notably, perceived usefulness exhibits a significant relationship
with both behavioral intention to use and attitude toward use in the context of augmented reality
usage. Moreover, perceived ease of use positively affects attitude toward use for students within the
context of automation systems with augmented reality. Furthermore, no significant relationships
were observed between attitude toward use and behavioral intention to use, nor between perceived
ease of use and perceived usefulness regarding augmented reality usage. This study offers valuable
insights for educators in the field of engineering and technology who are engaged in training and
sustainability development programs.

Keywords: augmented reality (AR); automation systems (AS); technology acceptance model (TAM);
partial least square (PLS); sustainability

1. Introduction

Augmented reality (AR) refers to the “augmentation” of a real environment through
virtual (computer graphic) objects. Through interactive digital information virtually su-
perimposed on the physical world, AR improves individual’s perception of their physical
surroundings [1].

As a technology with an increased presence in the field of education [2], AR has proven
to enhance students’ learning motives by leveraging information and communication
technologies [3,4]. The onset of the COVID-19 pandemic underscored the importance
of digital resources for both blended and online teaching environments. To effectively
integrate technology-enhanced learning solutions, educators must possess proficiency in
digital tools and pedagogical competencies [5,6].

Kaufman [7] emphasized the growing interest among students and educators in
adopting augmented reality for learning purposes. Abdallah et al. [8] highlighted the
functionality of augmented reality wearable devices in scanning the actual field device
image, facilitating data acquisition, and enabling integration between virtual and real
environments for image processing and labeling tasks.
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Information and communications technologies significantly impact learning out-
comes [9]. Many universities have reevaluated their strategies for adopting technologies
that align with pedagogical objectives. Needs satisfaction and perceived usability are
crucial in shaping individuals’ intentions to use information and communications tech-
nologies (ICTs) [10]. Educators must adapt their teaching methods to align with evolving
educational landscapes and technological advancements, ensuring effectiveness in teaching
and learning. The proliferation of digital platforms such as the Internet, mobile apps,
and social media has posed challenges to traditional education systems. The rapid pace
of technological advancement requires a paradigm shift among educators to adopt new
teaching methods that enhance students’ cognition, skills, and attitudes [11]. Consequently,
educators must continuously upgrade their skills and teaching approaches to effectively
utilize emerging technologies, ensuring that applied tools are functional and user-friendly
for educators and learners. Moreover, educators must familiarize themselves with new
technologies and programs to support students’ diverse learning needs and enhance their
engagement in various learning modalities. Technology-based instruction provides an op-
portunity for students to engage with learning content in visual and virtual environments,
facilitating active learning experiences [12].

The ADDIE (analysis, design, development, implementation, and evaluation) teaching
design model [13] offers a structured approach to instructional development, enabling
educators to design, implement, and assess teaching activities more effectively. It is a
commonly used systematic instructional model comprising five iterative steps: analysis,
design, development, implementation, and evaluation, which can be adjusted and refined
repeatedly according to specific instructional contexts. This study employed the ADDIE
model to systematically analyze, design, develop, implement, and evaluate augmented
reality (AR) integration into the automation system (AS) to ensure instructional quality and
teaching effectiveness.

1.1. Objectives

Based mainly on the TAM, this study proposes an integrated theoretical framework
for understanding university students’ acceptance of AR and their behavioral intention
to use it. Investigating the relationships between behavioral intention to use (BI), attitude
toward use (ATT), perceived usefulness (PU), and perceived ease of use (PEOU) of AR
is essential in developing a comprehensive linear structural model of system acceptance
among university students. This model can provide school administrators and teachers
with insights to enhance the implementation of augmented reality (AR) in automation
system (AS) teaching practices.

1.2. Research Framework

This study aims to determine university students’ acceptance and intention to use
AR within an automation system (AS) as a supplementary tool in engineering education
while also identifying potential variables influencing acceptance. Previous research [14–16]
frequently explored students’ acceptance of AR technology in educational settings using
the technology acceptance model (TAM) [17,18]. Trivunović and Kosanović [19] highlighted
that the TAM model offers valuable insights into the factors influencing the acceptance and
utilization of technology in teaching and learning processes. The proposed TAM constructs
explain the complexity of technology acceptance among students.

This study employed an adjusted and shortened version of the augmented reality
acceptance model (based on the TAM model), as proposed by Cabero-Almenara et al. [20].
Hypotheses were formulated based on the research model depicted in Figure 1. The figure
illustrates the adapted model, suggesting that PEOU and PU are predictors of BI and actual
usage. Within the TAM framework, PU represents the extent to which users perceive that
utilizing the technology can enhance their work performance, while PEOU reflects users’
perceptions of the ease of use associated with the technology. These factors collectively
influence users’ BI toward augmented reality.
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Figure 1. Technology acceptance model.

1.3. Research Hypotheses

Based on the research purposes and literature review, this study formulated the
following hypotheses:

H1: Perceived usefulness positively influences the behavioral intention to use augmented reality
(PU→BI).

H2: Attitude toward use positively influences the behavioral intention to use augmented reality
(ATT→BI).

H3: Perceived usefulness positively influences the attitude toward augmented reality usage (PU→ATT).

H4: Perceived ease of use positively influences the attitude toward augmented reality usage
(PEOU→ATT).

H5: Perceived ease of use positively influences the perceived usefulness of augmented reality usage
(PEOU→PU).

2. Augmented Reality (AR) in Education

A systematic review of related research and applications has underscored the peda-
gogical potential of augmented reality (AR), indicating that its utilization enhances student
learning experiences [21]. AR’s role as a teaching aid is widely acknowledged within the ed-
ucation sector [22], contributing to the ongoing transformation of the education landscape
through interactive and immersive learning tools driven by technological advancements in
the 21st century.

Despite its availability to educational institutions in recent years, the adoption of AR
technology has been somewhat slow. However, the emergence of the COVID-19 pandemic
has highlighted the importance of leveraging augmented reality content in the learning
environment [23]. Thus, augmented reality is increasingly recognized as a relatively new
and viable technology for teaching and learning across all education levels [24–26]. Yavuz
et al. [27] pointed out the affordability and sustainability of mobile AR applications for
widespread adoption in various sectors, including education. AR applications featuring
experiential modes have shown potential for use in online, blended, and in-person teaching.
Students’ acceptance of AR content delivered through mobile applications emphasizes
AR’s functionality as a teaching supplement [28].

Table 1 presents the specifications of wearable augmented reality hardware utilized in
this study. Custom applications were developed for the device, tailored to the operating
system environment, to facilitate communication with the back-end virtual and real inte-
gration system. Figure 2 illustrates the implementation of wearable augmented reality (AR)
glasses employed in this study.
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Table 1. Specifications of wearable augmented reality hardware.

Built-in Display (Built-in Audio)

AR View Monocular

FOV (Horizontal) 16.8 degrees

Weight 180 g

Built-in audio Yes (ear speaker)

Microphone Yes (noise canceling)

Connectivity Wi-Fi, Bluetooth

Charging USB-C

Camera 12 MP and 4 K 30 FPS video

Memory 6 GB RAM—64 GB internal memory

Battery 1000 mAh internal battery

Battery life 2–3 h

Controls Touchpad, head motion, and voice

Operating system Android 8.1

Chip 8 Core 2.52 GHz Qualcomm XR1

Compliances IP 67, water, dust, and drop resistant, and PPE

Sustainability 2024, 16, x FOR PEER REVIEW 4 of 13 
 

integration system. Figure 2 illustrates the implementation of wearable augmented reality 
(AR) glasses employed in this study. 

Table 1. Specifications of wearable augmented reality hardware. 

Built-in Display (Built-in Audio) 
AR View Monocular 
FOV (Horizontal) 16.8 degrees 
Weight 180 g 
Built-in audio Yes (ear speaker) 
Microphone Yes (noise canceling) 
Connectivity Wi-Fi, Bluetooth 
Charging USB-C 
Camera 12 MP and 4 K 30 FPS video  
Memory 6 GB RAM—64 GB internal memory 
Battery 1000 mAh internal battery 
Battery life 2–3 h 
Controls Touchpad, head motion, and voice 
Operating system Android 8.1 
Chip 8 Core 2.52 GHz Qualcomm XR1 
Compliances IP 67, water, dust, and drop resistant, and PPE 

 
Figure 2. Wearable augmented reality (AR) glasses. 

3. AR-Introduced Automated System 
Advancements in holographic technology have facilitated the development of hard-

ware and software solutions that support augmented reality applications in various in-
dustries [29]. Several instances demonstrate the practical utilization of augmented reality 
in industrial settings. For instance, Danielsson et al. [30] provided an overview of AR 
smart glasses for manufacturing assembly operators. Meanwhile, Makris et al. introduced 
an augmented reality system to assist operators in collaborative human–robot assembly 
tasks [31]. Furthermore, augmented reality also finds application beyond operator sup-
port, as evidenced by Goel et al., who employed bibliometric and network visualization 
techniques to synthesize augmented reality and virtual reality applications in the apparel 
industry [32]. 

This study incorporated AR into the automation system (AS) teaching within a pro-
grammable control technology course. Students were tasked with preparing themselves 
for the application of the proposed system. They were required to write a report upon 
completing the system implementation. The proposed architecture of the automation sys-
tem (AS) incorporates augmented reality (AR) technology, with system operation primar-
ily achieved through the input and output controls of the programmable logic controller 
(PLC). Users interact with the automatic storage equipment operation through the hu-
man–machine interface to execute various tasks. Additionally, relevant equipment 

Figure 2. Wearable augmented reality (AR) glasses.

3. AR-Introduced Automated System

Advancements in holographic technology have facilitated the development of hard-
ware and software solutions that support augmented reality applications in various in-
dustries [29]. Several instances demonstrate the practical utilization of augmented reality
in industrial settings. For instance, Danielsson et al. [30] provided an overview of AR
smart glasses for manufacturing assembly operators. Meanwhile, Makris et al. introduced
an augmented reality system to assist operators in collaborative human–robot assembly
tasks [31]. Furthermore, augmented reality also finds application beyond operator sup-
port, as evidenced by Goel et al., who employed bibliometric and network visualization
techniques to synthesize augmented reality and virtual reality applications in the apparel
industry [32].

This study incorporated AR into the automation system (AS) teaching within a pro-
grammable control technology course. Students were tasked with preparing themselves for
the application of the proposed system. They were required to write a report upon complet-
ing the system implementation. The proposed architecture of the automation system (AS)
incorporates augmented reality (AR) technology, with system operation primarily achieved
through the input and output controls of the programmable logic controller (PLC). Users
interact with the automatic storage equipment operation through the human–machine
interface to execute various tasks. Additionally, relevant equipment information within the
AS is connected to an edge gateway via the Internet and the remote server, allowing access
to all monitoring data and facilitating remote machine networking.
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The global manufacturing industry is rapidly transitioning towards smart factories,
driven by the growing demand for remote operation and automation. To enhance capacity
and optimize operations, emerging technologies such as big data, artificial intelligence,
and virtual and real integration are increasingly used for capacity improvement and
optimization. This study incorporated designed technology into automated systems, lever-
aging AR technology to monitor equipment production status, parameters, and abnormal
records. Moreover, operators can receive maintenance warnings and access equipment
abnormal records through augmented reality inspection and operation, thereby reducing
troubleshooting time only when equipment failures occur and enhancing real-time monitor-
ing of production status. During production line inspections, AR portable wearable devices
enable operators to directly visualize actual data and conditions of plant equipment.

4. Methodology
4.1. Research Design

To obtain high-quality research outcomes, it is imperative to systematically plan and
implement the process in line with the research objectives. As part of the system devel-
opment process, the augmented reality (AR) and automation system (AS) applications
underwent development based on the ADDIE (analysis, design, development, implementa-
tion, and evaluation) model instructional design. The ADDIE model offers a structured
approach to research design, incorporating an iterative process complete with essential
steps for the development of an effective system. In this process, the five main stages of the
ADDIE model method serve as a guideline for system development, as detailed below.

4.1.1. Analysis

The analysis stage involves assessing the learning experience and requirements using
augmented reality (AR) and establishing instructional goals. Yu et al. [33] utilized focus
group interviews to understand participants’ needs, expectations, and experiences, while
Sholihin et al. [34] performed analysis through classroom observations. Another commonly
employed approach is questionnaire surveys, which can identify users’ development
needs [35].

4.1.2. Design

The design stage involves developing appropriate and well-designed learning content.
Given that learning content often entails professional knowledge, expert opinions are
frequently leveraged during the design stage [36]. Meanwhile, other methods [37,38] apply
multimedia principles to design their augmented reality (AR) within an automation system
(AS) or refer to related materials for instructional design.

4.1.3. Development

The development stage involves constructing the model, during which several deci-
sions are made. Firstly, the augmented reality (AR) type, such as immersive AR, is selected
based on available resources and funding constraints. Secondly, the development tool, such
as Unity, is chosen for its usability and cross-platform support [39]. Thirdly, the AR display
is selected based on the desired immersion level [40].

4.1.4. Implementation

The implementation stage refers to the preparation and execution of the AR envi-
ronment where students actively engage in learning. Prior to course instruction, a pre-
knowledge test is administered to the students. The learning outcomes at each stage are
evaluated to identify issues and potential solutions.

4.1.5. Evaluation

The evaluation stage comprises two sub-criteria. One is a formative evaluation, which
involves analysis and testing after the first four stages of the ADDIE model. For instance,
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Asad et al. [41] performed an evaluation after the analysis stage to identify and address
problems encountered during the process. Similarly, evaluation is also conducted to identify
potential system issues at the end of AR development [42]. The other sub-criterion is the
summative evaluation, which involves assessing the learning outcomes and gathering
feedback from learners post-learning. It is essential to determine learners’ satisfaction and
gather their suggestions for future development. The evaluation stage aligns with the
dynamic ADDIE model [43].

4.2. Participants

The participants in this study comprised 41 sophomore students enrolled in the
programmable control technology course offered by the Department of Industrial Education
and Technology at the National Changhua University of Education in Taiwan. The author
taught the course using augmented reality (AR) in automation systems (AS).

4.3. Research Instrument

The research instrument consisted of a questionnaire divided into two sections. The
first section included questions regarding demographics, while the second section com-
prised four variables: PU, PEOU, ATT, and BI toward augmented reality. Responses for
these variables were measured using a five-point Likert scale, ranging from 1 (strongly
disagree) to 5 (strongly agree). Finally, the collected data were analyzed using a statistical
tool from partial least square (PLS).

4.4. Reliability and Validity

Cronbach’s α coefficient and composite reliability (CR) were used to assess the internal
consistency reliability of the collected data. According to Hair et al. [44], reliability measures
range from 0 to 1, with low values indicating lower limits of acceptability. Bagozzi and
Yi [45] suggested that the CR value must be larger than 0.6 for reliability. Thus, the
internal consistency reliability for the collected data was deemed acceptable as it met the
recommendation for item reliability.

Following expert content validity analysis, item analysis, and factor analysis, this
study identified four dimensions and 16 items: PU (4 items), PEOU (4 items), ATT (4 items),
and BI (4 items). The Cronbach’s α coefficient obtained for these dimensions were 0.842,
0.756, 0.856, and 0.861, respectively, indicating high reliability on the sub-scale level. The
overall Cronbach’s α coefficient for the total scale was 0.931, indicating high reliability
across all dimensions.

5. Data Analysis

After the course teaching, a survey was conducted using the revised scales [46,47],
achieving a 100% rate of return. Table 2 presents the descriptive statistics of the TAM
questionnaire utilized in this study.

In the dimension of PU, the highest average score of the TAM scale was 4.48, indicating
that most students perceived learning augmented reality (AR) in automation system (AS)
as useful. In the dimension of PEOU, the highest average score on the TAM scale was
4.46, demonstrating that students found augmented reality (AR) in automation systems
(AS) to be clear and understandable. In the dimension of ATT, the highest average score
of the TAM scale was 4.56, indicating that most students were satisfied with the learning
experience of augmented reality (AR) in automation systems (AS). In the dimension of BI,
the highest average score of the TAM scale was 4.58, indicating that students expressed
strong behavioral intention to use augmented reality (AR) in automation systems (AS) for
learning purposes.
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Table 2. Descriptive statistics of the TAM questionnaire (N = 41).

Dimension Item Mean SD

PU

1. I believe that employing augmented reality (AR) in automation systems (AS)
can improve my learning outcomes. 4.43 0.634

2. I believe that employing augmented reality (AR) in automation systems (AS)
can improve my learning ability. 4.31 0.649

3. I consider learning augmented reality (AR) in automation systems
(AS) valuable. 4.48 0.745

4. I anticipate using augmented reality (AR) in automation systems (AS) can
increase my learning efficiency. 4.34 0.693

PEOU

5. The augmented reality (AR) interfaces in automation systems (AS) are clear
and understandable. 4.46 0.595

6. The software associated with augmented reality (AR) in automation systems
(AS) is easy to use. 4.24 0.767

7. The hardware components of augmented reality (AR) in automation
systems (AS) are user-friendly. 4.29 0.782

8. The links between software and hardware of augmented reality (AR) in
automation systems (AS) are easy to learn. 4.27 0.707

ATT

9. I find augmented reality (AR) in automation systems (AS) is a great system. 4.51 0.637

10. I am satisfied with my learning experience of augmented reality (AR) in
automation systems (AS). 4.56 0.549

11. I strongly believe that the technology of augmented reality (AR) in
automation system (AS) technology is conducive to effective learning. 4.39 0.666

12. I am enthusiastic about utilizing augmented reality (AR) in automation
systems (AS) as a learning tool. 4.43 0.634

BI

13. I am willing to use augmented reality (AR) for learning purposes. 4.58 0.590

14. I feel happy using augmented reality (AR) for learning. 4.48 0.675

15. I am interested in increasing the frequency of utilizing augmented reality
(AR) for learning. 4.36 0.698

16. I hope to continue utilizing augmented reality (AR) for learning purposes
in the future. 4.51 0.637

6. Results

This study employed the partial least square (PLS) method for analyzing the structural
model due to its ability to impose fewer demands on residual distributions and its suitability
for studies with smaller samples [48]. PLS also offers the advantage of examining a broader
range of constructs and/or indicators without necessitating compliance with multivariate
normal distributions. Additionally, it enables testing theories in their early stages of
development [49] and demonstrates better predictive ability. Given the modest sample size
and high correlation between constructs in this study, PLS was deemed ideal for exploring
path relationships between the constructs.

6.1. Path Analysis

To further determine the relationships among the variables using path analysis, this
study constructed a path to understand the utilization of augmented reality (AR) in au-
tomation systems (AS). The outcome of path analysis of the restriction model, presented
in Table 3, demonstrates that the t-values of all paths are statistical, highlighting signifi-
cant differences.
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Table 3. Path analysis of restriction model of augmented reality (AR) in automation system (AS)
acceptance.

Criterion Predictors β t

Behavioral intention to use (BI)
Attitude toward use (ATT) 0.15 0.83

Perceived usefulness (PU) 0.57 5.53 ***

Attitude toward use (ATT)
Perceived usefulness (PU) 0.40 2.16 *

Perceived ease of use (PEOU) 0.37 2.41 *

Perceived usefulness (PU) Perceived ease of use (PEOU) 0.21 1.12
* p < 0.05; *** p < 0.001.

6.2. Estimating the Effect of Perceived Ease of Use on Behavioral Intention to Use

This study examined the relationships analyzed in path analysis, as illustrated in
Figure 3:
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Path 1: PEOU→(0.21) PU→(0.57) BI = 0.21 × 0.57 = 0.12
Path 2: PEOU→(0.37) ATT→(0.15) BI = 0.37 × 0.15 = 0.06
Path 3: PEOU→(0.21) PU→(0.40) ATT→(0.15) BI = 0.21 × 0.40 × 0.15 = 0.01
Total indirect effect = 0.12 + 0.06 + 0.01 = 0.19
The indirect effect of PEOU on BI was estimated at 0.12 (0.21 × 0.57), mediated by

PU. Additionally, the indirect effect of PEOU on BI was estimated at 0.06 (0.37 × 0.15),
mediated by ATT. Furthermore, the indirect effect of PEOU on BI was estimated at 0.01
(0.21 × 0.40 × 0.15), mediated by PU and ATT. Therefore, the total indirect effect of PEOU
on BI was estimated at 0.19 (0.12 + 0.06 + 0.01).

6.3. Estimating the Effect of Perceived Usefulness on Behavioral Intention to Use

Path 1: PU→(0.57) BI
Path 2: PU→(0.40) ATT→(0.15) BI = 0.40 × 0.15 = 0.06
Total indirect effect = 0.57 + 0.06 = 0.63
The direct effect of PU on BI was estimated at 0.57. Meanwhile, the indirect effect of

PU on BI was estimated at 0.06 (0.40 × 0.15), mediated by ATT. The total effect (both direct
and indirect) of PU on BI was estimated at 0.63 (0.57 + 0.06).

6.4. Estimating the Effect of Attitude toward Use on Behavioral Intention to Use

Path: ATT→(0.15) BI

The direct effect of ATT on BI was estimated to be 0.15. The relationships among the
four variables are summarized in Table 4, which outlines the estimated direct and indirect
effects within the path analysis model. In this model, the direct effect of ATT on BI is 0.15,
signifying that a 1-unit change in ATT results in a 0.15-unit change in BI. Similarly, the direct
effect of PU on BI in this model is 0.57, indicating that a unit change in PU corresponds
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to a 0.57-unit change in BI. Furthermore, in addition to the direct effect, PU exhibited an
indirect effect of 0.06 on BI, implying that a unit change in PU leads to a 0.06-unit change in
BI through ATT.

Table 4. Summary of estimated direct and indirect effects.

Relationships (Paths) Direct Effect (1) Indirect Effect (2) Total Effect (1 + 2)

1: ATT→BI 0.15 0.15

2: PU→BI 0.57 0.06 0.63

3: PEOU→BI 0.19 0.19

When all other variables in the model remain constant, a total effect of 0.15 indicates
that a 0.15 predicted unit change in BI is attributed to a 1-unit change in the ATT. Similarly,
when all other variables in the model remain unchanged, a total effect of 0.63 suggests that
a 0.63 predicted unit change in BI is due to a 1-unit change in the PU. Furthermore, when
all other variables in the model remain unchanged, a total effect of 0.19 suggests that a
0.19 predicted unit change in BI arises from a 1-unit change in the PEOU.

The three internal variables (ATT, PU, and PEOU) exhibit moderate effects on BI, with
values of 0.15, 0.63, and 0.19, respectively. Table 5 summarizes the hypotheses following
the completion of testing.

Table 5. Hypotheses summary.

Hypothesis Statement Results

H1 PU has a positive effect on BI Supported

H2 ATT has a positive effect on BI Unsupported

H3 PU has a positive effect on ATT Supported

H4 PEOU has a positive effect on ATT Supported

H5 PEOU has a positive effect on PU Unsupported

7. Discussion

Learning with augmented reality (AR) in automation systems (AS) has been found to
offer more effective support than certain activities with higher cognitive presence. Three
variables identified as significant factors in TAM (PU, PEOU, and ATT) were shown to have
a significant influence on students’ usage intention. Our findings, indicating that TAM can
predict BI, align with the findings of numerous previous studies [50–53].

PU demonstrated both indirect and direct effects on learners’ acceptance of augmented
reality (AR) in automation systems (AS), consistent with findings in the literature [54–57].
Compared with traditional instruction methods, the augmented reality approach adopted in
this study requires more time to accomplish learning tasks and encourages the application
of higher-level thinking skills. Several previous studies confirmed that social cognition and
cultural knowledge can be more effectively acquired through problem-solving and practice
in a social context [58].

This study explored the relationships among PEOU, PU, ATT, and BI among university
students. The results suggest that participants exhibited interest in using augmented
reality (AR) in automation systems (AS). Furthermore, they demonstrated enhanced task
completion and a heightened sense of accomplishment when using augmented reality (AR)
in automation systems (AS). These findings are consistent with previous studies [59,60].

The five hypotheses underwent testing through path analysis. The results indicated
that perceived ease of use had no significant positive effect on students’ perceived use-
fulness of augmented reality usage. Notably, perceived usefulness emerged as a critical
predictor (β = 0.40) of students’ attitudes toward using augmented reality. Furthermore,
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perceived ease of use demonstrated a significant positive impact (β = 0.37) on students’
attitude toward use, aligning with the theoretical framework proposed in the research
model, although diverging from prior studies regarding augmented reality usage [27,61].
Furthermore, attitude toward use did not emerge as a significant, influential predictor
(β = 0.15) of students’ intention to use augmented reality. Other studies have reported
similar outcomes [12,59,60]. In addition, perceived usefulness positively impacted (β = 0.57)
students’ behavioral intention to use augmented reality. Despite Huang and Liaw’s [14]
observation that perceived usefulness is often considered a significant predictor of students’
behavioral intention to use various digital technologies, it is important to note that these
studies may have employed different TAM constructs. Wojciechowski and Cellary [62] did
not find a significant effect of perceived usefulness on behavioral intention to use.

8. Conclusions

This study developed an integrated theoretical framework to understand university
students’ acceptance intention and behavioral intention to use augmented reality (AR) in
automation systems (AS) using the technology acceptance model (TAM). The finding that
TAM can effectively predict BI aligns with numerous previous studies in the field.

The TAM questionnaire developed for this study comprised domains divided into
perceived usefulness (PU), perceived ease of use (PEOU), attitude toward use (ATT), and
behavioral intention to use (BI) to use augmented reality (AR). The results of this study
indicate that not all the factors exhibited significant relationships with students’ BI of
augmented reality (AR) in automation systems (AS). Notably, this study emphasizes the
pivotal roles of PU and PEOU as key factors for leveraging AR as an alternative teaching
method, with PU significantly influencing students’ BI of augmented reality.

The significance of these findings to university decision-makers lies in recognizing
that students who embrace AR technology often view it as a valuable tool for leveraging
their educational experience. University administrators should heed the insights gleaned
from this study to inform infrastructure development efforts. To effectively integrate
this technology, universities should provide students with learning opportunities that
enable them to discover the comprehensive and effective features of AR, particularly as its
adoption becomes more widespread among end-users.

Despite the contributions of this study, several limitations remain. Firstly, while this
study adopted the TAM framework, it did not utilize all the TAM factors. Future research
could address this limitation by delving into other TAM factors, such as computer self-
efficacy (CSE), which may also influence the acceptance of augmented reality. Secondly,
the study’s sample size was limited, suggesting that future investigations should involve
educators with insights into the factors influencing augmented reality acceptance.
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19. Trivunović, B.; Kosanović, M. Acceptance factors of technology use in higher education teaching process: TAM model. In Zbornik

radova TREND 2021: XXVII Skup trendovi razvoja “On-line nastava na univerzitetima”; Katić, V., Ed.; University of Novi Sad, Faculty
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