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Abstract: The consequences of climate change include extreme weather events, such as heavy 

rainfall. As a result, many places around the world are experiencing an increase in flood risk. The 

aim of this research was to assess the usefulness of selected machine learning models, including 

artificial neural networks (ANNs) and eXtreme Gradient Boosting (XGBoost) v2.0.3., for predicting 

peak stormwater levels in a small stream. The innovation of the research results from the 

combination of the specificity of small watersheds with machine learning techniques and the use of 

SHapley Additive exPlanations (SHAP) analysis, which enabled the identification of key factors, 

such as rainfall depth and meteorological data, significantly affect the accuracy of forecasts. The 

analysis showed the superiority of ANN models (R2 = 0.803–0.980, RMSE = 1.547–4.596) over 

XGBoost v2.0.3. (R2 = 0.796–0.951, RMSE = 2.304–4.872) in terms of forecasting effectiveness for the 

analyzed small stream. In addition, conducting the SHAP analysis allowed for the identification of 

the most crucial factors influencing forecast accuracy. The key parameters affecting the predictions 

included rainfall depth, stormwater level, and meteorological data such as air temperature and dew 

point temperature for the last day. Although the study focused on a specific stream, the methodology 

can be adapted for other watersheds. The results could significantly contribute to improving real-time 

flood warning systems, enabling local authorities and emergency management agencies to plan 

responses to flood threats more accurately and in a timelier manner. Additionally, the use of these models 

can help protect infrastructure such as roads and bridges by better predicting potential threats and 

enabling the implementation of appropriate preventive measures. Finally, these results can be used to 

inform local communities about flood risk and recommended precautions, thereby increasing awareness 

and preparedness for flash floods. 
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1. Introduction 

The phenomenon of global warming and the associated climate changes are among 

the most significant challenges facing the modern world [1,2]. Increasingly observed 

effects from these changes include extreme weather events such as droughts and 

heatwaves but, most notably, intense rainfall, often taking the form of torrential rains [3,4]. 

According to the latest research, the frequency of torrential rainfall in many places around 

the world is systematically increasing [5,6]. Climate forecasts predict that this trend will 

continue and even intensify in the future [7–9]. This phenomenon is directly related to the 

increase in the average air temperature on Earth. As a consequence, there is increased 

evapotranspiration and a rise in the water vapor content in the atmosphere, which 

promotes the formation of intense rainfalls [10,11]. Such extreme weather events pose a 

significant threat to urban areas, where complex infrastructures and high building 

densities mean that natural water infiltration processes into the ground are severely 

limited [12,13]. As a result, the risk of flooding increases, which can lead to significant 
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material losses and threats to the health and lives of residents. In the face of these 

challenges, scientists and policymakers around the world are seeking effective strategies and 

solutions that could minimize flood risks in urban areas [14,15]. However, most of the research 

is based on assessing the feasibility of implementing various facilities intended for the 

retention [16], detention [17], and infiltration of stormwater [18], as well as other devices used 

within drainage systems [19]. 

Meanwhile, an equally important factor that affects flood risk in urban areas is the 

management of stormwater runoff from nonurbanized areas. Natural landscapes, such as 

forests, meadows, and wetlands, play a crucial role in the stormwater retention process, 

delaying the flow of stormwater to rivers and drainage systems [20]. This significantly 

reduces the risk of flash floods. However, due to increasing pressure associated with 

infrastructure development and city expansion, the area of these lands is decreasing 

[21,22]. Changing their characteristic to urbanized areas, covered with impermeable 

surfaces, leads to a drastic increase in the speed of stormwater runoff [23,24]. Properly 

managed nonurbanized areas can serve as a natural barrier, reducing the negative impact 

of torrential rains, allowing stormwater infiltration into the soil and replenishing 

groundwater, and above all, reducing peak stormwater flows in rivers and drainage 

systems. Therefore, protecting and optimally managing these areas are key issues in 

reducing the flood risk in urban areas. These matters, although often overlooked, are of 

fundamental importance and should be an integral part of any strategy related to flood 

prevention in cities [25]. 

The hydrological system of a city, intricately tied to its geographic and urban 

development, plays a pivotal role in its vulnerability to flooding [26,27]. Urban areas, often 

located at the confluence of smaller streams and a main river, are inherently predisposed 

to the risk of flash floods [28,29]. This risk is exacerbated during periods of intense 

torrential rains, particularly in small, drained watersheds [30,31]. The very geometry of 

these streams, which is often constrained by dense urban development, adds to the 

complexity of the situation. Further complicating matters is the transformation of many 

of these natural streams into closed pipe systems within cities [32]. While this may serve 

immediate urban planning needs, it often results in a hydraulic capacity that is insufficient 

for handling the large volumes of stormwater brought on by heavy downpours [33,34]. 

The challenge is compounded by the prevalence of impervious surfaces in urban areas, 

such as concrete and asphalt. These surfaces prevent the natural absorption of water into 

the soil, leading to an increase in surface runoff [35,36]. When heavy rains occur, this 

runoff swiftly converges towards the drainage systems, which may already be strained 

beyond their designed capacity. This situation is further aggravated by the alteration of 

natural waterways. In the pursuit of urban expansion and development, these waterways 

are often redirected or constrained, impacting their natural flow and capacity to handle 

floodwaters [37,38]. The result is a heightened risk of flooding, not just from the 

overburdened drainage systems but also from the altered waterways that can no longer 

accommodate sudden influxes of water. In essence, the interaction between urban 

development and the natural hydrological system creates a complex and often precarious 

balance. Managing this balance, particularly in the face of climate change and increasing 

urbanization, is crucial for reducing the risk and impact of urban flooding [39,40]. This 

requires a multifaceted approach that includes thoughtful urban planning, investment in 

robust and adaptable drainage infrastructure, and the preservation and restoration of 

natural waterways and floodplains. Only through such integrated efforts can cities hope 

to mitigate the risks posed by their unique hydrological challenges. 

When the intensity of rainfall exceeds the capacity of these streams and pipes to 

transport stormwater, it accumulates and spills over onto the land surface, resulting in 

flash floods. For this reason, flood risk management in urbanized areas requires not only 

taking into account climate changes and proper management of these areas but also a 

thorough analysis and optimization of local hydrological systems [41]. In the search for 

the most effective flood risk management strategies, increasing attention is being paid to 
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the potential offered by machine learning methods (e.g., ANNs (artificial neural 

networks), the XGBoost 2.0.3. (eXtreme Gradient Boosting) method, etc.) [42–44] and 

methods for sensitivity analyses of machine learning models (e.g., SHAP (SHapley 

Additive exPlanations) analysis, PDP (Partial Dependence Plot) analysis, etc.) [45–47]. 

Combining SHAP analysis with methods such as ANNs or XGBoost can assist in 

identifying factors influencing flood risk and predicting this risk in various scenarios 

[48,49]. Such an interdisciplinary approach, integrating advanced analytical techniques, is 

becoming increasingly prevalent in scientific research and practice. This allows for ever 

more effective counteractions to the effects of climate change, including flash floods [50]. 

Despite advancements in data collection and analysis technology, in many parts of 

the world, access to basic meteorological and hydrological data remains limited [51]. This 

issue is particularly evident concerning long-term monitoring data, crucial for 

understanding and predicting flood risk. Often, this is due to a short-term monitoring 

period, especially in areas that were not considered flood-prone until recently. In some 

places, such data are entirely lacking, posing a significant challenge for researchers and 

decisionmakers. This latter limitation is especially relevant for smaller streams, which are 

often overlooked in monitoring programs, even though they are crucial for managing 

flood risk in urban areas on a local scale [52]. 

Unfortunately, the lack of data hinders flood modeling and forecasting and, 

consequently, effective risk management. Therefore, increasing efforts to improve the 

quality of collecting and sharing meteorological and hydrological data worldwide are a 

key component of the global response to the challenges related to climate change and the 

resulting flood risk [53]. Given these challenges, it becomes increasingly apparent that 

developing new assessment methods that do not require complex and long-term 

meteorological and hydrological data is crucial for managing flood risk. This is especially 

significant in the context of urban areas, where data on small streams and long-term 

atmospheric phenomena may be hard to obtain [54]. Methods capable of providing 

accurate forecasts and analyses based on limited or unavailable data are needed. Such an 

innovative approach to flood risk management could, in the future, ensure more flexible 

and efficient tools to counteract flooding, even in places where access to data is restricted. 

An analysis of the literature and the current state of knowledge has shown that no 

research has been carried out so far to identify the key factors influencing the maximum 

value of the stormwater level in a small stream. There has also been no work on the 

development of tools based on machine learning models to predict flood risk in a small 

catchment area characterized by a low level of development and the presence of poorly 

permeable soil. Models that have been developed to analyze factors influencing the 

formation of surface runoff [50] or to forecast stormwater levels in rivers [55] can be found 

in the literature. However, these studies were conducted for much larger catchments, 

where the impact of individual input parameters on the analysis results may be different. 

Therefore, there is a need to conduct research focused on small streams and small 

catchments, which are often characterized by unique hydrological conditions. 

The aim of the research was to assess the possibility of using selected machine 

learning methods to predict the stormwater level in a stream. This research also 

determined the influence of basic hydrological and meteorological parameters on the 

value of the maximum stormwater level in a small stream. Additionally, a method for 

predicting this parameter was developed, which was based on the machine learning 

method. This research was carried out on an example of a small catchment area located in 

the southeastern part of Poland using the Python programming language. 

The remainder of this paper is structured as follows. Section 2 describes the analyzed 

catchment area, characterizes the machine learning methods used, and presents the 

research plan. Section 3 assesses the validity of using ANNs and the XGBoost method to 

predict the maximum stormwater levels for a small stream. A sensitivity analysis of the 

selected model was also carried out using a SHAP analysis, which resulted in an 

assessment of the impact of individual hydrometeorological parameters on the 
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stormwater level in the small stream. Sections 4 and 5 contain the discussion and 

conclusions. 

2. Materials and Methods 

2.1. Study Area 

The study area is a small watershed, located in Rzeszow County (50°1′50.207″ N, 

22°6′42.936″ E), Podkarpackie Voivodeship, Poland (Figure 1). In the bottom-right section 

of Figure 1, a map of Poland is displayed, pinpointing the location of the Podkarpackie 

Voivodeship. Above that, there is a map of this particular voivodeship highlighting the 

location of the county. On the left side of Figure 1, a detailed map of the analyzed 

catchment is presented. Two main streams can be distinguished in the watershed. The 

length of the first one is 5840 m, and the second one is 3912 m long. The area of the 

watershed is equal to 10.187 km2. The annual rainfall within the area varies between 610 

and 670 mm. Rainfall is not evenly spread out throughout the year, with over 65% of the 

total annual rainfall happening during the period from May to September. The majority 

of the streams within the watershed are natural, and during the summer season, they are 

surrounded by plentiful vegetation. In the analyzed small watershed, no presence of 

retention devices, either of anthropogenic or natural origin, was identified. The absence 

of retention basins, beaver ponds, or similar structures is significant for the characteristics 

of waterflows in the stream. The lack of these elements means that the dynamics of the 

water in the studied watershed are shaped exclusively by natural hydrological and 

meteorological processes. 

 

Figure 1. Characteristics of the studied catchment. 

The catchment surface has a varying slope, which can range from 0.32% to 13.57%. 

The steepest slope is located at the southern part of the catchment, while the northwestern 

part near the outlet has gentle slopes. The topography of the catchment, as depicted in the 

left side of Figure 2, was determined using a digital elevation model (DEM) of the study 

area, which had a resolution of 1 m [56]. 

The Semi-Automatic Classification Plugin for QGIS software v3.28.10 was used to 

classify the types of catchment use. The catchment was divided into five main types of 

development, i.e., agricultural land (12.26%), forests (28.89%), buildings (4.91%), grass 

(50.07%), and roads (3.86%). The results of the conducted analyzes are presented in Figure 

3. The studied catchment area is dominated by poorly permeable soils in the form of sandy 

clay and clay loam (Figure 4). 
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Figure 2. The topography of the studied catchment. 

 

Figure 3. Land use characteristics of the studied catchment. 

 

Figure 4. Soil map of the studied catchment. 

2.2. Hydrometeorological Data 

The hydrometeorological monitoring of the catchment started in 2013, when an 

ultrasonic depth level sensor was installed in the stream. However, an automatic weather 

station was installed in 2020, which allowed recording rainfall data, wind direction and 

speed, atmospheric pressure, air temperature, dew point temperature, and air humidity. 
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For this reason, the analysis was carried out for the years 2020–2023. The analysis covered 

the periods from April to October (Figure 5). The winter season were omitted due to the 

fact that, in Polish conditions, flash floods are not observed during winter [57]. 

 

(a) 

 

(b) 

 

(c) 

 

(d) 



Sustainability 2024, 16, 783 7 of 29 
 

 

(e) 

 

(f) 

 

(g) 

Figure 5. Hydrometeorological monitoring data: (a) rainfall depth—frequency of 5 min (hr_5min); (b) 

rainfall depth—daily sum (hr_1d); (c) the stormwater level—daily maximum value; (d) air 

temperature—daily average value; (e) dew point temperature—daily average value; (f) air 

humidity—daily average value; (g) wind speed—daily average value. 

2.3. Python Software 

Python 3.10.13 is a dynamic, interpreted programming language widely used in the 

fields of data science and machine learning. With its readable syntax and a rich ecosystem 

of libraries, Python is an ideal tool for scientists and engineers engaged in data analysis 

and modeling. 

In the realm of libraries, Python boasts a significant arsenal, including scikit-learn 1.2.2, 

TensorFlow 2.12.0, PyTorch 2.0.0, and Keras 2.12.0. These libraries, specifically designed for 

machine learning and deep learning purposes, provide a wide range of ready-to-use 

algorithms, significantly streamlining the design and implementation process of models. 

The Python user community is characterized by its activity and dynamic growth, 

which translate into the availability of a rich array of educational resources, discussion 
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forums, and extensive documentation. Python’s flexibility allows for the effective 

management of projects ranging from modest to complex in structure. Its capability to 

integrate with other programming languages and tools lays the foundation for building 

scalable and efficient systems. 

Python is also renowned for its data visualization capabilities, offering libraries such 

as Matplotlib and Seaborn. These enable the creation of advanced graphics, which are 

crucial in data analysis and presenting modeling results. The language supports a diverse 

range of modeling techniques, from simple algorithms to advanced neural networks, 

allowing for efficient adaptation to varied problems and datasets. 

2.4. MultiLayer Perceptron (MLP) Neural Networks 

In the digital era, where data are becoming more and more accessible and the amount 

is constantly growing, machine learning techniques are becoming an extremely valuable 

tool in the analysis of complex phenomena, such as hydrological phenomena. Artificial 

neural networks, one of the main types of machine learning models, play a key role in this 

field. Thanks to their ability to model complex relationships and patterns in data, ANNs 

can help predict the occurrence of flash floods based on many different input variables. 

The use of ANNs allows for a better understanding and forecasting of flood dynamics 

and, therefore, also for the effective planning of preventive actions [58,59]. 

MultiLayer Perceptron (MLP) neural networks, also known as fully connected neural 

networks, are a basic type of neural network. MLP consists of three main types of layers: 

an input layer, one or more hidden layers, and an output layer. The input layer accepts 

raw input data, which are passed to subsequent layers. Each neuron in this layer 

corresponds to one input parameter, e.g., air temperature, daily sum of the rainfall depth, 

etc. Hidden layers are the layers between the input layer and the output layer, where the 

actual processing is performed by the ANN. All neurons in the hidden layer are connected 

to all neurons in the previous layer. On the other hand, the output layer outputs the result 

to the external environment. The number of neurons in the output layer depends on the 

type of problem we are trying to solve. 

The MLP network’s working pattern is quite simple. Input data are passed through 

the network from the input layer to the output layer. Each neuron in the hidden layer and 

output layer processes data using a weighted sum of inputs and then applies an activation 

function. The use of an activation function introduces nonlinearity that allows the MLP 

network to learn complex patterns in the data. 

The key element of the operation of the MLP network is the learning process. During 

this process, the error is calculated at the network output and is then propagated back 

through the network, which allows for updating the weights between neurons and 

improving the overall performance of the network. 

MLP is widely used in many fields, including science [60], image recognition [61], 

natural language processing, and financial forecasting [62], which is made possible by its 

ability to model complex patterns and structures in data. 

The selection of the MultiLayer Perceptron (MLP) neural network for this study is 

grounded in its established efficacy in managing complex, nonlinear data patterns, a 

common characteristic in hydrological modeling. The MLP network ability to process 

large datasets and learn from examples makes it ideal for predicting hydrological events 

like flash floods. This approach has been confirmed by numerous studies in the field 

[63,64]. The decision to use the MLP network was driven by its adaptability and 

robustness in forecasting, aligning perfectly with the objectives and data characteristics of 

the research. 
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2.5. eXtreme Gradient Boosting 2.0.3. (XGBoost) 

One of the effective tools used in the context of flash flood risk forecasting may also 

be the XGBoost (eXtreme Gradient Boosting) algorithm. It is an advanced machine learning 

method that is often used due to its precision and ability to handle large amounts of data, as 

well as flexibility in dealing with various types of prediction problems. The XGBoost method, 

like other algorithms based on decision trees, is particularly useful when the data have many 

features and complex interrelationships, which is typical for hydrological and meteorological 

data. By iteratively building and optimizing decision trees, XGBoost is able to highlight key 

relationships and complex patterns in the data, leading to more accurate forecasts and more 

effective flood risk management in the catchment [65,66]. 

XGBoost (eXtreme Gradient Boosting) is an advanced implementation of the 

Gradient Boosting algorithm. It is a machine learning tool that is particularly well suited 

to regression and classification problems. Like standard Gradient Boosting, XGBoost 

involves creating a sequence of models (usually decision trees) that are trained in such a 

way that each subsequent model tries to correct the errors made by the previous one. In 

practice, this means that the XGBoost model consists of many small decision trees that are 

added to the model one by one, with each subsequent tree trying to correct the errors 

made by the entire sequence of trees so far. 

One of the main advantages of the XGBoost method is that it is an algorithm that has 

been designed with efficiency and effectiveness in mind. XGBoost includes many 

optimizations that make it very fast and efficient, including support for parallel processing 

and the ability to handle missing data. Additionally, XGBoost has built-in mechanisms to 

handle overfitting, including regularization and early stopping. 

Training the XGBoost model starts with initializing one tree, which is then improved 

by adding additional trees. At each step, the algorithm computes the gradient of the loss 

function (a function that measures how well the model fits the data) against the model’s 

predictions for each observation in the dataset. These gradients are then used to “drive” 

the process of adding a new tree so as to minimize the loss function. 

XGBoost is used in a wide range of machine learning applications, from classification 

and regression to recommender systems and text analysis. Its flexibility and power make 

it a popular choice in both industry [67] and research [68]. 

2.6. SHapley Additive exPlanations (SHAP) 

The SHAP method is a method based on game theory that allows for the assessment 

of the contribution of individual variables to the prediction model. In the context of flash 

floods, SHAP analysis can help identify those factors that have the greatest impact on the 

likelihood of such a phenomenon occurring. It is worth noting that SHAP analysis, 

although relatively new, is already widely used in many fields of science, from medicine 

to economics to exact sciences. Its universality and ability to provide intuitive 

explanations also make it a valuable tool in flood risk research. By using this method, 

scientists and policymakers can better understand what factors contribute to flash floods 

in specific urban areas and thus better adapt risk management strategies to local 

conditions [69,70]. This interdisciplinary and advanced analytical method can definitely 

contribute to increasing the effectiveness of actions aimed at reducing flood risk in urban 

areas. 

The SHAP method is one of the approaches to the so-called model interpretability. It is 

based on game theory—more specifically, SHapley values, which are a weighted average of 

the margins assigned to individual features. For each feature in the model, SHAP calculates 

how much “predictive value” (model prediction) can be assigned to that particular feature. It 

does this by comparing the model’s predictions with and without a given feature. 

Another advantage of the method is local interpretability. SHAP does not so much 

measure the global influences of features as it focuses on the local influence of a specific 

feature on a specific prediction. This is especially useful when the relationships in the data 
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are nonlinear or interactive. If a feature has a significant impact on the model’s prediction, 

its SHAP value should be high. The sum of the SHAP values for a given example must 

equal the difference between the model predictions for that example and the average value 

predicted by the model for all examples. Features that do not influence the prediction 

result should have a SHAP value of zero. 

In practice, SHAP is used to interpret the results of complex machine learning models 

such as ANNs, decision tree-based algorithms (e.g., XGBoost and Random Forests), and 

many others. Its use allows for a better understanding of which features are most 

important for a given prediction and how individual features affect the model’s results. 

The interpretation of SHAP results is intuitive—a higher SHAP value for a given 

feature indicates a greater impact of this feature on the prediction result. Positive SHAP 

values indicate that the feature increases the predicted score, while negative values 

indicate that the feature decreases the predicted score. 

2.7. Research Plan 

The first stage of the research was the development of artificial neural network 

models and XGBoost models for four variants: 

• Variant I—56 input parameters and 1 output parameter, i.e., the maximum forecast 

stormwater level (hsw_fc), were assumed; 

• Variant II—32 input parameters and 1 output parameter (hsw_fc) were assumed; 

• Variant III—24 input parameters and 1 output parameter (hsw_fc) were assumed; 

• Variant IV—16 input parameters and 1 output parameter (hsw_fc) were assumed. 

Table 1 shows all the adopted input parameters divided into individual variants. 

Variant I took into account all the hydrometeorological parameters, which included 

monitoring of the selected catchment. On the other hand, the subsequent variants 

assumed limiting the number of parameters considered in order to assess their 

significance in the context of obtaining reliable machine learning models. 

Table 1. The assumed input and output parameters (    —parameter included in the analysis,    —

parameter not included in the analysis). 

 Input Parameters Variant I Variant II Variant III Variant IV 
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Average stormwater level for the last day (hsw_av_1d)                 

Average stormwater level for the last two days (hsw_av_2d)                 

Average stormwater level for the last three days (hsw_av_3d)                 

Average stormwater level for the last seven days (hsw_av_7d)                 

Maximum stormwater level for the last day (hsw_max_1d)                 

Maximum stormwater level for the last two days (hsw_max _2d)                 

Maximum stormwater level for the last three days (hsw_max _3d)                 

Maximum stormwater level for the last seven days (hsw_max _7d)                 
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Maximum air temperature for the last day (ta_max_1d)                 

Maximum air temperature for the last two days (ta_max _2d)                 

Maximum air temperature for the last three days (ta_max _3d)                 

Maximum air temperature for the last seven days (ta_max _7d)                 

Average air temperature for the last day (ta_av _1d)                 

Average air temperature for the last two days (ta_av _2d)                 

Average air temperature for the last three days (ta_av _3d)                 

Average air temperature for the last seven days (ta_av _7d)                 
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 Maximum dew point temperature for the last day (tdw_max_1d)                 

Maximum dew point temperature for the last two days (tdw_max_2d)                 

Maximum dew point temperature for the last three days (tdw_max_3d)                 

Maximum dew point temperature for the last seven days (tdw_max_7d)                 

Average dew point temperature for the last day (tdw_av_1d)                 

Average dew point temperature for the last two days (tdw_av_2d)                 
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Average dew point temperature for the last three days (tdw_av_3d)                 

Average dew point temperature for the last seven days (tdw_av_7d)                 
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Maximum air humidity for the last day (ha_max _1d)                 

Maximum air humidity for the last two days (ha_max _2d)                 

Maximum air humidity for the last three days (ha_max _3d)                 

Maximum air humidity for the last seven days (ha_max _7d)                 

Average air humidity for the last day (ha_av _1d)                 

Average air humidity for the last three days (ha_av _2d)                 

Average air humidity for the last three days (ha_av _3d)                 

Average air humidity for the last seven days (ha_av _7d)                 
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Maximum wind speed for the last day (va_max_1d)                 

Maximum wind speed for the last two days (va_max_2d)                 

Maximum wind speed for the three days (va_max_3d)                 

Maximum wind speed for the seven days (va_max_7d)                 

Average wind speed for the last day (va_av_1d)                 

Average wind speed for the last two days (va_av_2d)                 

Average wind speed for the three days (va_av_3d)                 

Average wind speed for the seven days (va_av_7d)                 
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 Maximum rainfall depth for the last six hours (hr_6h)                 

Maximum rainfall depth for the last twelve hours (hr_12h)                 

Maximum rainfall depth for the last day (hr_1d)                 

Maximum rainfall depth for the last two days (hr_2d)                 

Maximum rainfall depth for the last three days (hr_3d)                 
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Total rainfall depth (hr_t)                 

Maximum rainfall depth of 5 min (hr_5min)                 

Maximum rainfall depth of 10 min (hr_10min)                 

Maximum rainfall depth of 15 min (hr_15min)                 

Maximum rainfall depth of 20 min (hr_20min)                 

Maximum rainfall depth of 30 min (hr_30min)                 

Maximum rainfall depth of 60 min (hr_60min)                 

Maximum rainfall depth of 180 min (hr_180min)                 

Maximum rainfall depth of 360 min (hr_360min)                 

Maximum rainfall depth of 720 min (hr_720min)                 

 Output parameter Variant I Variant II Variant III Variant IV 

 Maximum forecast stormwater level (hsw_c)                 

The temporal distribution of the current rainfall depth for which the forecast was 

made was characterized by 10 parameters. For example, the parameter hr_60min meant the 

maximum value of the rainfall depth for any time interval of 60 min. If the rainfall lasted 

less than 60 min, all the parameters with a longer time interval were assigned the value of 

the total rainfall depth. 

The datasets were each divided into three sets: training (70% of the available data), 

validation (15% of the available data), and testing (15% of the available data) [71]. The 

ANN and XGBoost models were generated in the Python programming language. 

Individual activation functions for ANNs could be described with any mathematical 

functions available in the TensorFlow library. For XGBoost models, the xgboost library 

was used. Among the models generated by the ANN and XGBoost program, those with 

the lowest error values were selected. The generated models were assessed for 

performance using the root mean squared error (RMSE) and the coefficient of 

determination (R2). The root mean squared error (RMSE) is a commonly used metric to 

evaluate the performance of regression models. The RMSE measures the root mean square 

difference between predicted values and measured values in the dataset according to 
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Equation (1). In order to determine the value of the determination coefficient (R2), one 

should calculate the sum of the squares of the differences between the measured values 

(yᵢ) and the predicted values (ŷi) divided by the sum of the squares of the differences 

between the observed values (yᵢ) and their mean (ӯ). Subtracting this fraction from 1 gives 

the coefficient of determination (R2). The coefficient of determination (R2) is described by 

Equation (2) [72]. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1  , (1) 

𝑅2 = 1 − 
∑(𝑦𝑖−�̂�𝑖)2

∑(𝑦𝑖−�̅�)2 , (2) 

where n is the number of datasets; yi is the measured value; ŷi is the predicted value; ӯ is 

the mean value of a dataset. 

The next stage of the analysis involved determining the hierarchy of influence of the 

adopted input parameters on the maximum stormwater level. For this purpose, SHAP 

analysis was performed. In order to obtain a full view of the importance of individual 

parameters and present a ranking of their significance in the context of predicting the 

stormwater level under various rainfall phenomena, this analysis was performed for 

variant I. Additionally, considering the degree of prediction of the developed models, the 

ANN model was considered more reliable. 

3. Results 

3.1. ANN i XGBoost Models 

In order to check the possibility of using selected machine learning methods to 

predict the maximum stormwater levels (hsw_fc) in a small stream, ANN and XGBoost 

models were generated. These models were evaluated using the RMSE and R2 coefficients 

(Table 2). A comparison of the measured values with the predicted values using the 

generated models is presented in Appendix A. 

Table 2. Metric errors for the generated ANN and XGBoost models. 

Variant Metrics 
Dataset 

Training Validation Testing 

ANN 

Variant I 
RMSE 1.672 1.547 2.446 

R2 0.970 0.980 0.960 

Variant II 
RMSE 2.532 2.203 3.180 

R2 0.935 0.961 0.935 

Variant III 
RMSE 2.921 2.903 3.721 

R2 0.906 0.924 0.902 

Variant IV 
RMSE 4.311 3.190 4.596 

R2 0.803 0.881 0.845 

XGBoost 

Variant I 
RMSE 2.368 2.304 3.483 

R2 0.928 0.951 0.897 

Variant II 
RMSE 2.735 3.156 3.936 

R2 0.907 0.912 0.886 

Variant III 
RMSE 2.991 3.135 4.103 

R2 0.882 0.905 0.878 

Variant IV 
RMSE 3.875 4.757 4.872 

R2 0.800 0.796 0.832 
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The generated ANN model in variant I achieved the lowest RMSE error among all 

the analyzed variants in the training, validation, and test sets. The high R2 coefficient for 

all the datasets in variant I indicates that the ANN model predictions are close to the 

observed values and the model has high predictive power. 

The ANN model in variant II is characterized by a higher RMSE error than in variant 

I in all the datasets. It should be noted, however, that, although the R2 coefficient is slightly 

lower compared to variant I, it still has a high value, which proves the good quality of fit 

of the generated ANN model. 

For variant III, the ANN model has an even higher RMSE error, and the R2 coefficient 

is lower compared to the previous two variants. It can therefore be assumed that the 

omission of meteorological data when building the ANN model had a negative impact on 

its ability to precisely forecast flood risk. 

The generated ANN model in variant IV presents the highest RMSE error among all 

the ANN variants and the lowest R2 coefficient, which indicates that it is the least precise 

variant compared to the others. A significant deterioration in model performance was 

observed, especially for high values of the parameters (hsw_fc) (Figure A1h), which 

disqualifies the model in variant IV as a tool for forecasting flood risk in the studied 

catchment. 

In the case of XGBoost models, the results are generally less satisfactory compared to 

ANNs. This tendency is visible for all comparable variants and is manifested by higher 

RMSE error values and lower R2 coefficient values. 

The research shows that, for the adopted study case, the generated ANN models 

allow each time to achieve higher efficiency in forecasting the maximum stormwater level 

(hsw_fc) compared to the models developed using XGBoost. Increasing the number of input 

parameters results in a beneficial increase in model performance for both tested machine 

learning methods. Performance improvement was noted especially in the range of high 

parameter values (hsw_fc), which are crucial for flood risk management. 

The research proves that, using only data from observations of the rainfall depth and 

stormwater level in a stream, in many cases, a reliable forecast can be made for a small 

drainage catchment (Figure A1g). However, using only these parameters does not take 

into account many issues that affect the amount of surface runoff. Therefore, under 

specific conditions, this may lead to inaccurate forecasts. 

Based on the values of the RMSE and R2 indicators for the individual machine 

learning methods presented in Table 1, it can be concluded that the ANN model in variant 

I provides the best prediction. This variant additionally takes into account all the input 

parameters. For this reason, an analysis of the impact of the input parameters on the value 

of the maximum stormwater level in the stream (SHAP analysis) was carried out for this 

machine learning model. 

3.2. The SHapley Additive exPlanations (SHAP) Method 

The SHapley Additive exPlanations (SHAP) method was used to determine the 

impact of the adopted parameters on the maximum stormwater level in the small stream. 

SHAP analysis was performed using data obtained for the artificial neural network model 

that was characterized by the highest degree of efficiency (the model obtained in variant 

I). The strength of the global and local influences of the individual input parameters on 

the value of the output parameter (hsw_fc) is shown in Figure 6. 
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Figure 6. Results of the sensitivity analysis (SHAP): (a) global feature importance; (b) local 

explanation summary (designations as in Table 1). 
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The sensitivity analysis shows that the global key factors influencing the maximum 

stormwater level (hsw_fc) are the parameters describing the temporary distribution depth of 

the current precipitation (precipitation for which the forecast is made). In particular, this 

applies to the maximum rainfall depths for 15 (hr_15min), 60 (hr_60min), and 360 min (hr_360min). 

Globally, the maximum air temperature of the last seven days (ta_max_7d), the maximum dew 

point temperature of the last seven days (tdw_max_7d), and the average stormwater level of 

the last day (hsw_av_1d) also have a significant impact. On the other hand, the least important 

parameters are those describing the wind speed (va). It is worth noting that the rainfall 

depths from the last day (hr_1d) and the last three days (hr_3d) also have a small global 

impact. This is likely because the rainfall depth over the past few days is somewhat 

correlated with the stormwater level in the stream. The higher the rainfall depth, the 

higher the stormwater level in the stream in the following days [73]. 

Global SHAP analysis gives an overall idea of the importance of a given input parameter 

across the model, while local analysis provides accurate SHAP values for each input 

parameter for a specific observation. For this reason, global analysis may not capture all the 

subtleties and interactions that are visible in local analysis. Although global analysis can take 

into account the main interactions between model input parameters, it is often unable to 

represent these interactions in the way that local analysis does for individual observations. 

In order to better understand the impact of the adopted parameters on predicting the 

maximum stormwater level (hsw_fc) in the analyzed stream, a local SHAP sensitivity 

analysis was performed. Analyzing each case from the test set, it can be noticed that the 

individual omission of parameters characterizing rainfall, for which the value of the 

output parameter (hsw_fc) is predicted, results in the highest values of the SHAP parameter. 

For example, the maximum difference between the predicted value of the maximum 

stormwater level (hsw_fc) in the stream taking into account all the input parameters and the 

predicted result of this parameter without taking into account the rainfall depth from 360 

min (hr_360min) was 59.41 cm. What is worth noting is that there was no constant relationship 

between the values of the parameters characterizing the current rainfall and the values of 

the SHAP parameters. With the increase in the values of the selected parameters 

describing the current rainfall (e.g., hr_5min, hr_20min, and hr_60min), an increase in the value of 

the SHAP parameter was also recorded. However, there were also parameters (e.g., hr_10min, 

hr_15min, and hr_360min) for which a decrease in the SHAP parameter values was observed. 

From a logical point of view, it is not possible to reduce the maximum stormwater level 

(hsw_fc) in a stream as the rainfall depth (hr) increases. However, assigning many parameters 

characterizing the depth of the current rainfall may lead to this type of observation. This is due 

to the fact that individual parameters describing the current rainfall are somehow correlated 

with each other. Nevertheless, reflecting the key phenomenon of the temporary distribution 

of rainfall required the adoption of many parameters describing the current rainfall. The sum 

of the SHAP values for all the parameters describing the current rainfall for which the forecast 

is made gives a better picture of the impact of this rainfall on the maximum forecast 

stormwater level (hsw_fc) in the stream. This sum ranges from −3.62 to 118.73 cm, depending on 

the rainfall phenomenon under consideration. Negative values occur only for cases in which 

the stormwater level is determined mainly by rainfall from the previous days. 

The input parameters describing the air temperature (ta) and dew point temperature 

(tdw) also have a significant impact on the forecast value of the maximum stormwater level 

(hsw_fc). From the group of input data describing the air temperature, the highest range of 

SHAP values was recorded for the parameter ta_max _7d (from −5.17 to 6.08). In turn, in the 

group of parameters characterizing the dew point temperature, the highest range of SHAP 

values in the range from −7.40 to 5.51 was observed for the parameter tdw_max _7d. Similarly, 

toward the parameters describing the current rainfall, the values of the individual 

parameters characterizing the air temperature and dew point temperature do not show a 

constant dependence on the SHAP value. However, by summing up the eight SHAP 

values assigned to each of the two meteorological parameters discussed: ta and tdw, a 

relationship between the value of these parameters and the total SHAP value can be 
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demonstrated. The conducted research showed that, as the air temperature increased, the 

total SHAP value obtained for the parameter group (ta) also increased. This relationship 

has also been observed in other studies published so far [50], but they were conducted for 

a larger area of the catchment. An inverse relationship was observed between the total 

SHAP value and the group of parameters describing the dew point temperature (tdw). As 

the dew point temperature decreased, an increase in the total SHAP value was observed. 

Moreover, the total SHAP values for the parameter groups (ta) and (tdw) were characterized 

by a larger range than the SHAP values obtained for the individual parameters. The total 

SHAP values for the air temperature (ta) ranged from −8.92 to 8.72 cm, while the same 

values for the parameter tdw ranged from −10.98 to 8.21 cm. 

For the analyzed study case, the average wind speed from the previous day (va_av_1d) has 

the lowest impact on the maximum forecast stormwater level (hsw_fc). The SHAP values for the 

parameter (va_av_1d) range from −0.54 to 1.02 cm. In general, the parameters describing the wind 

speed have the lowest impact on the output value (hsw_fc) of the ANN model in relation to the 

other studied meteorological parameters. The input variable (va_max_2d) has the maximum 

influence from the group of parameters describing wind speed. The determined SHAP values 

for the parameter (va_max_2d) range from −4.74 to 3.13 cm, but in 91.26% of the examined cases, 

this influence does not exceed ±1 cm. However, the total SHAP value for the eight parameters 

describing the wind speed in the previous days ranges from −1.12 to 4.08 cm. 

One of the main advantages of SHAP analysis is the ability to explain why the 

developed machine learning model generates a specific value of the output parameter for 

a specific observation. A characteristic point for the SHAP method is the base point, which 

refers to the value predicted by the model in the absence of information about the values 

of the input parameters. This is a reference value against which you can understand how 

each feature contributes to the final value of the output parameter for a given example. 

For an ANN model, the baseline is usually the average value predicted by the model for 

all observations in the dataset. 

Figure A2 shows the local SHAP values for three selected cases. For the rainfall for 

22 June 2020 (Appendix B, Figure A2a), the sum of the SHAP values for all the parameters 

describing the current rainfall is 64.25 cm, with the forecast maximum stormwater level 

(hsw_fc) at 109.09 cm. Taking into account the model’s base value of 35.91 cm, the remaining 

input parameters account for 8.93 cm (12.21% increase in the stormwater level). In the case 

of the rainfall for 6 July 2022, the parameters describing the current rainfall give 51.16 cm. 

In turn, the remaining input parameters of the model reduce the output parameter (hsw_fc) 

by 5.33 cm, which is a decrease of 10.41%. Analyzing the case of 23 June 2020, it was 

noticed that the sum of the SHAP values of the parameters describing the current rainfall 

is only 0.25 cm. The remaining input parameters of the model are responsible for as much 

as 99.50% (50.12 cm) of the value of the output parameter (hsw_fc). The key input parameters 

in this particular case turned out to be the parameters relating to the average stormwater 

level in the previous days (hsw_av) and the depth of the rainfall over the last 6 (hr_6h) and 12 

h (hr_12h) of the previous day. 

The research shows that taking into account selected hydrometeorological 

parameters when generating the ANN model allows for mapping and considering the 

current hydrological conditions of the studied catchment. In a situation where wet 

weather has occurred in recent days (conditions for the case of 22 June 2020), the 

remaining input parameters of the ANN model in variant I increase the value of the output 

parameter (hsw_fc). When dry weather persists over the catchment, these parameters reduce 

the value of the parameter (hsw_fc) (e.g., the case of 6 July 2022). The research shows that the 

selected ANN model also takes into account unusual conditions when intense rainfall 

occurs in the recent past (the case of 23 June 2020). In such conditions, the remaining input 

parameters of the model have the greatest impact on the value of the parameter (hsw_fc). 

The relationship noted and described above allows for the development of a flood 

risk forecast for the current hydrological conditions of the catchment. The ANN-based 

platform offers users tools to simulate various weather scenarios. This allows the 
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prediction of the catchment’s response to specific atmospheric conditions, such as intense 

rainfall. Such simulations are extremely useful for decisionmakers and crisis management 

services who need to make key decisions in the context of flood risk management. 

When forecasts indicate the possibility of heavy rainfall and unfavorable hydrological 

conditions, the relevant services have more time to take specific preventive actions. Among 

them, it is worth mentioning the inspection of critical points of the hydrological system, such 

as canals or culverts. Such an inspection allows to identify possible obstacles or blockages that 

may disturb the proper flow of stormwater. Such activities are aimed at ensuring the 

maximum hydraulic capacity of devices and streams, which is key to minimizing the risk of 

flash flooding and thus limiting possible material losses and threats to people. 

4. Discussion 

To successfully forecast flash floods in small streams, it is necessary to collect and 

analyze certain key data. The most important information includes rainfall data. Flash 

floods in small catchments are caused by intense rainfall of short durations, and small 

streams react to such rainfall very quickly, as already pointed out by Bucała-Hrabia et al. 

[74]. This was confirmed by observations on the analyzed stream, for which the highest 

stormwater level recorded so far (151 cm) was caused by rainfall with a duration of 

approximately 40 min and a depth of 41.4 mm. Rainfall of a similar depth (44.6 mm) but 

with a longer duration of 360 min resulted in a maximum stormwater level of 98 cm. 

Another important issue is the measurements within a stream, such as stormwater level 

and flow rate. According to the conducted research, the stormwater level in a stream before 

the rainfall for which a forecast is made is one of the most important parameters. The results 

of the SHAP analysis confirmed the findings of previously published works [75], according to 

which, the lower the stormwater level in the stream, the lower the stormwater level after 

rainfall. The low level of a stream indicates a reduced level of groundwater and low humidity, 

especially in the top layers of soil [76]. In such conditions, a greater amount of rainfall can be 

infiltrated into the ground, thereby reducing the volume of surface runoff over time. 

The research results indicate that high accuracy of the model for predicting the maximum 

stormwater level in a small stream can be obtained by taking into account meteorological data, 

i.e., air temperature, dew point temperature, air humidity, and wind speed. These parameters 

have a direct impact on the level of evapotranspiration. Evapotranspiration, which is a 

combination of evaporation from the soil surface and transpiration from plants, is a key 

process in the water balance of a given area [77]. Performance improvement was noticed 

especially for cases where the parameter hsw_fc had high values. From a practical point of view, 

this is particularly important, because the main purpose of this type of models is to inform 

decisionmakers and the public about the high level of flood risk. Taking into account the 

mentioned meteorological data should not be a problem, as they can be measured by 

meteorological monitoring stations. The cost of maintaining this type of device is usually not 

high, and the operation does not require specialized knowledge and is not time-consuming. 

Hydrological processes occurring in the catchment are complex and often nonlinear. 

Research confirms that machine learning methods can reflect such complex relationships 

without the need to introduce simplified assumptions, which is often unavoidable in 

traditional methods. Moreover, machine learning methods enable the detection of the 

most relevant data for forecasting, which makes it much easier for experts to select 

appropriate practices and implement them in the catchment. We also cannot forget about 

the flexibility of these methods. Machine learning models can be improved and adapted 

to changing conditions and new data, which allows them to increase the performance of 

these models and create real-time flood risk forecasts. Real-time data processing enables 

rapid responses to changing conditions, such as flash floods caused by intense, short-term 

rainfall. The integration of various data sources, such as data from meteorological and 

hydrological stations, into one model results in more accurate forecasts of flood risk in the 

catchment. Modern computing technologies, such as cloud computing and parallel 

computing equipment, enable quick and effective training of machine learning models, 
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even those with complex structures. Many studies have shown [78–80] that the use of 

machine learning methods can lead to improved forecast accuracy compared to traditional 

methods. To sum up, the use of machine learning methods in flood risk forecasting offers 

many advantages, such as the ability to process large amounts of input variables, model 

complex relationships, and adapt to changing conditions. However, it is also important to 

be aware of the limitations of these methods and to constantly verify their results in the 

context of real data and expert experiences. Only such an approach will ensure the effective 

implementation of sustainable development goals in terms of controlling natural 

phenomena [81]. 

Limitations of the research are the relatively short period of collecting 

hydrometeorological data and, consequently, the small number of events generating high 

stormwater levels in the stream. This is due to the fact that rainfall causing a high risk of 

flood hazard in the analyzed catchment is characterized by a low probability of occurrence 

and a short duration. Another significant limitation was that the scope of the study 

focused only on one stream. Although the analyzed stream is an important element of the 

hydrological system of the city of Rzeszow, there are also other small streams in its close 

vicinity. Taking them into account in the analysis would provide a more comprehensive 

view of how various parameters influence the formation of the maximum stormwater 

levels in the catchment, depending on its characteristics. Considering other small streams 

in the vicinity of the analyzed catchment would provide a more global picture of the 

possibilities of forecasting maximum stormwater levels using machine learning models. 

When developing models to predict the maximum level of stormwater in a stream 

based on a long-term dataset, it is also crucial to take into account certain social and 

ecological factors that play a significant role in the dynamics of stormwater runoff in the 

watershed. Demographic changes and urban development, as well as land and water 

management practices, directly affect the hydrological cycle and its responses to extreme 

weather events. Moreover, ecological aspects such as environmental degradation, loss of 

biodiversity, or changes in vegetation cover can have far-reaching effects on the ability of 

a watershed to manage stormwater naturally. Failure to take these elements into account 

in modeling may lead to inaccurate forecasts and flood risk management strategies. 

The construction of retention facilities, such as retention reservoirs or ponds, plays 

an important role in managing the flow of stormwater in a watershed. These structures 

are capable of retaining stormwater during heavy rainfall events, which can reduce the 

immediate flow to streams and potentially lower the peak stormwater levels. In addition, 

increasing public awareness of sustainable stormwater management may result in an 

increase in the use of stormwater harvesting systems, for example, rainwater tanks or the 

use of low impact development (LID) facilities. This type of device can effectively reduce 

the direct outflow of stormwater into streams. 

Also, reconstruction of the stream bed, by widening, deepening, or changing the flow 

direction, has a direct impact on the stream’s ability to transport stormwater. Such changes 

can affect the flow rate, water retention time, and retention capacity of the riverbed. 

Another aspect is also the change in land development, especially urbanization and 

changes in land use, such as the transformation of green areas into built-up areas. Such 

activities lead to a decrease in the permeability of the area and an increase in impervious 

surfaces, which results in the faster and greater outflow of stormwater into streams. 

Failure to take these factors into account in machine learning models may lead to less 

accurate and comprehensive forecasts of the maximum stormwater levels in streams. This, 

in turn, may have a negative impact on the management of water resources in the 

analyzed watershed area. In many cases, a lack of analysis of the impact of retention 

facilities, rainwater collection systems, changes in the geometry of streambeds, and 

changes in land use means that models may not be able to precisely predict the effects of 

extreme weather events. This gap in data and analysis may lead to an underestimation of 

the flood risk, which, in turn, may result in inadequate preparation and responses to 

extreme hydrological conditions. On the other hand, when forecasts are overly alarmist or 
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inadequate to the actual risk, authorities may be forced to implement costly and time-

consuming preventive measures that ultimately turn out to be unnecessary. This not only 

wastes resources but can also lead to reduced community confidence in warning and crisis 

management systems. 

In the analyzed watershed, the failure to take into account social and ecological 

factors in the modeling of the maximum level of stormwater in the stream did not result 

in a deterioration of the results, mainly due to the stability of land use in the years 2020–

2023. During this period, no significant changes were observed in land development or 

the construction of new hydrotechnical facilities, such as retention reservoirs or ponds. 

Moreover, over 90% of the catchment area is undeveloped land. The dominant presence 

of poorly permeable soils in most catchments additionally contributes to the fact that most 

of the volume of stormwater in the stream during extreme rainfall is surface runoff from 

undeveloped areas. Therefore, the omission of these factors in this particular case did not 

significantly impact the accuracy of the maximum stream stormwater level forecasts. 

In terms of further research, several key activities are planned to increase the 

effectiveness and universality of flood risk forecasting methods in small catchments. The 

first step will be to improve the developed ANN model. This is planned to be achieved by 

enriching it with data collected in the future, which will allow for even more accurate and 

reliable forecasts. Model optimization can lead to a better understanding of the 

importance of individual input parameters and the potential need to include additional 

variables. Additionally, it is intended to construct a hydrodynamic model of the studied 

catchment. Such a model will significantly increase the quality of flood risk forecasting by 

taking into account more complex interactions and processes occurring in the catchment. It is 

also planned to develop analogous ANN models for catchments with different characteristics 

(part of urbanized areas, catchment slope, type of soil, or specificity of the hydrological system 

of a given area). All these activities are intended to contribute to the creation of more effective 

and universal tools in the field of flood risk forecasting within small catchments. 

5. Conclusions 

The novelty of this research lies in the unique combination of the specificity of a small 

watershed, the use of machine learning techniques, including ANNs and XGBoost, and 

the focus on a specific hydrological aspect in the form of flash floods, which has not been 

sufficiently explored so far. A key element is also the use of the SHapley Additive 

exPlanations (SHAP) analysis, which enabled the identification of the most important 

meteorological and hydrological factors affecting the accuracy of predicting the maximum 

stormwater level in a small stream. The analysis showed that the ANN models were more 

effective in predicting flood risk compared to the XGBoost models. All four variants of the 

ANN datasets achieved better results in the RMSE and R2 measures compared to the 

models developed using XGBoost. 

The lowest error values were observed for the ANN model developed using the 

dataset in variant I. The research confirmed that the inclusion of meteorological data in 

the model, in addition to rainfall data and the stormwater level in the stream, increases its 

efficiency when forecasting flash floods in small catchments. Using the SHapley Additive 

exPlanations (SHAP) method, the most important factors influencing the forecasts were 

identified. Global and local sensitivity analyses showed that the key parameters are those 

describing the temporal distribution of the rainfall depth, the stormwater level in the 

stream the day before the forecast, and the average maximum air temperature over the 

last 7 days and the average maximum dew point temperature from the last 7 days. 

Nevertheless, the hierarchy of influence of individual parameters may differ significantly, 

depending on the characteristics of the rainfall for which the forecast is made and the 

prevailing hydrological conditions of the catchment. 

The results of this research can be taken into account when developing analogous 

models for predicting flood risk in small catchments. The conducted research may be 

particularly useful when there is a need to quickly develop tools for predicting the 
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maximum stormwater level in a stream. The ANN model can also be connected to other 

monitoring and forecasting systems, such as hydrodynamic model-based flood warning 

systems or weather applications. This will allow us to provide more comprehensive and 

accurate forecasts in real time, though a limitation of this research is certainly the small 

size of the studied catchment area. While this model has been developed with specific 

cases in mind, its structure and approach can be adapted to other geographical areas or 

different catchment types, offering a universal flood risk analysis tool. 
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Appendix A 

Figure A1 shows a comparison between the observed and predicted values of the 

maximum stormwater level (hsw-fc) for the generated ANN and XGBoost models. 
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Figure A1. Comparison between the observed and predicted values of the maximum stormwater 

level (hsw_fc): (a) XGBoost model for variant I; (b) XGBoost model for variant II; (c) XGBoost model 

for variant III; (d) XGBoost model for variant IV; (e) ANN model for variant I; (f) ANN model for 

variant II; (g) ANN model for variant III; (h) ANN model for variant IV (blue dot—value of the 

maximum stormwater level; red dotted line—regression line; green line—line of perfect fit). 
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Appendix B 

Figure A2 shows the local SHAP values for the selected cases. 

 

(a) 
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Figure A2. SHAP values for a single observation: (a) the rainfall of 22 June 2020; (b) the rainfall of 6 

July 2022; (c) the rainfall of 23 June 2020 (designations as in Table 1). 
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