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Abstract: Public utility bus (PUB) systems and passenger behaviors drastically changed during the
COVID-19 pandemic. This study assessed the clustered behavior of 505 PUB passengers using feature
selection, K-means clustering, and particle swarm optimization (PSO). The wrapper method was seen
to be the best among the six feature selection techniques through recursive feature selection with a
90% training set and a 10% testing set. It was revealed that this technique produced 26 optimal feature
subsets. These features were then fed into K-means clustering and PSO to find PUB passengers’
clusters. The algorithm was tested using 12 different parameter settings to find the best outcome.
As a result, the optimal parameter combination produced 23 clusters. Utilizing the Pareto analysis,
the study only considered the vital clusters. Specifically, five vital clusters were found to have
comprehensive similarities in demographics and feature responses. The PUB stakeholders could use
the cluster findings as a benchmark to improve the current system.

Keywords: public utility bus (PUB); passenger; feature selection; k-means clustering; particle swarm
optimization (PSO)

1. Introduction

Public utility bus (PUB) transports passengers from one city to another. It also provides
employment and resources that benefit everyone worldwide. Due to rapid urban growth,
the demand for public transportation has increased. Hence, Mayo and Taboada [1] recom-
mended focusing on the public transportation system’s safety, affordability, accessibility,
and sustainability. In the Philippines, commuting passengers frequently use PUB for public
transportation [1,2]. Additionally, PUB is used to transport goods and products, which
positively influences economic development [1]. According to Dela Peña [3], approximately
8% of the Metro Manila population (one of the largest urban areas in the Philippines) uses
PUB daily. Metro Manila comprises 12.4% of the total population in the Philippines [4].
Hence, 87.6% of Filipinos reside outside Metro Manila. They live in rural and urban–rural
mixed areas and residents of these cities use PUBs frequently [1]. Thus, the Philippines
needs consistent and effective PUB operations regardless of the population density.

Since the coronavirus disease (COVID-19) started in the Philippines, public transporta-
tion restrictions have been implemented. By the end of 2021, PUB was only allowed to
operate at 75% capacity [5]. Before entering the vehicle, PUB passengers were required to
undergo a temperature check and alcohol disinfection. PUB passengers were also mandated
to wear face masks and shields. Moreover, standing passengers were not allowed. Since
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several factors affected the Philippines’ PUB system during the COVID-19 pandemic, Cahi-
gas et al. [6] identified the most relevant features, the researchers evaluated the following
variables with underlying features: accessibility, safety, economic benefit, crisis manage-
ment, trust, attitude, subjective norm, perceived behavioral control, and intention to use.
The corresponding features are fed into machine learning and metaheuristic algorithms.

One of the machine learning techniques utilized in the study is known as feature selec-
tion or feature engineering. It distinguishes the most important features and eliminates
unimportant features [7,8]. The important features are utilized to increase data prediction
accuracy [9]. Through feature selection, data are transformed into a more logical set of
information. This current research study used feature selection to find the most suitable
features affecting the behavior of PUB passengers. Since feature selection consists of several
extraction techniques, this study focused on six feature selection techniques. Specifically,
the feature selection techniques were (1) filter-correlation, (2) filter-univariate selection,
(3) wrapper-backward elimination, (4) recursive feature elimination (RFE), (5) embedded-
LASSO, and (6) stepwise regression. The current study used these feature selection tech-
niques because of their high prediction/accuracy rates [9–11]. After feature selection, the
researchers utilized another machine learning technique known as K-means clustering.

K-means clustering is a well-known clustering algorithm that groups data sets into
different clusters by applying ordinary sample mean with asymptotic behavior [12–14]. It
is an iterative process that generates different clusters for every initialization [12,13]. Re-
searchers commonly use K-means clustering because of its simplicity and efficiency [13,14].
However, the foundation of K-means clustering is weak because it starts with a random
initial centroid. Since the current study utilizes actual survey responses with several fea-
tures/attributes, random initial centroid might negatively affect the succeeding centroids
of features. Therefore, this study applied a metaheuristic algorithm to find the optimal
initial centroid of K-means.

Particle swarm optimization (PSO) is a metaheuristic approach that analyzes the
movement of particles [15,16]. Each particle generates and keeps new locations until the
parameters are met [15]. The current study used PSO because it has memory and keeps
different sets of solution and fitness values until the optimal solution is met, which other
metaheuristic approaches lack.

Despite available studies, researchers have not yet explored the combination of
multiple-feature selection techniques, K-means clustering, and PSO in PUB passenger
behavior. Although some studies compared at least three feature selection techniques, the
results were limited to distinguishing the advantages and disadvantages of feature selection
techniques [10,17,18]. These feature selection studies failed to comprehensively analyze
machine learning and metaheuristic algorithms. The studies of Anderson [19] and Fotouhi
and Montazeri-Gh [20] applied K-means clustering to improve the transport system but
failed to discuss the passengers’ behavior. Furthermore, researchers commonly used PSO to
optimize the number of passengers and develop transport routes [19–24]. However, these
PSO-related studies excluded the importance of analyzing passengers’ behavior which
could also affect ridership and movement of public transportation modes. Therefore, there
is a lack of studies utilizing feature selection, K-means clustering, and PSO to learn and
properly assess the PUB passengers’ behavior.

Following the research gap, the subsequent research questions are developed: (1) How
can feature selection, K-means, and PSO generate the optimal clusters? (2) What are the op-
timal PUB passengers clusters? and (3) What are the characteristics of the optimal clusters?

The researchers aimed to find the optimal PUB passenger clusters based on their
COVID-19 pandemic behavior by integrating feature selection, K-means clustering, and
PSO. This study proposed a novel method by eliminating traditional statistical procedures.
It employed six feature selection techniques (filter-correlation, filter-univariate selection,
wrapper-backward elimination, recursive feature elimination, embedded-LASSO, and step-
wise regression) to find the most important features. In addition, K-means clustering and
PSO were combined for clustering purposes. Therefore, the purpose of integrating feature
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selection, K-means clustering, and PSO stemmed from the identification of significant
features to focus on essential PUB passenger-related factors during the era of COVID-19.
Determining critical factors allows stakeholders to maximize their resources upon the
materialization of practical implications. The researchers also combined the methods to
analyze Filipino passengers’ demographic features. Since the study would receive real-time
survey responses, the K-means clustering and PSO could compartmentalize PUB passenger
profiles. Overall, the integrated methods reflected the actual scenarios affecting Philippine
public transportation, the economy, and PUB passengers’ behavior.

The study’s contributions are (1) determining the appropriate PUB passengers’ clusters
during the COVID-19 pandemic. It is necessary to group the passengers according to their
unique characteristics to easily find their similarities. (2) The government, PUB companies,
and PUB drivers can adapt the optimal clusters in developing a more efficient PUB system.
Every region caters to different demographic characteristics and PUB passengers’ needs,
and the results are anticipated to help the PUB stakeholders create comprehensive protocols.
Since quarantine restrictions limit the mobility of passengers, passengers have a high
demand for quality and efficient public transport services. (3) The application of feature
selection, K-means clustering, and PSO to the public transportation and academic sector.
To the best of the researchers’ knowledge, researchers have not published this combined
approach yet. Thus, presenting a study that employs feature selection, K-means cluster,
and PSO reveals the possibility of exploring the three methods’ different uses.

2. Literature Review

This section presents the reviews of relevant studies over the years. The first section
tackles nine features affecting PUB passengers’ behaviors. The second section reveals the
six feature selection techniques. The third subsection discusses the principles and past
studies about K-means clustering. Lastly, particle swarm optimization (PSO) is elaborated
by showing its theories and applications in transportation and related studies.

2.1. Features Affecting the PUB Passengers’ Behaviors

Accessibility pertains to the ease of accessing a public transportation mode, specifically
a public utility bus (PUB) [25,26]. PUB is necessary for Filipinos because it is one of the
Philippines’ primary public transportation modes [27]. It is imperative to have accessible
PUB as it transports passengers and goods. Thus, the government needs to continuously
improve PUB stop locations, routes, and ticket purchase systems since these factors affect
passenger satisfaction. Chen et al. [28] added that the number of PUBs and drivers must be
carefully analyzed alongside the passenger demands. Tiglao et al. [27] emphasized that
accessibility in the Philippines significantly affects passengers’ perceptions. In Vietnam,
PUB passenger ridership decreased because other public transportation modes provided
convenience and innovative systems [29]. Furthermore, inconvenience and inaccessibility
result in poor public transportation modes [30]. Hence, accessibility is a way to determine
areas of improvement in public transport planning [31].

Safety has a direct relationship with passengers, drivers, and the environment. It
deals with passenger security and riding comfort [25,27]. The driver’s attitude and driving
capability are also considered [27,32]. Moreover, the environment describes cleanliness,
onboarding and offboarding systems, low crime rate, and accident-free ride [27,32,33]. All
these factors contribute to public safety. One study stated that some designated stops in
the Philippines are poorly maintained due to the lack of road lights and signs [27]. It is
recommended to prioritize road safety because most passengers feel satisfied when their
safety is guaranteed [33]. Thus, a past study ran multiple simulations to ensure appropriate
bus boarding and alighting design [34]. They proposed four strategies and found two
significant strategies. First, they recommended the transition from disembarkation to em-
barkation process to improve bus disembarkation efficiency [34]. Second, the redesigning of
lower and rear doors increased boarding and alighting efficiency by 40% to 50% [34]. These



Sustainability 2023, 15, 7410 4 of 31

heightened approaches toward public transportation safety would increase the country’s
economic growth.

Economic benefit describes the person’s ability to afford a PUB ride for essential
needs (work, healthcare, school, etc.) [31]. PUB rides should be affordable and efficient
to support the country’s economy [26]. A developed public transportation system means
positive social benefits and urban living [22]. Public transportation system development is
associated with an employment increase, and many citizens benefit from employment. In
return, cash flow circulates perpetually. Rasoolimanesh et al. [35] concluded that economic
benefit positively affects passengers’ perceptions and infrastructure development. In
addition, Atombo and Wemegah [26] also noted that passengers must be allowed to access
various public transport modes because this affects passenger satisfaction. An economic
benefit is not only measured through affordability but also by the saving of time [31].

Crisis management refers to the COVID-19 preventive measures implemented by
the government and healthcare organizations [36]. The past study stated that crisis man-
agement plays a primary role in recovering from passengers’ perceived risks of using
public transportation modes. In the Philippines, passengers, drivers, and conductors must
follow COVID-19 preventive measures [37]. Before onboarding PUBs, all individuals must
wear face masks, pass the temperature check, and disinfect their hands. PUBs can only
operate at 75% capacity, and standing passengers are not allowed [5]. Similar to Indonesia’s
situation, people preferred following COVID-19 protocols such as avoiding large crowds,
using face masks, and participating in vaccination programs [38]. In Australia, citizens
have negative perceptions of using public transport modes [39]. Although Australia had
minimal COVID-19 cases in 2021, the study of Thomas et al. [39] revealed that the number
of COVID-19 cases did not positively affect the passenger’s public transportation behavior.
Instead, the presence of COVID-19 makes people fear and be more vigilant. Bus passengers
were inclined to avoid crowds and limit human interaction [34,40]. People feel threatened
by sharing public space and prefer using private transport modes [37,40].

Trust describes the reliability of a specific action or object [41]. It may apply to
behavioral relationships between people and dependency on a particular object. Trust
is measured by knowing a passenger’s confidence in riding PUB during the COVID-19
pandemic [42]. Moreover, PUB’s physical condition matters (cleanliness, mechanical parts,
etc.) [25]. Another study confirmed that trust strongly influenced passengers’ attitudes
toward using public transportation modes [41]. Trust is also a component of the PUB’s
service atmosphere. It coincides with the PUB’s layout and mechanics, which were found
the strongest predictors influencing passengers’ usage of buses [29]. Overall, trust is a
long-term insight, resulting in a highly positive or negative influence [43].

Attitude defines the person’s behavior to perform a behavior [44]. It involves positive
and negative emotions affecting a person’s judgment [45]. Borhan et al. [41] connected atti-
tude in choosing a transportation mode in the transportation sector. People have different
preferences and may prefer a certain transportation mode over other options. Nowadays,
passengers also consider the effects of COVID-19 when riding any public transportation
mode. Lee et al. [46] discovered a significant relationship between passengers’ attitudes and
willingness to use public transportation during the COVID-19 pandemic. They confirmed
that the presence of COVID-19 made people feel reluctant to ride public transportation
modes. Similarly, non-regular users of public transportation in Australia have a negative
travel attitude due to COVID-19 [39]. Since public transportation is a shared public space,
people are more willing to explore other travel modes, such as cycling and walking [47].
Thus, attitude helps understand behavioral changes, which may result in either favorable
or unfavorable evaluations [44].

In addition, factors affecting individual behavior under the theory of planned behavior
affect overall intentions. The subjective norm is the resulting behavior of an individual
based on social pressure [44,47]. Social pressure occurs due to the perceptions of family
members, friends, and acquaintances [47]. People share experiences and principles and
tend to follow the group’s social norms for consistency [48]. They tend to follow the
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majority to mitigate conflicts. As a resulting behavior, people are inclined to seek social
approval because they dislike being punished and abandoned [49]. Meanwhile, others use
social pressure to contribute to goodness and encourage positivity [50].

Perceived behavioral control is the ability of a person to perform the intended be-
havior [44]. In this study, perceived behavioral control pertains to the ease or difficulty
of riding a PUB. Perceived behavioral control is affected by several factors, including the
environment, available resources, and psychological interests [44]. Thus, it directly impacts
the behavioral changes of individuals [47]. A study was conducted in Qatar to determine
the behavior of citizens in riding public transportation [51]. Past research disclosed that
the citizens’ perceived behavioral control is important in considering public transport for
work purposes. However, there is a difference between the perceptions of the two genders.
Although perceived behavioral control is important, women have less perceived behavioral
control than men. This instance is associated with the culture and norms adopted by the
citizens of Qatar. Gao et al. [52] also evaluated the perceptions of children and parents about
using public transport. Perceived behavioral control directly impacts students’ commuting
behavior, but it has a lesser effect because most parents drop off and pick up students for
safety purposes. These past studies supported that perceived behavioral control is essential
for determining passenger behavior.

2.2. Feature Selection

Feature selection is a data filtering process that eliminates unimportant features and
retains the important features [7–9]. It has several benefits aiming to improve the overall
data. The accuracy rate increases and computation time decreases by reducing the number
of features [7,53]. Additionally, the data complexity is reduced, making the data easier
to understand [53]. By removing the noise, overfitting is reduced to ensure data consis-
tency [53]. Generally, feature selection improves data structure by increasing its prediction
performance.

Previous studies used feature selection in the transportation sector for different pur-
poses. Many researchers applied feature selection in optimizing transportation routes.
Xiong et al. [54] optimized the emergency vehicle flow for elderly patients. These re-
searchers integrated feature selection into the decision tree model. They tested the com-
bination of several features by setting appropriate training and test set parameters. In
addition, Liu et al. [55] used two feature selection techniques to improve the multi-modal
transportation system in China. First, they proposed a new feature selection technique
by considering the demographic profiles, travel modes, geographic locations, and time.
Second, an embedded method was combined with a bipartite graph to visualize transporta-
tion networks.

Furthermore, Soares et al. [56] applied feature engineering to the transportation and
technology industries. The aforementioned study enhanced the location accuracy of travel
modes and reduced unnecessary transportation costs through feature selection and other au-
tomated machine learning. Additionally, Rodríguez-Sanz et al. [57] predicted the queuing
behavior of airport passengers by applying machine learning algorithms. They enhanced
feature selection results by employing a random forest. Another study predicted the pas-
sengers’ transportation mode choice among car, bus, train, or walking [58]. The past study
compared six feature selection techniques and applied benchmarking and compressive
sensing-based feature selection algorithms to find the most optimal transport mode choice.

Researchers have developed many feature selection techniques to find the most signifi-
cant features in data. Some researchers adapt the existing techniques, while others generate
a more enhanced approach. This current study used feature selection techniques with a
supported accuracy rate [9–11]. The researchers also filtered the suitable feature selection
techniques by considering the study’s data structure. Specifically, this study used six fea-
ture selection techniques (filter-correlation, filter-univariate selection, wrapper-backward
elimination, recursive feature elimination, embedded-LASSO, and stepwise regression).
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2.2.1. Filter Method—Correlation

The filter method is the most straightforward feature selection technique commonly
used by many researchers [10,59]. It has many variations, and correlation is among the
standard approaches. This approach measures the importance of features by calculating the
correlation scores between features and dependent variables [17,18]. Afterward, a ranking
criterion is applied, and the high scorers are considered the most important features. The
filter method involves a statistical-based threshold to eliminate unimportant features [17,53].
Thus, it reduces overfitting, which helps produce optimal solutions [53]. Moreover, the
filter method using correlation is unbiased with any classifiers because it evaluates features
individually [60]. Although the method performs individual assessment, the computation
is fast and efficient [59,61]

2.2.2. Filter Method—Univariate Selection

Univariate selection is another filter approach proposed by researchers that calculates
the scores of important features. It employs analysis of variance (ANOVA) to predict the
important features based on the target variables [17,18]. ANOVA uses an F-test with a
corresponding p-value that tests each feature’s significance [18]. Moreover, this method uses
a specific parameter to separate important and unimportant features [61]. The univariate
selection ensures that the features fit the proposed model based on ANOVA principles.

2.2.3. Wrapper Method—Backward Elimination

The wrapper method finds the optimal solution among the multiple subsets contain-
ing different features [61,62]. It can be processed through forward selection, backward
elimination, and recursive feature elimination (RFE). In forward selection, features are
continuously added until the performance model becomes constant [62]. Backward elim-
ination is the opposite process of forward selection. All features are automatic inputs of
the model and are removed one by one until the model achieves optimal performance [62].
Meanwhile, RFE is discussed in the next subsection. In this study, the forward selection is
excluded from the analysis because it produces a lesser accuracy than backward elimination
and RFE.

Through backward elimination, the order of features within each subset is automati-
cally arranged according to the respective importance [10,18]. This approach uses classifiers
to train the combination of all subsets [59,61]. All subsets are compared, and the subset
with the most significant p-value is considered the best result. Many researchers have
applied the wrapper method because of its high accuracy performance [18,53]. Since the
wrapper method is more extensive than the filter method, it results in greater processing
time and heavier computation.

2.2.4. Wrapper Method—Recursive Feature Elimination

Recursive feature elimination (RFE) trains and compares different sets of feature
combinations [18]. It is a continuous process of eliminating weak features until the RFE
score hits the highest prediction rate [53,55]. RFE scores range from 0 to 1 to find the
most important features. The RFE score is determined using a machine algorithm of
Jupyter Notebook, considering the combination of features and the number of evaluated
features [53]. Furthermore, Liu et al. [55] recommended RFE in big data structure and
industrial problems, which applies to the current study.

2.2.5. Embedded Method—LASSO

The embedded method identifies feature subsets that undergo a learning system to
evaluate feature importance [59]. This approach requires a predictive model to train the
data [17]. In this study, the Least Absolute Shrinkage and Selection Operator (LASSO)
model is the learning algorithm employed in the predictive model. In the LASSO model,
coefficients of unimportant feature combinations are set to zero, and non-zero values are
retained [63]. LASSO applies linear regression principles with L1 regularization [18]. L1
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regularization is also known as the subset selection through least squares regression [63].
The embedded method is almost similar to the wrapper method, but the embedded trains
features without iteration while the wrapper considers the iteration process.

2.2.6. Stepwise Regression

Stepwise regression is a feature selection method that continually adds significant
features and removes insignificant features to/from the subset [9]. It is a statistical approach
used to predict the relationship between variables of linear models. Moreover, it evaluates
the effect of each feature/variable on the model; features are eliminated or added depending
on the statistical significance values [64]. Since stepwise regression reduces dimensionality,
all features undergo refinement. Hence, it can easily find the best predictor in every
subset [7]. Overall, stepwise regression increases the correlation between dependent and
independent variables.

2.3. K-Means Clustering

K-means is a partition-based algorithm that assigns data points to clusters [12,13].
Afterward, data points in similar clusters generate centroids [12–14]. The centroid is also
known as the mean of the data points within a cluster, but the initial centroid in K-means is
randomly generated. Overall, K-means aims to group data points into the optimal number
of clusters and minimize the sum of squared error (SSE). SSE should be minimized because
it measures the error between data points in a cluster and the nearest cluster [13]. If the
SSE has a lower value, clusters are more compact. It also signifies that data points are
appropriately grouped or clustered. Since K-means is an iterative process, old and new
centroids are constantly compared according to tolerance limits [13]. This approach makes
K-means a well-built clustering algorithm because it automatically detects all clusters with
appropriate centroids. In this study, the important features from each feature selection
technique undergo K-means clustering.

Many researchers used K-means clustering in the transportation sector. Fotouhi
and Montazeri-Gh [20] developed driving patterns in Tehran, Iran. They analyzed the
driver’s average speed and idle time through K-means. As a result, they generated clusters
with corresponding traffic conditions. Anderson [19] identified clusters describing road
accidents in London, England, through attributes and types of road collisions. The past
study’s attributes are relevant to roads, transportation, and infrastructure.

Meanwhile, road collisions pertain to the characteristics of accidents. Aside from road
characteristics, some studies also evaluate passenger behavior through K-means clustering.
Eltved et al. [65] identified the impact of a 3-month rail line closure in Greater Copenhagen,
Denmark. The researchers applied the K-means algorithm to identify passengers’ behavior
before and after the rail station closure. Li et al. [66] combined K-means clustering and
operation research approaches to determine the effectiveness of passenger satisfaction
assessment on rail transits in Shanghai, China. The researchers used a modified K-means
method to find appropriate clusters of passengers dependent on the rail transit lines.
Additionally, Shen et al. [67] used K-means to cluster passengers according to travel time
and distance. These researchers customized a bus boarding system to determine the
appropriate bus stop and destination points.

2.4. Particle Swarm Optimization

Particle swarm optimization (PSO) is derived from the swarming behavior of organ-
isms, such as bird flocking and fish schooling [15,16]. Particles or organisms move to a
specific location without instructions, enhancing the particles’ abilities to find the best
fitness points [68]. Fitness pertains to the optimal solution based on the PSO algorithm’s
objective. In this study, PSO reflects the movement of data points within the clusters.
The movement consists of changes in location and velocity, inclined towards the parti-
cle’s best experience (pbest) and global best experience (gbest). Pbest is the best fitness
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achieved by a particle, while gbest is the best fitness achieved by any particle from the entire
population [14,15].

Past studies utilized PSO to improve public transportation routes. Specifically, Zhong
et al. [22] proposed an improved PSO algorithm to optimize bus transit routes in Dalian,
China. The study aimed to serve more bus passengers to increase bus efficiency and meet
passenger demands. Kechagiopoulos and Beligiannis [21] focused on the road problems
affecting public and private transportation users. The PSO inputs are travel time, demand,
and road network structure. Interestingly, Peng et al. [69] applied the multiple-objective
PSO-crowding distance approach to the structural design of railroad vehicles. They re-
duced the crash impacts of rail accidents by integrating the proposed PSO into other
optimization methods.

Furthermore, Li et al. [24] evaluated China’s three primary high-speed rail networks.
The optimal high-speed rail routes and passenger assignments for each rail section are
identified through PSO. Moreover, Xiao et al. [70] integrated PSO and neutral network
to increase travel mode detection accuracy in Global Positioning System (GPS). They
supported that PSO enhanced the neural network’s classification performance.

Table 1 outlines the aforementioned studies from Sections 2.2–2.4. All these studies
are relevant to the public transportation system and passenger behavior. Most importantly,
the researchers utilized machine learning and metaheuristic algorithms.

Table 1. Summary of relevant studies.

Author(s) Year Country Public Transport Mode Purpose of the Study Methodology

Xiong et al. [54] 2021 USA Emergency vehicle Optimization of emergency vehicle flow
for elderly patients

Feature selection (general) and
decision tree model

Liu et al. [55] 2021 China Bus, train, car, taxi, and
bicycle

Improvement of the multi-modal
transportation system in China

Feature selection (proposed and
embedded method), bipartite graph,
and post-processing algorithm
(proposed)

Soares et al. [56] 2019 USA Car, train, and bus
Enhancement of the travel modes’
location accuracy and reduction of
unnecessary costs

Feature engineering (principal
component analysis) and automated
machine learning (AutoSklearn)

Rodríguez-Sanz
et al. [57] 2021 Spain Aviation

Prediction of airport passengers’
queuing behavior at check-in desks and
security controls

Random forest, feature analysis
(proposed), and machine learning
(simulation)

Yang and Ma [58] 2019 Sydney, Australia Car, train, and bus The identification of the most optimal
public transport mode choice

Feature selection (Laplacian score,
ReliefF, SimbaLinear, mutual
information quotient, Genetic
Programming, Dynamic Relevance,
and Joint Mutual Information
Maximization approach) and
compressive sensing-based feature
selection algorithm

Fotouhi and
Montazeri-Gh [20] 2013 Tehran, Iran Car The enhancement of traffic conditions by

evaluating driving patterns
Feature extraction (proposed) and
K-means clustering

Anderson [19] 2009 London, England General Mitigation of road accidents to promote
safety and security

Kernel Density Estimation and
K-means clustering

Eltved et al. [65] 2021
Greater

Copenhagen,
Denmark

Train Investigation of passenger behavior
before and after the train station closure K-means algorithm

Li et al. [66] 2021 Train Shanghai, China
The effectiveness of passenger
satisfaction assessment on train transit
lines

K-means clustering and operation
research (double hierarchy hesitant
linguistic term sets (DHHLTSs) and
alternative queuing method (AQM))

Shen et al. [67] 2021 China Bus
Customization of the bus boarding
system to determine the appropriate bus
stop and destination points

K-means clustering

Zhong et al. [22] 2016 Dalian, China Bus
Proposal of new bus transit routes to
increase bus efficiency and meet
passenger demands

Particle swarm optimization

Kechagiopoulos
and Beligiannis [21] 2014 Switzerland Bus

Centered on the road problems affecting
users of public and private
transportation modes

Particle swarm optimization
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Table 1. Cont.

Author(s) Year Country Public Transport Mode Purpose of the Study Methodology

Peng et al. [69] 2023 China Train
Proposal of hybrid optimization
decision systems in assessing the
structural design of railroad vehicles

VlseKriterijumska Optimizacija I
Kompromisno Resenje (VIKOR),
multiple objective particle swarm
optimization-crowding distance
(MOPSO-CD), and evolutionary
algorithm and repetitive VIKOR

Li et al. [24] 2020 China Train
Evaluation of three primary high-speed
rail networks and passenger
assignments for each rail section

Bi-level multi-objective mixed integer
nonlinear programming model and
particle swarm optimization

Xiao et al. [70] 2015 Shanghai, China Bike, bus, and car Increasing the travel mode detection
accuracy in Global Positioning System

Particle swarm optimization and
neural network

3. Methodology

The methodology section is divided into three parts: (1) data collection, (2) feature
selection, and (3) a combination of K-means clustering and PSO algorithm. First, the data
collection introduced the sampling technique and demographic profile of participants.
Second, feature selection discussed the application of six feature selection techniques. The
K-means clustering and PSO algorithm utilized the optimal output from feature selection.
Finally, the K-means and PSO algorithms were implemented. Figure 1 demonstrates the
proposed processes.
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3.1. Data Collection and Preparation

This study employed a purposive sampling technique to collect data from the targeted
participants. Based on the Yamane Taro Formula and optimal 5% sampling error, at least
399 participants should be collected [71]. This study exceeded the minimum required
participants by gathering 505 PUB passengers residing in different cities of the Philippines.
All the participants voluntarily participated in an online questionnaire hosted through
Google Forms. The study’s objectives and real-life contributions were posted on social
media platforms (LinkedIn, Facebook, and Instagram), enticing the targeted participants
to partake.
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The researchers adopted the questionnaire from Cahigas et al. [6]. The questionnaire
was utilized because it focused on PUB passenger behavior during the COVID-19 pan-
demic in the Philippines. The questionnaire contained 9 variables affecting PUB passenger
behavior during the pandemic. These variables were accessibility, safety, economic benefit,
crisis management, trust, attitude, subjective norm, perceived behavioral control, and
intention to use—corresponding to 58 features. The indicator numbers in the study of
Cahigas et al. [6] were identified as feature numbers (e.g., AC1, AC2, SA1, SA2, EB1, EB2,
etc.) in the current study.

Table S1 in Supplementary Materials shows 58 features evaluated in the study. It was
previously discussed that the features were collated by Cahigas et al. [6] in investigating
PUB passengers’ perceptions. The present study adopted the same set of features because
all 58 features were supported at a 0.05 significance level. In addition, all features passed the
0.50 minimum factor loading value. Significance level and factor loading were important
aspects of selecting the features because they validate logical relevance and consistency to
the overall model.

Furthermore, the participants’ demographic profiles were gathered from the question-
naire. Only a few male PUB passengers (17.43%) participated because they were more open
to using an informal public transport mode. More than half of the participants were female
(82.57%) because they preferred PUB, an economical formal type of public transportation
in the Philippines. The common ages of participants ranged from 18 to 24 (52.87%) and
25 to 34 (29.11%) because these ages were less susceptible to severe COVID-19 effects.
They could use PUB with fewer worries than other age groups. Another study testified
that young passengers use a bus more frequently than older generations [28]. Most of
the participants were students (35.05%), followed by unemployed individuals (29.70%),
full-time employees (23.96%), self-employed individuals (6.73%), and part-time employees
(4.56%). The employment status coincides with the education level. College students
ranked first (32.08%), bachelor’s degree holders ranked second (31.09%), and associate’s
degree holders ranked third (9.31%). Furthermore, at least 80% of the participants chose
the smallest amount for allowances and expenses. Most of the participants allotted at
most PHP 500 for daily allowance and at most PHP 200 for daily PUB expenses. This
result suggested that individuals prioritize inexpensive public transport modes because the
COVID-19 pandemic impacted the global economy and individual resources. Passengers
were inclined to save money since they realized the importance of needs over wants. Lastly,
only 22.57% of the participants possessed a private car at home, while 77.43% did not own
any vehicles. Thus, more than half of the participants were forced to ride a public transport
mode to perform their intended activities.

3.2. Feature Selection

This study assessed 58 features from 9 latent variables. Since several features affected
the PUB passenger behavior during COVID-19, it was essential to filter the features through
feature selection. This technique aimed to retain significant features producing a higher
accuracy performance. Hence, insignificant features were eliminated from the model.
Furthermore, the data set was classified as supervised learning because the class (perceived
passenger behavior) was known. Figure 2 illustrates the universal process flow of the
feature selection technique. Jupyter Notebook and SPSS 22 were utilized to perform
this process.
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3.2.1. Filter Method—Correlation

This study assessed 58 features from 9 latent variables. The relationship between the
58 features and 1 dependent variable (perceived passenger behavior) was evaluated in the
filter method using Pearson correlation. Features with a correlation value ranging from
−1.00 to −0.50 and 0.50 to 1.00 were deemed acceptable [53]. A correlation value that is
closer to 1 indicates a strong positive correlation, and values closer to −1 define a strong
negative correlation. The equation can be found in Supplementary Materials (Feature
Selection Equations).

A total of 23 features were generated in this step. Afterward, multicollinearity was
verified by applying correlation to the pre-identified 23 features. Multicollinearity occurs
when multiple independent variables are highly correlated [72]. All features paired and
correlated with each other using Equation (S1) and underwent the second correlation step.
Features with less than 0.50 correlation values passed the multicollinearity test. Meanwhile,
features with at least 0.50 correlation values in the second correlation step were to be
reevaluated. In the reevaluation process, the paired features’ first-step correlation values
were evaluated instead of the second value. A feature with a higher original correlation
value would remain in the optimal feature subset list and the one with a lesser value would
be eliminated.

3.2.2. Filter Method—Univariate Selection

The univariate selection was performed by combining SelectKBest and chi2 pack-
ages. This combination helps find the features with the highest scores. The researchers
found the best features by eliminating features that failed to meet the minimum p-value
significance level of 0.05. Its equation is presented in Supplementary Materials (Feature
Selection Equations).
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3.2.3. Wrapper Method—Backward Elimination

All the features were considered at the beginning of the wrapper method’s backward
elimination. This study utilized the Ordinary Least Squares (OLS) model to perform back-
ward elimination. OLS predicts the regression between multiple features and targeted
variables [51]. Through OLS, the model’s performance was validated by removing the
worst-performing feature one by one. The iteration process ended when all the p-values
were below 0.05. Backward elimination’s formula representation is located in Supplemen-
tary Materials (Feature Selection Equations).

3.2.4. Wrapper Method—Recursive Feature Elimination

Through the wrapper method’s Recursive Feature Elimination (RFE), all 58 features
were fed into the model. Unimportant features were removed, and the model was trained
recursively according to the same training and testing sets (random state = 0). The re-
searchers tried test sizes from 0.10 to 0.90 with an increment of 0.10 to find the highest
RFE accuracy score. For each training and testing set, the optimal number of features was
determined. Finally, the optimal number was keyed into the model to generate the optimal
feature subset.

3.2.5. Wrapper Method—Embedded Method—LASSO

An embedded method applies LASSO regression to shrink the coefficient values [63].
LASSO regression penalized coefficients of unimportant features by setting them to 0. Thus,
features with 0 coefficient values were eliminated from the model. Meanwhile, non-zero
values were retained as they positively or negatively impacted the model. This overall
process is expressed as a formula (Supplementary Materials: Feature Selection Equations).

3.2.6. Stepwise Regression

Stepwise regression was performed by using SPSS. SPSS tool’s stepwise regression
function tests the model’s accuracy by continuously adding or removing features [9,64].
First, the data was imported into the SPSS. The dependent variable pertains to the data’s
class, and the 58 features were considered independent variables. Finally, the SPSS gener-
ated the features’ corresponding coefficients and p-values. This study applied a 0.05 mini-
mum significance level.

3.3. K-Means Clustering and PSO Algorithm

This study combined K-means clustering and the PSO algorithm to generate appropri-
ate PUB passenger clusters. K-means clustering and the PSO algorithm were combined to
improve the clustering of data points. Since K-means clustering had a weak initial centroid
approach, PSO strengthened the generation solution. The data set was generated from the
feature selection’s optimal feature subsets. Afterward, the subsets underwent iteration
until the optimal centroid was developed. Figure 3 displays the solution representation
of the combined methods, where C is the generated centroid, D is the dimension from the
optimal subset, and t is the number of iterations.
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Table 2 defines the parameters utilized in the model. Since PSO is a metaheuristic
algorithm, predefined parameters were necessary. The number of particles (N), inertia
weight (w), first acceleration coefficient (c1), and second acceleration coefficient (c2) un-
derwent simulation as they produced different fitness values. Afterward, the calculated
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cluster (M) value was rounded up to the nearest whole number (Supplementary Materials:
PSO Initialization Equations). The number of iterations (T) was determined through the
elbow method. Using the existing parameters, the iteration that produced stable results
was chosen. This parameter was also supported by Kuo et al. [68]. Lastly, the optimal
number of runs (r) was supported by Ryan et al. [73].

Table 2. Parameter settings of the model.

Parameter Value Note

N 20, 30, 40 References: Xu et al. [74]; Piotrowski et al. [75]
w 0.6, 0.9 References: Xu et al. [74]; Piotrowski et al. [75]
c1 1, 2 References: Xu et al. [74]; Piotrowski et al. [75]
c2 1, 2 References: Xu et al. [74]; Piotrowski et al. [75]
M 23 Supplementary Materials: PSO Initialization Equations
T 200 Measured through simulations and supported by Kuo et al. [68]
r 10 Reference: Ryan et al. [73]

After the parameters were established, data normalization followed. Data normaliza-
tion organized the data set by cleaning and filtering unstructured data from the optimal
feature selection subsets. The normalization process ensured that the data set was standard-
ized. Data redundancy and errors were removed since the study employed a massive data
size. Aside from data modification, the processing time was also reduced. The correspond-
ing equations are displayed in Supplementary Materials (PSO Initialization Equations).

Once the data set was normalized, particles, velocities, and centroids were randomly
generated. Additional conditions were incorporated into the values of particles because
random particles ranged from 0 to 1 in decimals. To convert the particles to binary, random
particles with less than 0.5 values were set to 0; otherwise, they were set to 1. Next, the
sum of particles was calculated to generate the updated clusters and initial centroids. The
cluster validity approaches used to find the optimal number of clusters were the Sum of
Squares Error (SSE) or Sum of Squares Within (SSW), Sum of Squares Between (SSB), and
Total Sum of Squares (TSS). The cluster validity formulas are as follows:

SSE = ∑k
j=1 ∑

nj
i=1

(
Xij −

−
Xj

)2
(1)

SSB =
k

∑
j=1

( −
Xj −

=
X
)2

(2)

TSS = SSE +

(
1

SSB

)
(3)

where i is the row, j is the column, and k and n are the respective data dependent on the
row or column.

The fitness value pertains to the minimum value generated from the sum of TSS for
each cluster. Fitness was needed to generate pbest and gbest. The pbest is the best fitness of
each particle and the gbest is the best fitness of the entire population. The particle’s velocity
is updated by applying Equation (4):

vt
ij = wvt−1

ij + r1ct
1

(
pbestt

ij − xt−1
ij

)
+ r2ct

2

(
gbestt

ij − xt−1
ij

)
(4)

where w is the inertia weight that controls the search space of velocity. It maintains the
convergence and diversity of the algorithm. The r1 and r2 are random numbers from 0
to 1. Meanwhile, the c1 and c2 are fixed acceleration coefficients that influence velocity to
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improve pbest and gbest. After the particle’s velocity was updated, the particle’s location
was updated through Equation (5):

xt
ij = xt−1

ij + vt
ij (5)

where xt
ij is the particle (i,j) at iteration t. Meanwhile, vt

ij is the updated particle’s velocity.
Once the particle’s velocity was updated, the process was repeated by adding the

particles’ conditions, then updating the number of clusters, updating the centroids, and
applying cluster validity to find the new fitness value. The particle’s location and velocity
were continuously updated until the final gbest met the stopping criteria. Updating process
was terminated once the new pbest fitness had a value greater than the old pbest fitness.
The algorithm aims to produce a lower fitness value than an increasing value. In the end,
the final gbest was used as the optimal centroid. Cluster validity through SSE was applied
using the final gbest. As a result, the optimal number of clusters and their correspond-
ing characteristics were produced. MATLAB R2021a was utilized to perform the entire
algorithm combination.

4. Results and Discussion

Section 4 comprises four subsections. First, feature selection results were discussed.
Second, the findings using K-means clustering and PSO algorithms were elaborated. Third,
the summarized cluster findings were presented. Fourth, the researchers proposed man-
agerial implications.

4.1. Feature Selection

The results of the filter method using correlation are presented in Table 3. Out of
58 features, 7 features were found to be the most significant. If the features were ranked
from highest to lowest, the features were arranged as follows: IU1, IU3, PBC2, AT2, PBC5,
TR3, and SN1. Nevertheless, their ranking did not matter in feature selection as the goal
was to identify the most optimal number of features. Considering the optimal features,
the features pertain to internal variables affecting passengers’ behaviors (trust, attitude,
subjective norm, perceived behavioral control, and intention to use). This suggested that
the filter method through correlation found more importance on internal features than
external features (accessibility, safety, economic benefit, and crisis management).

Table 3. Filter method through correlation.

Number Feature Correlation (R) Value

1 TR3 0.5373
2 AT2 0.5674
3 SN1 0.5040
4 PBC2 0.5885
5 PBC5 0.5564
6 IU1 0.6588
7 IU3 0.6403

In this study, only 12.07% of the total features were significant. Compared to the results
generated by Granados-López et al. [53]; they found 72.09% significant features using the
filter method’s correlation. This drastic difference occurred because the current study
evaluated multicollinearity, while the past study did not assess the data’s multicollinearity.
It is vital to eliminate multicollinearity because of misinterpretation due to the extreme
influence of one feature [72]. Furthermore, the correlation values of the seven significant
features (ranging from 0.50 to 0.66) were considered moderate (0.50 to 0.70), which coincides
with the acceptable multicollinearity principle.

Meanwhile, the univariate selection produced fewer significant features than the
correlation method. According to one study, the univariate selection was one of the poor-
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performing feature selections unless limma was added to the filtering process [17]. This
current study had similar results to Bommert et al. [17] because the univariate selection was
the sole feature selection method that generated only one significant variable (intention
to use). Specifically, it was found that 3 out of 58 features were significant. Nonetheless,
the p-values of IU2, IU5, and IU6 were less than 0.05. The three features’ corresponding
chi-square values and p-values are shown in Table 4.

Table 4. Filter method through univariate selection.

Number Feature Chi-Square p-Value

1 IU2 88.9751 0.0043
2 IU5 88.6177 0.0046
3 IU6 81.3142 0.0189

Redundancy is a disadvantage of univariate selection because this filter method does
not consider dependency between features [61]. However, the current study aimed to
evaluate features individually. Thus, the results were deemed acceptable and features that
did not produce a substantial impact on the target variable/class (perceived passenger
behavior) were eliminated. Similar to the study of Matharaarachchi et al. [18], features
were ordered based on the most significant p-values relaying informative features.

By using the wrapper method’s backward elimination, 13 out of 58 features (22.41%)
were considered to be the strongest performing features (Table 5). All 13 features met the
minimum 0.05 significance level. Meanwhile, 7 out of 9 variables had at least 1 feature rep-
resentative. Specifically, the seven variables were accessibility (AC), economic benefit (EB),
crisis management (CM), trust (TR), subjective norm (SN), perceived behavioral control
(PBC), and intention to use (IU). Thus, attitude (ATT) and safety (SA) were insignificant for
the wrapper method’s backward elimination. It could be seen that backward elimination
yielded a better result than the two filter selection techniques. A past study also noted
that backward elimination performed slightly better than other methods because it could
ignore feature arrangement [62]. However, the past study overlooked that RFE was a better
wrapper method than backward elimination.

Table 5. Wrapper method through backward elimination.

Number Feature p-Value

1 AC3 ≤0.05
2 AC7 ≤0.05
3 EB2 ≤0.05
4 CM6 ≤0.05
5 TR4 ≤0.05
6 SN5 ≤0.05
7 PBC1 ≤0.05
8 PBC3 ≤0.05
9 PBC5 ≤0.05
10 IU2 ≤0.05
11 IU3 ≤0.05
12 IU5 ≤0.05
13 IU6 ≤0.05

In RFE, several features were removed recursively until the most optimal combination
was generated. Moreover, the technique entails training and testing sets. Table 6 sum-
marizes the highest RFE accuracy with the corresponding optimal feature combinations.
As seen in the table, RFE accuracy ranges from 0.4817 to 0.7100. There was no minimum
cut-off for RFE accuracy, but a score closest to 1.0000 was the most promising.
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Table 6. Wrapper method through recursive feature elimination.

Training Size Test Size Optimal Number Features RFE Accuracy

90% 10% 26
AC3, AC7, SA3, SA6, EB1, EB2, EB4, CM3, CM6, TR3,
TR4, TR5, AT5, AT6, SN3, SN5, PBC1, PBC2, PBC3,

PBC4, PBC5, IU1, IU2, IU3, IU5, IU6
0.7100

80% 20% 7 CM6, TR4, PBC3, PBC5, IU2, IU5, IU6 0.6436

70% 30% 10 AC3, CM6, TR4, SN5, PBC3, PBC5, IU2, IU3, IU5, IU6 0.6375

60% 40% 13 AC3, AC7, CM6, TR4, AT6, SN5, PBC1, PBC3, PBC5,
IU2, IU3, IU5, IU6 0.6560

50% 50% 8 CM6, TR4, PBC3, PBC5, IU2, IU3, IU5, IU6 0.6095

40% 60% 9 CM6, TR4, SN5, PBC3, PBC5, IU2, IU3, IU5, IU6 0.6004

30% 70% 8 CM6, TR4, PBC3, PBC5, IU2, IU3, IU5, IU6 0.5259

20% 80% 8 CM6, TR4, PBC3, PBC5, IU2, IU3, IU5, IU6 0.4817

10% 90% 3 TR4, PBC3, IU6 0.5299

The highest RFE accuracy belongs to 90% training and 10% testing, and this RFE split
was considered to be the optimal solution among all the subsets. At least one feature in nine
variables was considered in the highest score. Overall, 26 features were found important for
the 90:10 split. It is noted that a higher training percentage was better to ensure data testing
reliability. Additionally, 60% training and 40% testing had the second-highest RFE accuracy.
This combination resulted in thirteen optimal features. These thirteen features were derived
from seven variables. The third-highest RFE pertains to 80% training and 20% testing. In the
80:20 split, the seven optimal features were considered significant based on four variables.
Past studies disclosed that 80% training and 20% testing was the best combination for
feature selection [10,53]. However, the current study disagreed with the past study since
the 80:20 split only had the third-highest RFE accuracy. A past study revealed 70% RFE
accuracy was found to be the highest with a corresponding 70:30 training:testing size [58].
It resulted in 7 optimal features while comparing 8 data sets with varying 34 to 279 features.
As the present study argued, 7 features were considered too low for a data set consisting of
279 features, but the number was sufficient for 34 features. The current findings also added
that the 70:30 split only ranked fourth compared to other training:testing sizes. Meanwhile,
one study noted that RFE was best applied in industrial production [55]. However, the
present study argued that wrapper-RFE could also be applied to service problems, such as
the public transportation system.

Figure 4 illustrates features’ coefficients through the embedded method LASSO re-
gression. Out of 58 features, 36 features contained zero coefficients and were eliminated
from the model. The remaining 22 features had non-zero coefficients and were retained in
the model. These 22 features were considered the most important features yielded by the
LASSO method. Since the three features (SA3, AC7, and EB2) had negative correlations,
they produced a negative relationship with the perceived passenger behavior. Meanwhile,
19 features (IU6, TR4, IU2, PBC5, PBC3, IU5, CM6, AC3, PBC4, IU3, SN5, AT6, IU1, TR3,
PBC1, SN3, PBC2, IU4, and EB1) had a positive relationship with the perceived passenger
behavior. Regardless of the relationship’s direction, all 22 features were considered the
optimal subset. Comparing the LASSO’s subsets to others, LASSO was the second-best
technique next to RFE. A past study noted that LASSO was a notable competitor because
it cross-validated small, moderate, and large feature numbers [63]. Based on the findings,
the LASSO model’s alpha value was 0.0218 and the regression was 0.7134. These results
were acceptable because alpha must be close to zero while regression should be close to
one [63]. In a similar study, the LASSO model was utilized to reduce the model complexity
by training the model iteratively [59].
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Lastly, stepwise regression generated nine important features with a p-value ≤ 0.05 as
seen in Table 7. Since the original model had nine variables, stepwise regression supported
six significant variables. These variables were accessibility (AC), economic benefit (EB),
crisis management (CM), trust (TR), perceived behavioral control (PBC), and intention to
use (IU). The model’s correlation R-value was 0.855 and the regression R-squared value
was 0.732. These results were acceptable since they were close to 1.00. Moreover, it posited
that the model had an acceptable accuracy value and features had a positive relationship
with the perceived passenger behavior. Likewise, Żogała-Siudem and Jaroszewicz [64]
supported the promising performance of stepwise regression. Another study extracted the
most number of features through stepwise regression [7]. In this study, stepwise regression
only ranked third for the highest optimal features among all feature selection techniques.
Nevertheless, the final model’s correlation and regression values were adequate. Moreover,
a past study found significant stepwise regression results, and the subset was considered
the primary input of K-means clustering [9]. However, the present study did not utilize
stepwise regression subsets in the succeeding K-means clustering algorithm because it was
outperformed by other feature selection techniques.

Table 7. Stepwise regression.

Number Feature p-Value

1 AC3 0.0007
2 EB1 0.0117
3 EB2 0.0413
4 CM6 0.0367
5 TR4 0.0031
6 PBC3 0.0165
7 PBC5 0.0001
8 IU2 0.0005
9 IU6 0.0018

Table 8 demonstrates the summarized results of all feature selection methods. The
optimal number and most important features for each method are presented in the table.
Moreover, the determining factor was included to support the inclusion of important
features in each subset.

Only two feature selection techniques (wrapper-RFE and embedded-LASSO) com-
prised features from all nine variables. The remaining six feature selection techniques
did not entail all nine variables from the original model. Thus, this result reflects the
superiority of wrapper-RFE and embedded LASSO. RFE contained a total of 26 optimal



Sustainability 2023, 15, 7410 18 of 31

features compared to the LASSO method’s 22 features. Since feature selection aims to find
the highest number of features with the highest accuracy determiner, the wrapper method’s
RFE with a 90% training set and 10% testing set was considered the optimal solution among
all feature selection techniques. Likewise, RFE was the best performer because it could
maintain a sufficient number of features without sacrificing accuracy, as well as eliminating
overfitting and underfitting [53]. In another study, RFE appeared to have an average result
when compared to a hybrid feature selection technique [18]. However, when compared to
other basic techniques similar to the current study’s approach, RFE was still superior [18].

Table 8. Feature selection summary results.

Feature Selection Method Optimal Features Determining Factor

Filter Method—Correlation 7—TR3, AT2, SN1, PBC2, PBC5, IU1, IU3 R cutoff = 0.5

Filter Method—Univariate Selection 3—IU2, IU5, IU6 p-value cutoff = 0.05

Wrapper Method—Backward
Elimination

13—AC3, AC7, EB2, CM6, TR4, SN5, PBC1, PBC3,
PBC5, IU2, IU3, IU5, IU6 p-value cutoff = 0.05

Wrapper Method—Recursive Feature
Elimination (90:10)

26—AC3, AC7, SA3, SA6, EB1, EB2, EB4, CM3, CM6,
TR3, TR4, TR5, AT5, AT6, SN3, SN5, PBC1, PBC2,

PBC3, PBC4, PBC5, IU1, IU2, IU3, IU5, IU6
RFE accuracy = 0.7100

Embedded Method—LASSO
22—IU6, TR4, IU2, PBC5, PBC3, IU5, CM6, AC3, PBC4,
IU3, SN5, AT6, IU1, TR3, PBC1, SN3, PBC2, IU4, EB1,

SA3, AC7, EB2

Lasso alpha = 0.0218Lasso
regression score = 0.7134

Stepwise Regression 9—AC3, EB1, EB2, CM6, TR4, PBC3, PBC5, IU2, IU6 p-value cutoff = 0.05

Considering these findings, the researchers identified the strengths and weaknesses of
each feature selection (Table 9). This table discussed several indicators, such as computation
efficiency, data structure, significant features, determining factor’s effectivity, underfitting
and overfitting issues, bias concerns, and parameter settings. It was previously discussed
that wrapper-RFE and embedded LASSO yielded promising figures. Their numerical
findings coincided with the descriptive advantages and disadvantages. Both wrapper-
RFE and embedded LASSO outperformed other feature selection techniques based on
quantitative and descriptive analysis, but between the two, wrapper-RFE performed better
than embedded LASSO.

Table 9. Advantages and disadvantages of feature selection techniques.

Feature Selection Advantage Disadvantage

Filter method’s correlation

Easy computational approach
Applied multicollinearity concept
Non-complex data could be maximized better
Found significant internal features (TR, AT,
SN, PBC, IU)

Resulted in premature convergence
Produced low R-values
Lacked distinct parameters to support the
significance of external features (AC, SA,
EB, CM)

Filter method’s univariate
selection

Simple mathematical process
Better used for problems requiring only one
significant factor influencing the target
variable

Prone to overfitting
Could not identify subfeatures redundancy,
resulting in a highly concentrated result
Highly dependent on the target variable
Produced the least number of features with
unpromising p-values

Wrapper method’s backward
elimination

More appropriate for grouped features
instead of individual features

Failed to identify p-values of the features
individually
Attitude and safety features were not found
significant
Extensive computation
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Table 9. Cont.

Feature Selection Advantage Disadvantage

Wrapper method’s recursive
feature elimination

Applied multiple recursion until the stopping
criteria were met
Flexible parameters
Eliminated weak features first, ensuring that
the most important features were retained
Produced a balanced feature subset since all
features had corresponding subfeatures

Needed a higher training size to generate an
optimal number of features coinciding with a
good accuracy score
Extensive computation

Embedded method’s LASSO
regression

Could process complex model
Determined the relationships between
features and target variables in two directions
(positive and negative)
Produced a balanced feature subset since all
features had corresponding subfeatures

Too dependent on the target variable
Lacked a fixed alpha value
Prone to bias due to unstable parameters

Stepwise regression
Uncomplicated computation
Enforced both adding and removing of
features into/from the model

Too focused on the first optimal model as it
could not assess multiple optimal solutions
with varying features
Lacked distinct parameters to support the
significance of SA, AT, and SN

4.2. K-Means and PSO Algorithms

The parameter settings from Table 2 were applied to generate the needed results for the
combined K-means and PSO algorithms. For a simpler illustration, Table 10 was created to
classify parameter values for each parameter number. A total of 12 parameter combinations
were simulated through MATLAB. Furthermore, K-means clustering and PSO algorithms
utilized the data set from the most optimal feature selection method, which is the wrapper
method’s RFE 90:10 split. A total of 26 features or dimensions were fed into each parameter.

Table 10. K-means and PSO parameter combinations.

Parameter N w c1 c2

1 20 0.6 1 1
2 30 0.6 1 1
3 40 0.6 1 1
4 20 0.9 1 1
5 30 0.9 1 1
6 40 0.9 1 1
7 20 0.6 2 2
8 30 0.6 2 2
9 40 0.6 2 2
10 20 0.9 2 2
11 30 0.9 2 2
12 40 0.9 2 2

Figure 5 portrays gbest fitness outliers and normality by executing 12 parameters in
10 runs. Ten out of twelve parameter combinations (parameters 1, 2, 3, 5, 6, 7, 8, 9, 11, and 12)
had similarities, while two parameter combinations (parameters 4, 10) generated unstable
Gbest fitness values. Hence, the 10 parameters were seen to have a close relationship with
the optimal solution while the remaining 2 parameters were considered outliers. Gbest
fitness or SSE is the cluster validity of the K-means and PSO algorithms. These values
should be minimized to mitigate model error within the clustered groups. Hence, lower
and more consistent values meant that the PUB passengers were clustered appropriately.
The gbest statistics of all parameters are further elaborated in Supplementary Materials
(Table S2).
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Figure 5. Gbest fitness simulation of 12 parameter combinations in 10 runs.

As a summary, Table 11 demonstrates the best and worst gbest fitness solutions. Pa-
rameter 12 produced the lowest mean (6415.86) while parameter 4 had the highest mean
(6702.46). Since the study aims to minimize the error, parameter 12 was deemed the optimal
solution as it had the lowest gbest fitness mean among all parameter combinations. Mean-
while, parameter 4 was the worst because it had the highest gbest fitness mean (6702.46) and
the second-highest standard deviation (361.79). Parameter 10 produced the second-highest
gbest fitness mean (6692.55) and produced the highest standard deviation (362.59). Hence,
parameters 4 and 10 were identified as outliers due to a very high standard deviation, result-
ing in greater errors within the clusters. Other parameters’ gbest fitness means were <6435
with a standard deviation of < 16.00. Although parameter 12 did not produce the least stan-
dard deviation among all combinations, 15.89 is fairly low considering that it also produced
the lowest mean. Among all individual runs, parameter 2 (6387.30) had the minimum gbest
fitness, and parameter 4 (6387.30) had the maximum gbest fitness. While parameter 2 had
the best gbest fitness among individual runs, it did not necessarily pertain to the optimal
solution since mean values were considered more reliable. Nevertheless, parameter 2′s
gbest fitness mean (6424.26) was close to parameter 12′s gbest fitness mean (6415.86), and
parameter 4 had the worst individual gbest fitness run and this result coincided with its
outlier characteristics.

Table 11. Summary of all parameter combinations.

Gbest Descriptive Statistics Value Parameter

Lowest mean 6415.86 12
Highest mean 6702.46 4

Lowest standard deviation 7.82 11
Highest standard deviation 362.59 10
Minimum among all runs 6387.30 2
Maximum among all runs 7202.90 4

Therefore, the optimal K-means and PSO parameter combination is parameter number
12 with the following parameters: N = 40, w = 0.9, c1 = c2 = 2. Table 12 shows the
corresponding gbest fitness for each run. The optimal gbest fitness learning curve was
also provided (Supplementary Materials: Figure S1). Gbest fitness ranged from 6389.70
to 6434.20 with a standard deviation of 15.89. Piotrowski et al. [75] referred to one of the
past studies in which 40 N was the best number of particles for the 30-dimensional setting
problem. In this case, 26 dimensions were used based on the optimal feature selection and
could be categorized close to the 30-dimensional setting when rounded up. Past studies
tested various inertia weights (w), including 0.9 [74,75]. However, none of these past
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studies disclosed the best inertia weight. On the other hand, another study tested 0.6, 0.7,
and 0.8 wherein they found that 0.6 yielded the best w parameter [68]. Unlike the past
results, the current study tested 0.6 and 0.9 and found that 0.9 generated a better solution.
Like Xu et al. [74], acceleration coefficients (c1 and c2) with a value of two produced the
optimal solution.

Table 12. Optimal parameter among all combinations.

Parameter 12 Value

N 40
w 0.9
c1 2
c2 2

No. of Runs Gbest Fitness

1 6406.10
2 6429.10
3 6389.80
4 6430.40
5 6417.00
6 6389.70
7 6423.80
8 6417.80
9 6420.70
10 6434.20

Mean 6415.86
Standard Deviation 15.89

Minimum 6389.70
Maximum 6434.20

Cluster groups were generated by utilizing the optimal parameter #12. A total of
23 clusters were considered the optimal groupings of PUB passengers. These passengers
were grouped according to their similarities and the corresponding formation was illus-
trated in Figure 6. The step-by-step plotting is demonstrated in Supplementary Materials
(Figure S2). Other studies produced a lesser number of clusters formed by different tuning
parameters [14,76]. For example, a study only discovered three optimal clusters because
they evaluated the seven pre-determined data sets [14]. The current study sought actual
responses from PUB passengers instead of the data sets available online. Hence, the current
study’s customized approach was more comprehensive in identifying the optimal cluster.
Another instance was when a study concluded that 17 clusters produced consistent gbest,
which entailed parameters w = 0.8, c1 = 1, c2 = 2 [76]. The present study did not consider
this parameter combination because 0.9 was a better performer than 0.8 inertia weight
(w). Moreover, the researchers prioritized similar c1 and c2 values to maintain model
equilibrium. It was seen that c1 and c2 with unequal values led to premature convergence
at either pbest or gbest.

Table 13 presents the comprehensive benefits and drawbacks of utilizing machine
learning algorithms. K-means clustering and PSO were discussed individually to determine
their unique characteristics. It is noted that the combination of K-means clustering and
PSO yielded immense advantages compared to the individual algorithm.

However, not all 23 clustered groups gave importance as some only had a few partici-
pants (<30). Participants’ specific details were provided in Supplementary Materials (Table
S3). Thus, a Pareto chart was utilized to focus on the vital few similar to the approach of
Peng et al. [69]. As reflected in Figure 7, five out of twenty-three clusters were considered
vital—clusters 10, 14, 15, 16, and 21. These five clusters were presented in green-colored
vertical graphs while non-vital clusters were demonstrated in blue bar graphs. The figure
is also accompanied by a supporting procedure (Supplementary Materials: Table S4). How-
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ever, Pareto analysis should be used strategically by ensuring that clusters were optimal.
Unlike the study of Bommert et al. [17], they concluded that feature combinations had no
ranking as they failed to incorporate appropriate clustering methods after feature selection.

Sustainability 2023, 15, x FOR PEER REVIEW 23 of 33 
 

 
Figure 6. K-means and PSO clustering results. 

Table 13 presents the comprehensive benefits and drawbacks of utilizing machine 
learning algorithms. K-means clustering and PSO were discussed individually to deter-
mine their unique characteristics. It is noted that the combination of K-means clustering 
and PSO yielded immense advantages compared to the individual algorithm. 

Table 13. Advantages and disadvantages of machine learning algorithms. 

Algorithm Advantage Disadvantage 

K-means  
clustering 

The simplest machine learning algo-
rithm 
Could be used for either supervised 
or non-supervised learning 

Weak fundamental due to the pres-
ence of random initial centroid 
Could only process 3 parameters 
based on the standard model set-
tings 
Generated very poor SSE mean 
(7049.09) and standard deviation 
(126.22) 

Particle Swarm 
Optimization 

(PSO) 

Consisted of multiple iterations and 
would only stop if the termination 
condition was satisfied 
Stored multiple optimal solutions 
with varying gbest fitness values 

Lacked initial clustered data, which 
would prompt randomization 
Time-consuming trial and error 
method to find the best parameters 
Needed human intervention to en-
sure that premature convergence at 
pbest was eliminated 

Combined  
K-means  

clustering and 
PSO 

Processed 12 parameters with vary-
ing N, w, c1, and c2 
A total of 10 parameters yielded con-
sistent gbest results 
Produced a significantly lower gbest 
(6415.86) and standard deviation 
(7.82) compared to the results of K-
means 

Computationally extensive due to 
multiple parameter combinations 
The combination needed higher N, 
w, c1, and c2 values 

Figure 6. K-means and PSO clustering results.

Table 13. Advantages and disadvantages of machine learning algorithms.

Algorithm Advantage Disadvantage

K-means
clustering

The simplest machine learning algorithm
Could be used for either supervised or
non-supervised learning

Weak fundamental due to the presence of
random initial centroid
Could only process 3 parameters based
on the standard model settings
Generated very poor SSE mean (7049.09)
and standard deviation (126.22)

Particle Swarm Optimization (PSO)

Consisted of multiple iterations and would
only stop if the termination condition was
satisfied
Stored multiple optimal solutions with varying
gbest fitness values

Lacked initial clustered data, which
would prompt randomization
Time-consuming trial and error method
to find the best parameters
Needed human intervention to ensure
that premature convergence at pbest was
eliminated

Combined
K-means

clustering and PSO

Processed 12 parameters with varying N, w, c1,
and c2
A total of 10 parameters yielded consistent
gbest results
Produced a significantly lower gbest (6415.86)
and standard deviation (7.82) compared to the
results of K-means
Generated 23 cluster groups with feature and
demographic similarities among PUB
passengers

Computationally extensive due to
multiple parameter combinations
The combination needed higher N, w, c1,
and c2 values

Figure 8 portrays the K-means clustering and PSO results for the five vital clusters.
These clusters have unique legends in the plot. Cluster 16 is equivalent to red “+”, cluster
21 is magenta “*”, cluster 10 is red “o”, cluster 15 is black “×”, and cluster 14 is blue “*”.
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The succeeding results reflect the interpretation of vital few clusters (Clusters 10,
14, 15 16, and 21). They were assessed to focus on important groupings. Figure S3 in
Supplementary Materials shows the demographic profile of participants according to their
clusters. Since the overall gender demographics showed that female passengers dominated
the questionnaire, it also produced the same results across all clusters. Similarly, most PUB
passengers from the overall demographics mentioned that they did not own a car; thus,
results showed a higher PUB passenger frequency for those who did not own a vehicle
than the ones who owned a car. However, there were interpretation differences for age,
employment status, education level, allowance, and expenses (Supplementary Materials:
Vital Clusters’ Demographic Profiles). On the other hand, Figure S4 in Supplementary
Materials illustrates the comparison of clusters dependent on PUB passengers’ 5-point
Likert responses to the 26 optimal features.

4.3. Clustering Summary

For accessibility, only two features (AC3 and AC7) were considered; wherein AC3
refers to PUBs’ accessibility during daytime working hours and AC7 pertains to reasonable
PUB stop locations and distances. Other studies noted that these accessibility factors
produced positive PUB passenger satisfaction [26,27]. Similarities occurred because PUB
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passengers yearn for convenience. Additionally, most participants from cluster 16 found
AC3 and AC7 neutral. For cluster 21, most participants gave four out of five ratings,
agreeing with AC3 and AC7. For clusters 10 and 15, a lot of participants extremely agreed
(five out of five scores) with AC3 and AC7. Meanwhile, cluster 14 had varying results
for AC3 and AC7 since they agreed with AC3 but were neutral for AC7. On one hand, a
study concluded that AC3 was not a significant feature, rather AC5, AC6, and AC7 were
the significant ones [6]. Through machine learning and statistical techniques, AC7 was
considered a safe bet in all types of methods.

Safety’s optimal features were SA3 and SA6. SA3 ensured that crimes were not fre-
quent in PUBs, while SA6 guaranteed that passengers felt safe when riding PUBs. Most
participants from clusters 16 and 14 answered neutrally to both features. Cluster 21 agreed
with SA3 and responded neutrally to SA6. Cluster 10 extremely agreed with both features.
Finally, cluster 15 was neutral with SA3 and agreed with SA6. Regardless of the agreeable-
ness level, only SA6 was found to be the most common significant factor in comparison
to the past study [6]. Inconsistent results occurred because the past study considered
exogenous and endogenous relationships, while the present study considered SA features
as an individual variable. Another piece of research evaluated SA independently and had
a similar result to the current findings, whereas safety measures were mostly overlooked
by PUB stakeholders [32].

Economic benefit had three optimal features: EB1, EB2, and EB4. EB1 supported
the fairness of PUB fares, EB2 stated that PUB passengers allotted a small percentage of
their income for travel expenses, and EB4 validated that passengers ride PUB due to its
affordability. Cluster 16 mostly answered neutrally to all three economic benefit features.
Cluster 21 agreed with EB1 and EB4 and was neutral with EB2. Cluster 10 extremely
agreed with the three economic benefit features. Cluster 15 extremely agreed with EB1,
was neutral with EB2, and agreed with EB4. Lastly, cluster 14 was neutral for EB1 and
agreed with EB2 and EB4. These varying cluster responses coincided with EB1 and EB4
results presented by Cahigas et al. [6]. Two studies tried to prove EB2 but failed to find
its significance [6,35]. Nevertheless, the current findings demonstrated the importance of
EB2 because most PUB passengers were students and fresh graduates who had the least
amount of budget and income.

Crisis management had two optimal features (CM3 and CM6), whereby CM3 revealed
that PUB passengers appreciated the COVID-19 precautions mandated by the PUB system
and government and CM6 stated that PUB passengers acknowledged the effectiveness of
COVID-19 precautions followed in PUBs. On a similar note, CM3 was given importance
by the passengers of Thomas et al. [39]. However, the past study preferred the removal of
COVID-19 precautions, unlike the current study, which requested strict implementation.
The remarkable difference was due to lesser active COVID-19 cases in Australia and
New Zealand compared to the Philippines. Furthermore, clusters 16 and 14 had neutral
responses to CM3 and CM6. Cluster 21 agreed with CM3 and CM6. Both clusters 10 and
15 extremely agreed with CM3 and CM6. For crisis management’s two features, participants
that belonged to the same clusters had similar types of responses.

Trust’s optimal features were TR3, TR4, and TR5. According to TR3, PUB passengers
thought that PUBs were reliable during the pandemic. In another study, TR3 was a
significant feature but it was less reliable than TR5 [6]. For TR4, they considered PUBs to
be essential. A past study agreed that instilling trust in PUB passengers was necessary,
especially since PUB is one of the main public transportation modes [42]. For TR5, they felt
comfortable riding PUBs during the pandemic. Likewise, TR5 was the dominant feature
among these three optimal features [6]. This implied that PUB passengers prioritized
comfort in sharing public space and using PUBs daily. Moreover, most participants from
cluster 16 responded neutrally to all three trust features. Then, most participants under
cluster 21 agreed with the three features. Most participants from cluster 10 extremely agreed
with all three features. For cluster 15, most participants agreed with TR3 and TR4 and were
neutral for TR5. Lastly, cluster 14 was neutral for TR3 and TR5 and agreed with TR4.
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Attitude produced two optimal features, AT5 and AT6. PUB passengers felt satisfied
with the current PUB system for AT5 and they found it highly acceptable to use PUB
despite the pandemic for AT6. In a similar study, AT5 was a significant feature but AT6
was considered insignificant [6]. This inferred that the statistical approach of the past study
failed to support passenger attitude’s approval of PUB, while the present study sustained a
positive attitude through the combined machine learning algorithms. Moreover, clusters
16, 15, and 14 dominated neutral answers to AT5 and AT6. Cluster 21 dominated agree or
4 out of 5 ratings for both features. Cluster 10 dominated extremely agree or 5 out 5 ratings
for the two attitude features. Thus, most participants in the same clusters dominated one
type of response for AT5 and AT6.

Subjective norms also generated two optimal features, which were SN3 and SN5. For
SN3, PUB passengers chose to ride PUB during the pandemic when they were surrounded
by people who do the same thing. For SN5, PUB passengers’ friends and family anticipated
their loved one’s usage of PUBs during the pandemic. Between S3 and S5, SN3 held a
greater value based on the findings of Cahigas et al. [6]. In the current study, both features
had equal importance because feature and cluster results disproved ranking. This conveyed
that SN3 and SN5 best suited the overall model accuracy of predicting PUB passengers’
behaviors. Additionally, most participants from clusters 16 and 15 answered neutrally
to SN3 and SN5. Cluster 21 agreed and Cluster 10 extremely agreed with SN3 and SN5.
Surprisingly, cluster 14 answered neutral to SN3 and disagreed with SN5. Only participants
from cluster 14 mostly disagreed with one subjective norm feature.

Five out of six perceived behavioral control features were considered significant by the
feature selection. PBC1, PBC2, and PBC3 indicated that riding PUB was a sole decision, easy,
and acceptable. Moreover, PBC4 and PBC5 disclosed that PUB passengers felt confident
with their COVID-19 knowledge and the PUB precautions. On the contrary, only three out
of six PBC features were supported by a study [6]. Since the past study utilized multivariate
analysis, the researchers concluded that machine learning algorithms could further prove
the significance of features. Most participants under cluster 16 answered neutral for the five
optimal PBC features. Cluster 21 participants mostly agreed with the five features. Cluster
10 participants mostly extremely agreed with the five features. For Cluster 15, participants
extremely agreed with PBC1 and PBC4, responded neutral to PBC2, and PBC3, and agreed
with PBC5. Finally, cluster 14 participants extremely agreed with PBC1, disagreed with
PBC2, responded neutral to PBC3, and agreed with PBC4 and PBC5. Interestingly, most
clusters had neutral and positive insights into PBC except for cluster 14, which disagreed
with PBC2.

Intention to use PUB originally had six features, and the five optimal features were IU1,
IU2, IU3, IU5, and IU6. Based on these five optimal features, PUB passengers will make
an effort to use PUB, ride PUB during rush hour, ride PUB for essential purposes, increase
PUB travel frequency, and have a strong intention to use PUB despite the pandemic. Most
participants from clusters 16 and 15 answered neutral for the five IU features. Cluster 21
agreed with the five IU features. Cluster 10 extremely agreed with the five IU features.
Meanwhile, cluster 14 responded neutral to IU1 and disagreed with IU2, IU3, IU5, and
IU6. Cluster 14 had varying results compared to other clusters. Consistently, these IU
optimal features produced an almost similar result to a past study [6]. The current and
past studies only differed in using PUBs for leisure purposes. The present findings noted
that PUB passengers disapproved of using PUBs for leisure and should only be used for
essentials (e.g., grocery shopping, medical, school, and work). While hesitations were
present, passengers made an effort to ride PUBs due to the lack of private cars [46]. Based
on the present study’s actual survey responses, 77% of the participants were not equipped
with personal vehicles. Thus, it was a complementary condition that made passengers
use PUBs.
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4.4. Managerial Implications

The researchers present managerial implications in Table 14. These strategies aim to
help PUB stakeholders improve the current PUB system during the COVID-19 pandemic.
Since PUB passengers were clustered according to their demographics’ and feature re-
sponses’ similarities, the PUB stakeholders could utilize the clusters as a benchmark for
each city. For example, cities mostly comprised of universities/schools (e.g., Manila City)
should focus on implications present under clusters 16, 21, and 10 because students domi-
nated these clusters. Meanwhile, if the PUB stakeholders aim to evaluate the PUB passenger
behavior of employed individuals, they should focus on clusters 14 and 15. These clusters
could be used as a benchmark to assess city demographics. Supplementary Materials (Five
Clusters’ Comprehensive Details and Table S5) gradually discuss the interpretation of PUB
passengers’ demographics and features clustered findings.

Table 14. Recommended strategies to improve the PUB system.

Cluster Clustered Demographic Strategies Corresponding Features
Requiring Improvement

16

• All age ranges (≤17 to ≥55 years old)
• Dominated by high school levels, college
students, and unemployed
individuals
•Most PUB passengers preferred the least PUB
allowances and expenses

The PUB stakeholders must enhance the PUB
system services according to all 26 features’
characteristics. There should be adequate
numbers of PUB on the road, especially in the
daytime. The bus stops should have a reasonable
distance. Crimes must not be feasible inside the
bus; whereby, drivers/operators shall inspect the
belongings of passengers or the PUB companies
can install metal detectors. PUB fares should be
affordable. The drivers and operators shall
ensure that COVID-19-mandated protocols are
implemented and strictly followed. Furthermore,
the PUB stakeholders should improve the
public-sharing comfortability experience by
ensuring that PUBs are reliable; thus, regular
PUB maintenance shall be checked by the PUB
companies, drivers, and operators.

AC3, AC7, SA3, SA6, EB1, EB2,
EB4, CM3, CM6, TR3, TR4, TR5,

AT5, AT6, SN3, SN5, PBC1, PBC2,
PBC3, PBC4, PBC5, IU1, IU2, IU3,

IU5, and IU6

21

• ≤17 to 54 years old
• Dominated by college students, bachelor’s
degree holders, and unemployed individuals
•Most PUB passengers preferred the least PUB
allowances and expenses

The PUB stakeholders must improve the
public-sharing comfortability experience and
ensure that the PUB fare increase is mitigated.

SA6 and EB2

10

• ≤17 to 44 years old and ≥55 years old
• Dominated by high school levels, college
students, and unemployed individuals
•Most PUB passengers preferred the least PUB
allowances and expenses

Since most passengers extremely agreed with the
services provided by 26 features, there are no
improvements needed. Instead, the PUB
stakeholders must maintain the current PUB
system.

N/A

15

• ≤17 years old to 44 years old
• Dominated by college students, high school
students, and full-time employees
•Most PUB passengers preferred the least PUB
allowances and expenses

The PUB stakeholders must ensure that crimes
are not feasible inside the bus. PUB fares must
be maintained at the lowest cost. Passengers
should feel comfort and convenience when
riding the PUB despite the pandemic.

SA3, EB2, TR5, AT5, AT6, SN3,
SN5, PBC2, PBC3, IU1, IU2, IU3,

IU5, and IU6

14

• ≤17 years old to 44 years old
• Dominated by bachelor’s degree holders,
college students, and full-time employees
•Most PUB passengers preferred the least, high,
and mid (in chronological order) PUB
allowances

The PUB stakeholders must ensure that bus
stops have reasonable distance, crimes are not
feasible inside the bus, and PUB fares are
affordable. They should also improve the
public-sharing comfortability experience by
ensuring that PUBs are reliable. Moreover, the
drivers and operators shall ensure that
COVID-19-mandated protocols are implemented
and strictly followed.

AC7, SA3, SA6, EB1, CM3, CM6,
TR3, TR5, AT5, AT6, SN3, SN5,
PBC2, PBC3, IU1, IU2, IU3, IU5,

and IU6

Cluster 14 should be prioritized by the PUB stakeholders out of the five vital clusters.
Cluster 14′s corresponding features should be given importance since cluster 14 was the
only cluster that expressed disagreement with some features. Suppose the government
could identify the cities that had similarities with cluster 14. In that case, the strategies shall
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be applied to the respective PUB city routes to ensure positive PUB passenger behavior
during the pandemic.

For PUB passengers under Cluster 15, safety, affordability, comfort, and convenience
were considered the most important factors. At every PUB stop, checkpoints should
be overseen by military officers regularly. These officers were also advised to perform
random inspections at a random PUB stop and time. PUB companies must discourage
tinted windows on the passenger side to diminish the chances of holdups and hijacking.
Meanwhile, PUB fare affordability could be maintained by increasing PUB subsidies under
the government. With proper budget allocation, the government could benefit from PUBs
economically due to the increasing demand for public transportation modes.

Furthermore, it was noted that PUB designs are dissimilar because PUBs are operated
by different private companies. To improve the PUB passenger experience of clusters 15
and 21, the PUB companies were encouraged to follow ergonomically designed chairs,
doors, and interiors. The comfort of riding a public transportation mode must be on par
with the ergonomic standards to entice PUB passengers to use this mode frequently.

Meanwhile, cluster 16 entailed a more comprehensive approach since this cluster was
comprised of inclusive backgrounds and young generations. Kids and teenagers were more
susceptible to COVID-19 transmission but they were not frequent users of PUBs. Although
cluster 16 was not a priority, PUB stakeholders were encouraged to follow the presented
strategies in Table 14 for cities consisting of kids and teenagers.

5. Conclusions

PUB is a transportation mode greatly affected during the COVID-19 pandemic in the
Philippines. PUB stakeholders applied system and protocol changes to prevent the spread
of the virus. Following these changes, the researchers utilized feature selection, K-means
clustering, and PSO to identify PUB passenger behaviors and similarities.

The three research questions were answered as follows: (1) Feature selection generated
the most important features or dimensions, whereby the wrapper method’s RFE was
found the most optimal technique. Moreover, the combined K-means and PSO algorithm
produced the optimal clusters by testing multiple parameters. (2) There were 23 optimal
PUB passengers’ clusters, and 5 clusters were deemed the most vital ones (Clusters 10, 14,
15, 16, and 21). (3) The clusters’ demographics vary and were discussed in Table 14. Cluster
10 comprised PUB passengers who extremely agreed and felt very content with all features.
Cluster 14 had the most diverse responses from disagree to strongly agree. It is the only
cluster that disagrees with the current PUB system. Next, cluster 15 generated different
results from neutral to strongly agree across all features. The majority of PUB passengers
under cluster 16 had neutral responses. Finally, cluster 21 PUB passengers agreed on almost
all features except for responding neutral to two features and extremely agree to another
two features.

Following the related literature, none of them utilized feature selection, K-means clus-
tering, and PSO in the context of PUB passengers’ resulting behavior during the COVID-19
pandemic. This circumstance added significance to the novel approach of the present
study. For instance, Shen et al. [67] improved bus layout, onboarding behavior, and off-
boarding system but only focused on K-means clustering. Moreover, Zhong et al. [22] and
Kechagiopoulos and Beligiannis [21] enhanced bus efficiency and road patterns through
PSO. While past studies maximized the PUB and road efficiency, their findings lacked a
comprehensive approach as their method was limited to data optimization. The present
study assessed PUB and road problems alongside passengers’ insights through the ap-
plication of feature selection, K-means clustering, and PSO. Meanwhile, PUB passenger
factor similarities were discovered in a past study [22]. However, the past study focused
on primary factors instead of the underlying features of each factor. In line with this, the
current findings covered significant features and demographic characteristics. Participants
were grouped according to their appropriate clusters. These clusters were essential to PUB
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stakeholders (operators, drivers, private transportation groups, and the government) in
implementing case-by-case transportation issues.

Although the study had promising contributions, the researchers recognized the
study’s limitations that future scholars could explore. First, the study could be extended by
evaluating the passengers’ behavior according to the respective Philippine cities since each
city’s PUB system and route vary. As the results could be compared with city demographics,
future researchers should include participants’ geographical locations in the questionnaire.
The results were still acceptable as the primary benchmark process could be dependent
on the Philippines’ overall city demographics. Other researchers may also consider their
local cities’ public transportation modes or perform a comparison of international public
transportation modes. An additional recommendation was to investigate the perceptions of
non-regular commuters in the current public transportation system since they could bring
innovative insights. Moreover, feature selection techniques could be combined because
the researchers only assessed each feature selection technique individually. For example,
future scholars could merge filter correlation and univariate filter selection. Another
suggestion was the integration of filter-wrapper, filter-embedded, and wrapper-embedded.
Nevertheless, the researchers assessed the techniques individually to produce a standard
due to the lack of relevant studies in the PUB and COVID-19 contexts. Future studies could
also opt for the combination of feature selection techniques and other machine learning
algorithms, such as random forest classifier, support vector machine, and Naïve Bayes. In
further studies centered on the impacts of COVID-19 on public transportation, scholars
should eliminate parameter 4 (N = 20, w = 0.9, c1 = c2 = 1) and parameter 10 (N = 20, w = 0.9,
c1 = c2 = 2) from the K-means and PSO initialization. These two conditions were considered
the worst-performing parameters. Lastly, future researchers could explore other K-means
and PSO parameter settings (N, w, c1, c2) to find more solution sets. The present study
tested 12 parameter settings and future researchers could test at least 20 combinations.
Nonetheless, the current study used the best parameter settings according to past studies.
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