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Abstract: Smart parking is a crucial component of smart cities that aims to enhance the efficiency
and sustainability of urban environments. It employs technology such as sensors and IoT devices
to optimize the use of parking resources and improve drivers’ experiences. By reducing traffic con-
gestion, decreasing air pollution, and enhancing accessibility, smart parking systems can contribute
to the overall well-being of urban areas. IoT-enabled smart parking refers to the application of IoT
technology to optimize and improve parking efficiency in smart cities. However, security and privacy
challenges in IoT-enabled smart parking pose risks and concerns related to the collection and use of
data by parking systems, such as unauthorized access or misuse of data, potential data breaches, and
the need to ensure responsible data collection and usage to maintain user trust and confidence. To
address these challenges, we propose a novel hybrid approach to trust management using machine
learning algorithms to enhance the security and privacy of the system. Our approach consists of SVM
and ANNs, taking into account credibility, availability, and honesty as key parameters. Furthermore,
we use ensemble machine learning to select the best-predicted model from different trained models,
leading to efficient performance and a trustworthy environment. Our results show that the proposed
hybrid SVM classifier with a trust parameters approach achieved an accuracy of 96.43% in predicting
and eliminating malicious or compromised nodes.

Keywords: Internet of things; smart parking; sustainable smart cities; security; trust management;
privacy preservation; trustworthiness

1. Introduction

Smart cities are urban areas that use technology to improve the efficiency and sustain-
ability of their assistance and infrastructure. By incorporating information and commu-
nication technologies (ICT) [1] and the Internet of things (IoT) [2], smart cities optimize
resource utilization, decrease waste and pollution, and enhance the quality of life for their
residents. Sustainable smart cities [3], a subset of smart cities, specifically concentrate on
advancing environmental sustainability and decreasing the negative effect of urbanization
on the atmosphere. This includes efforts to reduce greenhouse gas emissions, minimize
waste and pollution, and protect natural resources. To accomplish these goals, sustainable
smart cities often depend on various technologies and strategies, such as energy-efficient
buildings [4], renewable energy sources [5], smart transportation systems [6], and data
analytics to optimize resource usage [3]. IoT-enabled [7] sustainable smart cities are urban
areas that use IoT technology to improve the efficiency, sustainability, and livability of
their benefits and infrastructure [8]. By integrating IoT devices and sensors into the con-
structed surroundings, these metropolises can optimize resource usage, diminish waste and
pollution [9], and enhance the quality of life for their nationals. Examples of IoT-enabled
sustainable smart cities include smart meters [10] to optimize energy usage in buildings,
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sensors to observe air quality and traffic patterns, and IoT-enabled waste management
systems [11] to lessen waste and improve recycling speed.

Despite the considerable advantages of sustainable smart cities, there are also substan-
tial challenges that must be overcome to implement these initiatives successfully. One of
the main challenges is the need for extensive planning and coordination between different
stakeholders, including city administrations, businesses, and locals. Data privacy and
security [12] are also critical concerns in sustainable smart cities, as more additional data
are gathered and transmitted through IoT devices and sensors. Securing that collected
data, and storing it responsibly is fundamental for building trust in these initiatives. The
car parking system [13] incorporates IoT devices, which are known for their heteroge-
neous structure. One challenge associated with IoT is the potential for malicious nodes to
transform sensor data, leading to mismanagement of the process at the base station and
disabling the entire sustainability of the parking system. To address this issue, additional
computation energy is required to detect and eliminate malicious nodes. In order to secure
the system, a novel methodology has been developed to improve the performance of the
smart parking system. This article proposes a novel trust-based approach for identifying
malicious and compromised nodes in order to maintain a trustworthy environment in
smart cities. Another goal of the proposed approach is to secure the process of allocating
parking slots to valid nodes in a way that maximizes the efficient utilization of available
slots. The proposed approach employs an RSU and a parking recommender to calculate the
trustworthiness of nodes and maintain a table for periodic slot allocation. The proposed
trust management system aims to enhance the security and efficiency of the parking alloca-
tion process in smart cities. The novel contributions of the proposed mechanism can be
summarized as:

1. A trust-based approach is developed to provide the security of the parking allocation
procedure and to protect the privacy of vehicles and their car locations.

2. The use of novel parameters authorizes the effective identification of malicious nodes,
ensuring that the allocation of parking slots is not disrupted.

3. The maintenance of trust levels of nodes allows for the prioritization of parking slot
allocation to ensure that slots are distributed fairly and efficiently.

4. The dissemination of a priority table using roadside units to enables nodes to efficiently
access information about available parking slots and prioritize their requests based on
their trust levels.

The structure of the proposed paper is as follows. In Section 2, we discuss the relevant
research on trust management in smart parking systems. Section 3 covers the approaches
for implementing a trust-based secure parking allocation system for IoT-enabled sustainable
smart cities, including the various trust-based methodologies evaluated for securing car
parking. Section 4 presents a performance comparison of the proposed approach with
existing mechanisms. Finally, in Section 5, we provide a conclusion for the paper.

2. Related Work

IoT-enabled smart parking systems have led to the development of various approaches
for optimizing the allocation of parking slots and improving the efficiency of parking in
urban environments. This section discusses and compares the various approaches that
have been proposed in the literature for smart parking slot allocation, with a focus on those
that address the challenges of maintaining data privacy and security [14]. The section also
provides a comparative analysis of these approaches (as shown in Table 1), highlighting
their strengths and limitations, and discusses how they contribute to the overall goal of
improving the efficiency and sustainability of smart parking in smart cities.
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Table 1. Comparative Analysis of the Literature Review.

Ref. Main Focus Limitation

[15] IoT-Based E-Parking System No mention of malicious nodes
[16] Parking System Using RFID No real-time data processing
[17] IoT Assisted Intelligent Parking System Limited coverage area
[18] Fog-Blockchain Computing for Autonomous-Vehicle Parking Complexity of implementation
[19] Energy Management System of Campus Microgrids Not solely focused on parking systems
[20] Privacy-Preserving Smart Parking System Limited scalability
[21] Smart Parking Using IoT Technology No mention of malicious nodes
[22] Smart Parking System with Privacy Preservation Complexity of implementation
[23] Intelligent Approach for Smart Car Parking No real-time data processing
[24] IoT-Enabled Trust-Based Secure Wireless Energy Sharing Not solely focused on parking systems
[25] Intelligent Parking Sharing System for Green and Smart Cities Limited scalability
[26] Trustworthy Parking Communities Limited scalability
[27] SmartParking: A Secure and Intelligent Parking System No mention of malicious nodes
[18] Real Time Car Parking System No mention of malicious nodes

An IoT-based e-parking system for multiplexes and shopping malls was suggested in
2023. The system uses sensors to detect free parking spaces and uses a mobile application for
booking and payment [15]. Similarly, Sheng et al. developed a parking system using RFID
(radio-frequency identification) technology [16]. The system allows drivers to find available
parking spaces and facilitates payment by RFID tag. On the other hand, Aditya et al.
proposed an intelligent parking system “IPS” [17]. A smart city using Internet of things
(IoT) technology. The system uses sensors to detect parking space availability and provides
real-time information to drivers via a mobile application. Additionally, Shahzad et al.
proposed an autonomous parking system [18] based on fog blockchain computing. The
system utilizes a blockchain-based secure data storage approach and fog computing to
enable efficient and secure parking for autonomous vehicles. In [19], the authors present a
review of the state-of-the-art issues and potential problems with creating and implementing
campus microgrid energy management systems. The main elements and purposes of energy
management systems are covered by the authors, along with various control methods and
optimization strategies that can be applied to boost the effectiveness and dependability of
microgrid systems. The article also discusses some of the main opportunities and difficulties
involved in integrating smart grid, energy storage, and renewable energy technologies into
campus microgrids, as well as some potential solutions to these difficulties.

An approach was proposed in 2016 to maintain privacy in smart parking using elliptic
curve cryptography to create a secure platform [20]. The study noted that security and
privacy issues were raised due to the limited capabilities of devices in wireless commu-
nication. The proposed approach used elliptic curve cryptography as an alternative to
traditional encryption approaches to increase efficiency in terms of resource utilization, such
as reduced processing power and memory requirements, and lower energy consumption.
The proposed approach aimed to address four major challenges: platform independence,
exchangeability, OS independence, scalability, and efficiency. The contribution of the pro-
posed approach was to secure the transmission and provide privacy and data integrity
using a lightweight cryptography approach along with the use of a zero-knowledge proto-
col on discrete algorithms. However, the proposed approach can generate a limited number
of keys in the library, which are needed to fulfill the requirements.

In 2018, an article was proposed that aimed to make advancements in smart parking
systems by using a first-time computer vision technique to identify the plate number and
parking slot [21]. Digital payment was also introduced in the smart parking system, and
the security of the system was improved. The proposed approach also included a feature
to help users locate their car if they forget where they parked it. The architecture of the
proposed approach involved the use of smart parking sensors connected to a Raspberry
PI, with data being sent to cloud computing software to facilitate the user. However, the
proposed approach has limitations, including the need for further improvements in smart
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parking techniques and the potential for cloud data to be altered by hackers. The article
“Mez” proposes an adaptive messaging system, built on top of the MQTT protocol, for multi-
camera machine vision applications at the edge of the IoT network. The system is designed
to address the challenges of high data volume, high data rate, and real-time processing
requirements [28]. The Mez messaging system consists of the Mez server, the Mez broker,
and the Mez client, and is adaptive and dynamic, allowing it to adjust message size and
frequency based on network conditions and processing capabilities. The article highlights
the importance of low-latency messaging systems for machine vision applications in the IoT
edge, and the Mez system’s ability to improve performance and enable real-time decision
making is a significant contribution to the field.

In 2020, a new approach for improving smart parking systems through the use of
computer vision and digital payment methods [22]. The system, built on a network of smart
parking sensors connected to a Raspberry PI and accessed through cloud-based software,
aims to increase security and convenience for users. While the system has demonstrated
significant advancements, it is not yet fully secure, as there is potential for data tampering
by hackers. Despite this limitation, the proposed approach shows promise for further
development and improvement in smart parking technology. In 2014, the implementation
of blockchain technology was used to improve the security and transparency of a smart
parking system [23]. This decentralized approach, which incorporated anonymous creden-
tials and a focus on preserving user privacy, helped to secure the system against potential
attacks [29] and increase public trust. One challenge in using blockchain for parking sys-
tems is the potential for private parking owners to share their slots when not in use, which
could increase the number of available spaces but also raise concerns about privacy. It is
important to address these issues in order to maintain the integrity and effectiveness of
the system.

In 2021, a paper proposed a solution to improve the performance of intelligent parking
systems using IoT and game theory [24]. The proposed model was compared to the ASPIR
model and demonstrated improved performance. The architecture of the proposed model
incorporates game theory in order to address challenges in finding the best parking location
and determining available spaces. However, the model does have limitations, including
difficulties in knowing the distance of available parking spaces from a destination and the
lack of information about the walking distance from a parking stand. In 2015, an article
proposed the use of “Parking Communities” to facilitate the process of finding parking
spaces for vehicles [25]. This approach is based on encryption and signature algorithms,
as well as a mathematical trust rating model, and was found to have higher performance
compared to other security architectures. The architecture of the system includes creating
community trust, querying, responding, and rating. One challenge associated with this
approach is the need to improve resource management and prioritize incoming queries
based on various factors, such as energy or response budgets or verifiable properties such
as disability certificates.

In 2008, a secure and intelligent parking system was proposed using the framework
of NOTICE, a secure and privacy-aware architecture for traffic incident notifications [26].
The system, called SmartParking (SP), allows drivers to view and reserve parking spaces
in a service-oriented manner, streamlining the parking process. The proposed system is
designed to protect against security and privacy attacks, and the authors discuss hardware
and software implementations as well as the overall architecture. One limitation of the
system is that it may take longer to search for a parking space when the number of vehicles
is high. In 2017, a study was conducted to examine the integration of various security
measures for the protection of vehicles in parking lots, aiming to make the system more
reliable and efficient [27]. The use of the IoT as part of the edge layer and fog nodes offers
several benefits and flexibility in parking. The proposed architecture includes a network
fog center for the SCPS model, as well as a microprocessor and various sensors. Future
studies will focus on analyzing the issue of live migration of virtual machines (VMs) to
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increase energy efficiency at fog nodes in a vehicular cloud data center (VCD) that handles
large datasets of traffic.

In 2022, a lightweight integrated blockchain and cryptography module was developed
to authorize and grant access to autonomous vehicles (AVs) in each segment of the parking
system [18]. The module operates at each fog node and is composed of a fog blockchain
computing perception layer, an intermediate fog layer, and a cloud layer. The proposed
approach aims to improve upon current smart parking (SP) systems and presents a com-
prehensive, long-term, effective, and well-performing smart autonomous vehicle parking
(SAVP) system that utilizes emerging fog-computing and blockchain technologies as ro-
bust solutions to enhance the collaborative IoT-cloud platform for building and managing
SP systems for AVs. One limitation of the proposed approach is the need for continued
development of SP systems.

3. Proposed Methodology

Smart cities are an important focus of research in the modern world, as we seek to
create sustainable and efficient urban environments. One of the key challenges in smart
cities is parking allocation, as the increasing number of vehicles on the roads has led to a
shortage of parking spaces in many urban areas. To address this challenge, we propose a
trust-based secure parking allocation mechanism for IoT-enabled smart cities. The proposed
architecture for our approach consists of three major components: the base station, smart
parking, and roadside unit (RSU), as illustrated in Figure 1. The vehicle can communicate
with the RSU to request parking allocation, and the RSU computes the trust of a node using
trust parameters such as credibility, availability, and honesty. Nodes with a higher degree
of trust will be given priority for parking allocation, and all computations performed will
be stored on the base station for future use.

The trust degree is calculated as a single value ranging from 0.0 to 1.0. After evaluating
all three trust parameters, the aggregated trust value is compared to a default threshold of
0.5. If the value is greater than 0.5, the node is considered trustworthy, and if the value is
less than 0.5, the node is deemed non-genuine, which implies that it is a malicious node
that may disrupt the system. Our approach also proposes a novel method that integrates
a hybrid ensemble learning approach using an SVM classifier and a trust management
approach. This approach helps to establish trust between vehicles, parking stands, RSUs,
and the base station. The proposed methodology is centralized, which means that all trust
calculations and parking allocation decisions are made at the base station. This helps to
ensure that the system is secure and that there is no risk of malicious nodes disrupting
the system.

The base station is the central component of the architecture and is responsible for stor-
ing all the data related to parking allocation and trust management. It is also responsible for
processing all the requests for parking allocation from the vehicles and for communicating
with the RSUs to allocate parking spaces. The smart parking component is responsible for
managing the parking stands and for communicating with the RSUs to provide information
about the availability of parking spaces. The RSUs are responsible for communicating with
the vehicles and for computing the trust of a node based on the trust parameters. They are
also responsible for communicating with the smart parking component to request park-
ing allocation for the vehicles. The trust parameters used in our approach are credibility,
availability, and honesty. Credibility refers to the degree to which a node can be trusted to
provide accurate information. Availability refers to the degree to which a node is available
to participate in the system. Honesty refers to the degree to which a node is trustworthy
and engages in honest behavior without engaging in malicious activity. Our approach
also includes a machine learning component that uses an SVM classifier to predict the
trustworthiness of a node based on historical data. This approach helps to improve the
accuracy of the trust calculations and helps to identify malicious nodes more quickly.
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Figure 1. The Proposed Architecture For a Smart Parking System.

3.1. Working of Proposed Methodology

Vehicles park, as shown in Figure 1, and will send requests to the RSU, which retrieves
the status of nearby parking stands. The RSU also sends all information to the base station.
All the RSUs send information to the base station, which is responsible for making final
decisions. If a parking stand is full, the RSU sends a request to the base station, which
checks the status of nearby RSUs and sends the location of another nearby parking stand to
the RSU. The RSU then sends the information directly to the vehicle, which parks at the
new location. If a malicious node tampers with any RSU data, it could result in vehicles
parking in the wrong locations. This not only wastes fuel but also contributes to rising fuel
costs. To mitigate this issue, we are proposing a trust management methodology using
ensemble machine learning. The aim of this article is to eliminate malicious nodes in the
parking system. To achieve this, the proposed approach first establishes trust between the
vehicles and RSU, between the parking stands and RSU, and between the RSU and the
base station. The complete working flow of trust computations and decision making is
represented in Algorithm 1.

The proposed Algorithm 1 is aimed at computing the trust degree of each node in
the network based on the observations’ weight of credibility, honesty, and availability.
The trust degree calculated for each node is a weighted sum of these three parameters,
where the weights are set based on the observation made in the network. The algorithm
starts by initializing an empty dictionary to store the trust degree of each node. This trust
degree dictionary is defined as trust_degree = d f , where d f is the trust degree of node f in
the network.

Next, the algorithm proceeds to compute the trust degree of each node in the net-
work based on the three parameters, credibility, honesty, and availability. For each
node in the network, the algorithm calculates these three parameters using the func-
tions compute_credibility, compute_honesty, and compute_availability, respectively. Once
the credibility, honesty, and availability parameters have been computed for each node, the
trust degree is then calculated as a weighted sum of these parameters. The weight of each
parameter is defined as the observation weight of that parameter, which is set based on the
observations made in the network.
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Algorithm 1 The Computational Process Computing the Trust Degree of a Node
Input: Nodes present in the network.
Input: Observations weight of credibility.
Input: Observations weights of honesty.
Input: Observations weight of availability
Output: Trust degree sorting.

1: procedure TRUST EVALUATION
2: Initialize an empty dictionary to store the trust degree of each node
3: trust_degree = {d f }
4: For each node in the network, compute the trust degree based on the credibility,

honesty, and availability parameters. The trust degree is calculated as a weighted sum
of these three parameters.

5: for node in the network:
6: credibility = compute_credibility(node)
7: honesty = compute_honesty(node)
8: availability = compute_availability(node)
9: trust_degree = credibility_weight * credibility + honesty_weight * honesty + avail-

ability_weight * availability
10: Sort the trust degrees in descending order and create a priority table based on the

trust degrees.
11: sorted_trust_degrees = sorted(trust_degrees.items(), key=lambda x: x[1], re-

verse=True)
12: Return to the priority table.
13: Exit.

After the trust degree has been computed for each node in the network, the trust
degrees are sorted in descending order, and a priority table is created based on the trust
degrees. This priority table is used to allocate parking spaces to nodes in the network based
on their trust degree, where nodes with higher trust degrees are given priority. Finally, the
algorithm exits after returning the priority table, which can be used for parking allocation
in the smart city environment. The notable aspect of Algorithm 1 is that it is designed
to be run periodically to continuously update the trust degree of nodes in the network
based on their behavior and observations made in the network. This ensures that the trust
degree of nodes is updated regularly and reflects their current behavior in the network.
The computation of trust and decision making is demonstrated in Algorithm 2.

Algorithm 2 Decision Making of Malicious and Trustworthy Nodes Based on Trust Degree
Input: - a node in the network
Output: - trust_degree: the trust degree of the node (trust value between 0.0 and 1.0)

1: Procedure
2: credibility = Compute Credibility(node)
3: honesty = Compute Honesty(node)
4: availability = Compute availability(node)
5: trust_degree = (credibility + availability + honesty)/3
6: trust_degree = credibility_weight * credibility + honesty_weight * honesty + availabil-

ity_weight * availability
7: Set the default_trust == 0.5
8: Train the trust management model by the SVM model.
9: if trust_degree ≥ de f ault_trust_value then

10:
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8 Train the trust management model by the SVM model.
9 if trust_degree ≥ de f ault_trust_value then

10 predict "trustworthy"

11 else
12 predict "untrustworthy"

13 remove "trustworthiness"
14

as it is not needed once the decision has been made. The output of the algorithm is the 285

trust degree of the node, which is used to determine whether the node should be allocated 286

a parking space or not. The algorithm 2 provides a simple and effective way to evaluate the 287

trustworthiness of nodes in the network, and to make informed decisions about parking 288

allocation based on this evaluation. 289

3.2. Trust Computational Parameter and Formulation 290

The trust computations in the parking system between the parking stand, RSU, ve- 291

hicles, and base station are formulated in this section. The trust is established by using 292

credibility (Cr), honesty (H), and availability (Co) as trust parameters. These parameters 293

play a crucial role in determining the trust degree between different nodes. The credibility 294

between the nodes is computed using the formula provided in Equation 1. 295

Cr =
α

β
∗ 100 (1)

Honesty is a metric for evaluating the reliability of a node based on its compliance with 296

the rules and regulations of the smart parking system. Equation 1 calculates the honesty of 297

a node by taking into account the number of successful data packet deliveries (α) and the 298

total number of data packet deliveries (β). One way to assess a node’s honesty could be to 299

keep track of the number of instances where it violates the system’s rules and regulations, 300

such as attempting to park in a restricted area or accessing a parking space without paying 301

the fee. An example mathematical equation to compute the honesty of a node is shown 302

below: 303

H =
σ

Φ
∗ 100 (2)

In Equation 2, the honesty of a node is calculated by dividing the number of rule 304

violations (σ) by the total number of parking transactions (Φ) and multiplying the result 305

by 100. This results in a percentage value for honesty, with a lower value indicating 306

higher honesty. The availability of a node is determined by subtracting the result obtained 307

from dividing the number of times the node has received assistance by the total number 308

of parking transactions and multiplying the result by 100 from the result obtained from 309

predict “trustworthy′′

11: else
12:
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Algorithm 2 takes a node in the network as input and computes its trust degree
based on three parameters—credibility, honesty, and availability. The trust degree is then
compared to a default threshold value of 0.5 to decide whether the node is trustworthy or
not. The algorithm also involves training a trust management model using an SVM classifier
to aid in the decision-making process. The algorithm begins by initializing the input node
and the output trust degree. It then proceeds to compute the credibility, honesty, and
availability of the node. The credibility parameter measures the accuracy of the information
provided by the node, the honesty parameter measures the likelihood of the node providing
truthful information, and the availability parameter measures the willingness of the node
to participate in the network.

Once the three parameters are computed, the trust degree is calculated as the weighted
sum of these parameters, with the weights assigned to each parameter based on their
importance in the trust evaluation process. The algorithm then compares the computed
trust degree to a default threshold value of 0.5, which is used to differentiate trustworthy
nodes from untrustworthy ones. The trust management model is trained using an SVM
classifier, which takes as input the computed trust degree and outputs a prediction of
whether the node is trustworthy or not. The trained model is used to aid in the decision-
making process, as it helps to reduce the possibility of false positives or false negatives in
identifying trustworthy nodes. Finally, the algorithm removes the trustworthiness attribute,
as it is not needed once the decision has been made. The output of the algorithm is the
trust degree of the node, which is used to determine whether the node should be allocated
a parking space or not. Algorithm 2 provides a simple and effective way to evaluate
the trustworthiness of nodes in the network and make informed decisions about parking
allocation based on this evaluation.

3.2. Trust Computational Parameter and Formulation

The trust computations in the parking system between the parking stand, RSU, ve-
hicles, and base station are formulated in this section. The trust is established by using
credibility (Cr), honesty (H), and availability (Co) as trust parameters. These parameters
play a crucial role in determining the trust degree between different nodes. The credibility
between the nodes is computed using the formula provided in Equation (1).

Cr =
α

β
∗ 100 (1)

Honesty is a metric for evaluating the reliability of a node based on its compliance with
the rules and regulations of the smart parking system. Equation (1) calculates the honesty
of a node by taking into account the number of successful data packet deliveries (α) and the
total number of data packet deliveries (β). One way to assess a node’s honesty is to keep
track of the number of instances where it violates the system’s rules and regulations, such
as attempting to park in a restricted area or accessing a parking space without paying the
fee. An example mathematical equation to compute the honesty of a node is shown below:

H =
σ

Φ
∗ 100 (2)

In Equation (2), the honesty of a node is calculated by dividing the number of rule
violations (σ) by the total number of parking transactions (Φ) and multiplying the result
by 100. This results in a percentage value for honesty, with a lower value indicating
higher honesty. The availability of a node is determined by subtracting the result obtained
from dividing the number of times the node has received assistance by the total number
of parking transactions and multiplying the result by 100 from the result obtained from
dividing the number of times the node has assisted others by the total number of parking
transactions and multiplying the result by 100. This results in a percentage value for
availability, with a higher value indicating higher availability.

The equation for calculating the availability of a node is shown in Equation (3). To
implement this equation, you need to define a function that computes availability (node).
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This function should take in a node as an input and return its availability value. The
function must keep track of the number of times the node has provided assistance and
received assistance, as well as the total number of parking transactions. By using the above
equation, the function can then calculate the availability of the node.

Co =
ϕ

λ
− τ

λ
(3)

In Equation (3), ϕ represents the total number of times a node has assisted others, λ
represents the total number of parking transactions, and τ represents the number of times
the node has received assistance. For example, if a node has assisted others 10 times out
of a total of 100 parking transactions, and has received assistance 5 times out of a total of
100 parking transactions, its availability could be calculated as follows:

C = (10/100)× 100− (5/100)× 100 = 10− 5 = 5

This node would have an availability value of 5. The trust degree between different
nodes is computed using these formulas, which helps to maintain trustworthiness.

trust_degree = crω ∗ cr + hω ∗ h + coω ∗ co (4)

The trust degree between the different nodes of vehicles, RSU, parking stand, and
base station is computed using Equation (5). The credibility weight is represented by crω,
where cr is credibility. The honesty weight is represented by hω, where h is honesty. The
availability weight is represented by coω, where co is availability. The computed trust
parameters are stored in the priority table. The computation of the trust degree is an event-
driven process that occurs when nodes send data. The algorithm checks the trust degree
of nodes and after the computation, the average of credibility, honesty, and availability is
taken as the trust degree.

Average_trust =
(credibility + availability + honesty)

3
(5)

Equation (5) calculates the average trust between the different nodes in the parking
system, including vehicles, RSUs, parking stands, and the base station. This average trust
value can then be used in a support vector machine (SVM) model to distinguish between
trustworthy and untrustworthy nodes. The SVM maps the trust value to a hyperplane and
labels it as either positive (+1) if the value is equal to or greater than 0.5, or negative (−1)
if the value is less than 0.5. In this way, the SVM model is able to evaluate the degree of
trust in the parking system. The SVM approach trains the trust parameters to predict the
trustworthiness or non-trustworthiness of the data contained in the system, as described in
detail in Equation (6).

P = {(Z1, y1), (Z2, y2), . . . . . . , (Zn, yn)} (6)

In Equation (6), P represents the training set, and Zi represents the samples of average
trust values, where yi is the class label. The yi ∈ +1,−1 value of yi is either 1 or 0 indicating
whether the trust value belongs to a malicious or non-malicious class. If the trust values
are transformed linearly in the SVM plane, they are separated linearly; otherwise, they are
separated non-linearly. The linear separation of the average trust values draws two lines
between the hyperplane, which are classified as a vector of class +1 and a vector of class −1.
Many lines can be drawn, and the lines that separate the average trust values equal to or
greater than 0.5 and less than 0.5 are called the optimal classification lines. The formula for
the hyperplane in the optimal classification line is given as ω.Zi + b = 0 (ω ∈ R, b ∈ R),
where ω represents the weight of the average trust.

ω.Zi + b > 0 (7)
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Equation (7) represents the hyperplane of the SVM model, which is used to classify
the desired label class on the hyperplane. This equation is used to predict malicious nodes
among the vehicles, parking stands, RSUs, and the base station. The trustworthy nodes are
scattered on the positive side of the hyperplane.

ω.Zi + b < 0 (8)

In Equation (8), the hyperplane of the SVM model is identified. It classifies the below-
scattered values as the desired label class on the hyperplane. The equation expresses the
adjustment of the average trust value to make the edge of the hyperplane of the SVM model.
The negative side of the hyperplane is adjusted by the formula illustrated in Equation (10).

Hyp1 : ω.Zi + b ≥ 1, f or y1 = 1 (9)

Hyp1 : ω.Zi + b < 1, f or y1 = −1 (10)

The training set shows projection on Hyp2 and Hyp2 are evaluated by vectors and
the equal sign is formed by the equation. The maximum edge is measured by 2/

∥∥ω
∥∥.

Finding that the maximum value of hyperplane and margin of SVM as 2/
∥∥ω
∥∥ is equal to

calculating the minimum value of
∥∥ω
∥∥. When applied to n-dimensional space, finding the

best hyperplane using the SVM is equal to resolving the restricted optimization problem.

min
ωb

1
2

∥∥ω
∥∥2

+ C
n

∑
i=1

ξi (11)

yi(ω.Zi + b) ≥ 1− ξi, ξi ≥ 0, i = 1, 2, 3, . . . . . . , n, (12)

A value of C greater than zero denotes the trust parameter, denoting how much
attention should be paid to outliers, and ξi represents the degree of outliers in the relaxation
variable [30].

3.3. SVM Model

The pseudo-code for this classification process is elaborated in Algorithm 3. The
algorithm is an SVM-based approach for detecting malicious and compromised nodes in
a network using trust parameter values as input features. The algorithm first initializes
the SVM model with the trust parameters as input features and the labels as malicious
or compromised. Then, the data are split into training and testing sets. The SVM model
is trained on the training set, and the performance is evaluated on the testing set using
metrics such as accuracy, precision, and recall. Finally, if the performance of the SVM model
is satisfactory, it can be used to classify new vehicle nodes as malicious or compromised.

The proposed approach improves the algorithm by adding equations that explain the
SVM model in more detail. Specifically, the trust parameter values for node i are denoted by
xi ∈ Rn, and the label indicating whether node i is malicious or not is denoted by yi ∈ −1, 1.
The SVM model can be represented using a kernel function K(xi, x) that measures the
similarity between xi and x, and the Lagrange multipliers α ∈ Rm, weight vector w ∈ Rn,
and bias b ∈ R can be used to calculate the SVM model output f (x) as (13).

The performance of the SVM model is evaluated using three metrics: accuracy, preci-
sion, and recall. These metrics can be calculated using the number of true positives (TP),
false positives (FP), true negatives (TN), and false negatives (FN), and the results are
discussed in Section 4.
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Algorithm 3 The Support Vector Machine Model for Detecting Malicious and Compromised
Nodes

Input: Trust parameter values
Output: Detect malicious nodes.

1: Procedure
2: Initialize the SVM model with the trust parameters as input features and the labels as

malicious or compromised.
3: Let xi ∈ Rn be the trust parameter values for node i and yi ∈ −1, 1 be the label

indicating whether node i is malicious or not.
4: Split the data into training and testing sets.
5: Let Xtrain and ytrain be the training set of input features and labels, respectively, and

Xtest and ytest be the testing set of input features and labels, respectively.
6: Train the SVM model on the training set.
7: Let α ∈ Rm be the Lagrange multipliers, and w ∈ Rn and b ∈ R be the weight vector

and bias, respectively. The SVM model can be represented as:

f (x) = sign(
m

∑
i=1

αiyiK(xi, x) + b) (13)

where K(xi, x) is the kernel function that measures the similarity between xi and x.
8: Test the SVM model on the testing set.
9: Let ypred be the predicted labels for the testing set.

10: Evaluate the performance of the SVM model using metrics such as accuracy, precision,
and recall.

11: Let TP, FP, TN, and FN be the number of true positives, false positives, true negatives,
and false negatives, respectively. The metrics can be calculated as:

Accuracy =
TP + TN

TP + FP + TN + FN
, (14)

Precision =
TP

TP + FP
, (15)

Recall =
TP

TP + FN
. (16)

12: If the performance of the SVM model is satisfactory, use it to classify new vehicle nodes
as malicious or compromised.

Artificial Neural Network Model

In our proposed approach, the dataset used to train the trust management value is
processed through an artificial neural network (ANN) algorithm. This is in contrast to
the conventional machine learning techniques such as decision tree, random forest, and
ANN. The ANN algorithm is defined in Equation (17) as described in the research paper
by Kumar et al. [31].

Z(x) =
n

∑
i=0

xi ∗ωi (17)

In the proposed approach, the dataset consisting of trust management values is trained
using the artificial neural network (ANN) algorithm. This is in contrast to the existing
machine-learning approaches, such as decision tree and random forest. Equation (17)
of the ANN, as described in [31], is given below. The equation shows how the neural
network functions by transforming the input into hidden layers to produce the output.
The input, represented by xi, is processed through the network along with the weight of
the parameters, represented by ω. The result of the supervised learning performed by the
model is determined by how the network was trained. The predicted value of the ANN
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model ranges from 0.0 to 1.0. Values less than 0.4 are considered low trust, while values
greater than 0.8 are considered high trust between vehicles, RSUs, parking stands, and the
base station. The activation function is used to identify malicious nodes. The formula for
the ANN is described in [32].

f (z) =
1

1 + e−z (18)

The activation function consists of e−z is a sigmoid function, it is responsible for the
detection of the malicious node. The z is the total trust management input given to ANN.
After using the trust management approach, we apply machine learning algorithms to it
and check the best performance models. The following mathematical equation represents
the computation of trust parameters for a vehicle node in a smart parking system using
the artificial neural network algorithm. Credibility is a measure of the reliability and
trustworthiness of a vehicle node. It is computed using the following equation:

Credibility(n) =
1.0

∑
0.0

w ∗ Cr(n) (19)

where n is the vehicle node, w is the weight of the feature, and Cr(n) is the feature vector
of the node. Honesty is a measure of the honesty and integrity of a vehicle node. It is
computed using the following equation:

Honesty(n) =
1.0

∑
0.0

w ∗ h(n) (20)

where n is the vehicle node, w is the weight of the feature, and h(n) is the feature vector of
the node. availability is a measure of how many nodes are cooperative with a vehicle node.
It is computed using the following equation:

availability(n) =
1.0

∑
0.0

w ∗ Co(n) (21)

In the proposed approach, the dataset consists of trust management values, which
are trained using an artificial neural network (ANN) algorithm. The ANN algorithm is
used to classify the vehicle nodes as malicious or trustworthy. The equation for the ANN is
given in Equation (17), where n represents the vehicle node, w represents the weight of the
feature, and Cr(n) represents the feature vector of the node. Once the trust parameters have
been computed, they can be used to classify a vehicle node as malicious or trustworthy
using the ANN algorithm. The ANN classifier separates the values on the hyperplane and
makes a decision based on the average trust value. If the average trust value is greater than
or equal to 0.5, the node is considered trustworthy and allowed to transmit data. If the
average trust value is less than 0.5, the node is considered untrustworthy and eliminated,
not allowing it to transmit data to the base station or any other vehicle.{

Trustworthy if Average_trust ≥ de f ault_trust
Untrustworthy if Average_trust < de f ault_trust

4. Simulation Outcome

The trust-based parking system was simulated using a Jupiter Notebook. The accuracy
of the system was evaluated based on its ability to accurately handle tasks and defend
against potential attacks. The trust management approach calculates the number of mali-
cious nodes, while machine learning models identify these malicious nodes. The simulation
was run on a core-i9 system with a 1 TB SSD and 32 GB of RAM. The Jupiter Notebook was
used to obtain the results of the simulation, utilizing the Keras and TensorFlow libraries,
and the complete simulation setup and parameters are illustrated in Table 2.
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Table 2. Simulation Parameters for Smart Parking System.

Simulation Parameter Description Value

Area of network Area covered by the simulation scenario 2 square km
Number of nodes Total number of nodes in the simulation scenario

(vehicles and RSUs)
510

Simulation time Duration of the simulation scenario 24 h
Transmission range Maximum distance that a node can transmit data

to other nodes
300 m

Routing protocol Protocol used for routing data between nodes AODV
MAC Medium access control protocol used in the simula-

tion scenario
IEEE 802.11p

Mobility model Model used for simulating the movement of vehi-
cles in the scenario

Manhattan mobility model

Transmission rate Data transmission rate between nodes 6 Mbps
Size of packet Average size of data packet transmitted between

nodes
1 KB

Position of RSU Location of RSUs in the scenario Randomly distributed
Average speed of node Average speed of vehicles in the scenario 30 km/h
Parking stands Total number of available parking spaces in the

parking lot
1000

Traffic density Density of the traffic on the road network High
Trust value A value between 0.0 and 1.0 representing the trust

level of nodes in the network
0.0–1.0

Figure 2 shows a correlation graph of the trust parameters used in our simulation,
including availability (Co_ob), Honesty (H_ob), Credibility (Cr_ob), and Average_Trust.
The correlation graph provides a visual representation of the relationships between the vari-
ables. The diagonal value for each parameter is 0.1, indicating a weak positive correlation
between each parameter and itself. The other values in the graph represent the strength and
direction of the correlation between each pair of parameters. This graph provides a visual
representation of the relationships between the trust parameters used in our simulation.

Figure 2. Correlation Feature of Trust-Based Parking System.

In the proposed approach, the dataset used for the trust-based parking system contains
7000 rows of trust values. The decision regarding the trustworthiness of a node is made by
an SVM classifier. The SVM classifier separates the data into two classes: trustworthy and
non-trustworthy. The values that are equal to or greater than 0.5 are considered trustworthy
and plotted on the positive side (+1) of the hyperplane. Conversely, values less than 0.5 are
considered non-trustworthy and plotted on the negative side (−1) of the hyperplane.



Sustainability 2023, 15, 6916 14 of 18

4.1. Training and Testing of SVM

In this proposed approach, the SVM is used to predict the behavior of nodes. The
hyperplane is utilized to separate the data into different classes. The data points on one
side of the hyperplane are classified as one class, while the data points on the other side
are classified as a different class. The SVM algorithm attempts to find a hyperplane that
maximally separates the positive and negative points, where positive points are labeled as
trustworthy and negative points are labeled as non-trustworthy. The points closest to the
hyperplane are referred to as support vectors and play a crucial role in determining the
position of the hyperplane.

Figure 3 shows how to divide nodes into two classes—trusted and untrusted—using
the support vector machine (SVM) algorithm. The decision boundary separating these two
classes is represented by the hyperplane, with the positive side representing trustworthy
nodes and the negative side representing unreliable nodes. The SVM algorithm’s objective
is to accurately identify the hyperplane that divides these nodes. By locating the hyperplane
that maximizes the margin between the two classes of nodes, the SVM algorithm employs a
method known as maximum margin classification to accomplish this. The hyperplane and
the nearest data points from each class are separated by this margin. The SVM algorithm
can produce a decision boundary that is reliable and generalizable by maximizing this
margin, making it possible for it to accurately categorize new, unobserved data points as
trustworthy or untrustworthy. According to reports, 96.43 percent of the trust management
model integrated with the SVM model is accurate. According to the hyperplane produced
by the SVM algorithm, the model can correctly categorize 96.43 percent of the nodes as
either trustworthy or untrustworthy. With such a high level of accuracy, the model can be
applied to a number of fields including social network analysis, e-commerce, and online
security. It also shows that the model is efficient at differentiating between trustworthy and
untrustworthy nodes.

Figure 3. SVM separation of malicious and non-malicious nodes.

4.2. Accuracy Parameter for SVM Model

The proposed methodology’s effectiveness is evaluated using precision, recall, and
F1-score metrics. These metrics are used to assess the performance of the SVM classifier.
Precision is a measure of how many true positive predictions (correctly identified malicious
nodes) were made out of all positive predictions made by the model. For example, a
precision score of 0.95 indicates that 95% of the positive predictions made by the model are
accurate. Recall is a measure of the proportion of true positive predictions made by the
model out of all actual positive instances (malicious nodes) in the data.

A recall score of 0.959 means that the model correctly identified 95.9% of the malicious
nodes in the data. F1-score is the harmonic mean of precision and recall, and it provides
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a single score that reflects the balance between precision and recall. An F1-score of 0.955
indicates that the precision and recall values are similar, and the model has a good balance
of both. In the context of malicious and non-malicious node classification, these values
suggest that the SVM model has a good performance, with a precision of 0.95, a recall of
0.959, and an F1-score of 0.955.

4.3. Training and Testing of Deep Neural Network

In the training and testing of deep neural networks (DNNs) for detecting malicious
nodes in a network, a trust management approach is utilized. This approach involves
training the DNN model using trust management features, such as credibility, honesty, and
availability, which reflect the behavior, history, and relationships of nodes in the network.
The training process involves splitting the labeled data into a training set and a testing
set and providing the DNN with the training data to learn the patterns and relationships
between the features and the label of malicious or non-malicious nodes.

The DNN model’s performance is assessed using the testing data after it has been
trained. The model is given fresh, previously unobserved data in this step, and its pre-
dictions are contrasted with the actual labels. Metrics such as accuracy, precision, recall,
and F1-score, which measure the model’s capacity to precisely identify malicious nodes,
are used to evaluate the model’s performance. The proposed DNN model achieved an
accuracy of approximately 90.9%, as shown in Figure 4 whereas the detailed simulation
outcome is illustrated by Table 3. During testing or validation, the accuracy fluctuates
between 0.89 and 0.909. We trained our smart parking trust management value using a
batch size of 32 and an approach value of 1500. Additionally, Figure 5 illustrates that the
training loss reduces from 0.15 to 0.14, which is a negligible low value.

Figure 4. Deep neural network accuracy with the proposed approach.
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Figure 5. Model loss during training trust management value.

Table 3. Deep Neural Network Accuracy Matrices.

Precision Recall F1-score Support

0 0.97 0.90 0.93 10,033
1 0.79 0.92 0.85 3967

accuracy 0.91 14,000
macro avg 0.88 0.91 0.89 14,000
weight avg 0.92 0.91 0.91 14,000

4.4. Comparative Analysis

We compared various methods for spotting malicious nodes in a smart parking system,
and the results showed that the SVM model performed 96.4 percent better than the DNN
model, which scored 90 percent. This suggests that, in terms of accuracy, the SVM model is
better suited for this task. It is crucial to remember, though, that accuracy is not the only
aspect to take into account when choosing a machine-learning model for a particular issue.
Other elements such as interpretability, scalability, and computational complexity should
also be considered. We have provided more information on these factors in the bar graph
displayed in Figure 6.

Figure 6. Comparison Analysis of SVM and DNN.
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5. Conclusions

In this paper, we presented a hybrid approach to enhance the security and privacy of
IoT-enabled smart parking in sustainable smart cities. Our approach combines trust man-
agement and machine learning techniques, specifically support vector machine (SVM) and
artificial neural network (ANN) models, to detect and eliminate malicious nodes in smart
parking. The trust management parameters we used include credibility, availability, and
honesty. After evaluating both models, we found that the hybrid SVM classifier with a trust
parameters approach outperformed the other models, achieving an accuracy of 96.43% in
detecting and eliminating malicious or compromised nodes. On the other hand, the hybrid
trust management deep neural network (DNN) model achieved an accuracy of 90.9%. Our
results demonstrate the potential of the SVM approach in improving the efficiency and sus-
tainability of urban environments by optimizing the use of parking resources and ensuring
responsible data collection and usage. The current study utilizes SVM and ANN models
for detecting malicious nodes. In the future, the proposed mechanism could be extended to
optimize the computational process, with the aim of reducing energy consumption.
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