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Abstract: Various modern Chinese poetry styles have influenced the development of new Chinese
poetry; therefore, the classification of poetry style is very important for understanding these poems
and promoting education regarding new Chinese poetry. For poetry learners, due to a lack of
experience, it is difficult to accurately judge the style of poetry, which makes it difficult for learners to
understand poetry. For poetry researchers, classification of poetry styles in modern poetry is mainly
carried out by experts, and there are some disputes between them, which leads to the incorrect and
subjective classification of modern poetry. To solve these problems in the classification of modern
Chinese poetry, the eXtreme Gradient Boosting (XGBoost) algorithm is used in this paper to build an
automatic classification model of modern Chinese poetry, which can automatically and objectively
classify poetry. First, modern Chinese poetry is divided into words, and stopwords are removed.
Then, Doc2Vec is used to obtain the vector of each poem. The classification model for modern Chinese
poetry was iteratively trained using XGBoost, and each iteration promotes the optimization of the
next generation of the model until the automatic classification model of modern Chinese poetry is
obtained, which is named Modern Chinese Poetry based on XGBoost (XGBoost-MCP). Finally, the
XGBoost-MCP model built in this paper was used in experiments on real datasets and compared with
Support Vector Machine (SVM), Deep Neural Network (DNN), and Decision Tree (DT) models. The
experimental results show that the XGBoost-MCP model performs above 90% in all data evaluations,
is obviously superior to the other three algorithms, and has high accuracy and objectivity. Applying
this to education can help learners and researchers better understand and study poetry.

Keywords: XGBoost; poetry style classification; Chinese modern poetry; education

1. Introduction

The study of literary works from a computational perspective can be traced back
to the use of quantitative methods to record the works’ lexical features and analyze the
author’s writing style. With the development of natural language processing techniques,
automatic text classification offers a new approach to the application of computers to
literary research; for example, Christou and Tsoumakas proposed a deep-learning-based
approach to discovering semantic relationships in literary texts, and this effectively deals
with the specificity of literary texts [1]. Much of the research on classification technology
has also provided important technical support for the task of literary classification [2–4].
These developments play a very important methodological role in the study of the themes,
authors, and styles of literary works. Research on the classification of literature is currently
being conducted in various literary genres, such as poetry, prose and fiction. This research
has focused on the identification of authorship, classification of textual styles, and analysis
of textual emotions. In recent years, a number of scholars have conducted research on
the automatic classification of poetry. These studies have been conducted in numerous
languages, including English [5–8], Persian [9], Ottoman [10], Malaysian [11], Spanish [12],
Arabic [13], Bengali [14], Punjabi [15], and Chinese [16–19].
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In the study of modern new Chinese poetry, Voigt and Jurafsky discussed the extent to
which the formal language of classical Chinese poetry was stripped away with the advent
of Chinese vernacular poetry and used natural language processing techniques to analyze
whether contemporary poetry is still connected to classical poetry. They succeeded in
tracing the declining influence of classical poetic style and language in twentieth-century
Chinese poetry by calculating three characteristics. This study provides a better under-
standing of the development of Chinese poetry [19].

The studies mentioned above all focus on the use of computers in literature. Based
on these studies, this article further proposes the application of computers to literature
education. The digitization of texts, along with the breakthroughs in artificial intelligence
and natural language processing, have made it possible to conduct several studies on
computer-assisted learning in the big data era [20–22]. Chang et al. recommended the use
of automatic text categorization methods to categorize educational publications, which
helps with educational innovation and serves as a useful source for this essay on the
integration of artificial intelligence into the education of literature [23].

To accurately assess a poem’s style for the purposes of the subsequent understanding
and learning of the poem, students in traditional literary poetry education must acquire a
significant amount of learning experience. Studies of the poets themselves and the literary
history of poetry are two examples of literary studies of poetry that must be founded on an
accurate assessment of poetic style. At present, the classification of modern poetry styles is
mainly carried out by experts, which is inaccurate and subjective, and it is not conducive to
the further study of literature. To make up for the shortcomings of traditional literature
education, in this article, which aims to save students the time and effort of gaining
experience, to more precisely assess the style of poetry, to increase the effectiveness of
poetry learning, and to give literary researchers a more accurate reference on the subject of
poetry classification for their upcoming academic work, an attempt is made to establish an
automatic poetry classification model using text classification methods in natural language
processing to provide an interactive artificial-intelligence-based learning environment for
poetry learners and researchers. This is an innovative approach to traditional literary poetry
education, providing new ideas for the development of poetry education and promoting
its sustainability.

At present, research on the automatic classification of styles of new modern Chinese
poetry has yet to be expanded. In this article, an attempt is made to establish an auto-
matic poetry classification model using the text classification method in natural language
processing to assist with poetry learning and research.

The main contributions of this paper are as follows.

• The Modern Chinese Poetry based on eXtreme Gradient Boosting (XGBoost-MCP)
model is built in this paper, which makes poetry classification more accurate, objective,
and efficient. It also resolves the defects in traditional poetry education.

• After labeling, word segmentation, and the removal of stopwords from the text data
of modern Chinese poetry, the XGBoost-MCP model was iteratively trained using
Doc2Vec and XGBoost algorithms, and, finally, we obtained the optimal model.

• Experiments on real datasets show that the XGBoost-MCP model is obviously superior
to the Support Vector Machine (SVM), Deep Neural Network (DNN), and Decision
Tree (DT) models, has certain accuracy and objectivity, and provides convenient
auxiliary tools for poetry learners and researchers, which can promote sustainable
poetry education.

Section 2 introduces related work, including the study of short text classification,
literary classification, and current research on the classification of poetry in different lan-
guages, which has informed the research in this paper. Section 3 introduces the methods
used to classify poetic styles and proposes a framework that is applicable to the classifi-
cation of modern Chinese poetry. The concrete application of the XGBoost-MCP model
in poetry education is also introduced. Section 4 introduces the experimental setup and
evaluation indices and verifies the performance of the modern Chinese poetry classification
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model through the experimental results. Section 5 summarizes the full text and presents
future work.

2. Related Works

Research on the application of natural language processing can be divided into classi-
fications of topic [23–26], emotion [27,28], authorship, and style. The poetry text is short in
form and literary in content. Therefore, research on short texts and literary text classification
has an important reference value for this paper. In addition to the above, much of the
research specifically evaluated and compared classification models.

2.1. Classification of Short Text and Literary Text

At present, short text classification is mainly focused on daily language use, such
as text messages and forum questions and answers published by people on social media
platforms.

Li et al. applied the pre-training method to a deep neural network based on a re-
stricted Boltzmann machine to obtain a superior classification performance regarding user
sentiment in short texts [29]. Rao et al. proposed a topic-level maximum entropy model for
the socio-emotional classification of short texts and validated the model on real data [30].
Zheng et al. proposed the concept of sentiment context to improve performance in the
context-based sentiment classification of short texts [31]. Liang et al. proposed a universal
affective model, which consists of topic-level and term-level sub-models to classify readers’
emotions using unlabeled short texts [32]. Chen et al. proposed a new method for emotion
classification using complementary information for negative and intense emotions [33].

These studies on the emotional classification of short texts provide an important
reference for the classification of poetry. Most studies of literary classification focus on the
issue of authorship. The identification of authorship is essentially a determination of the
author’s style.

In 1963, Mosteller and Wallace proposed the automatic identification of authorship
using the frequency and distribution of the occurrence of a few special words as features.
Since then, a method of quantifying the stylistic features of texts has evolved to deter-
mine the style and authorship of literary texts [34]. Following closely behind Mosteller
and Wallace, Holmes examined the topic of quantifying literary style. The feasibility of
quantifying literary style traits to judge authors was discussed from multiple perspectives.
He specifically examines the authors of biblical texts and provides an outlook on artificial
neural networks’ application to the analysis of literary texts [35]. Forsyth and Holmes built
on their research into the quantification of the stylistic features of Holmes’ literature in
1994, compared five methods of analysis of text features, and then tested them on ten repre-
sentative text classification problems. The results showed that Monte Carlo feature-finding
is more advantageous in the analysis of text features [36]. Argamon et al. expanded on
the work of Mosteller and Wallace, as well as Holmes, in an effort to find a computable
representation of linguistic features based on a systematic functional grammar. Their study
illustrates how functional lexical features can play a role in the classification of various
genres [37].

Based on studies of quantitative textual style features, researchers have further in-
vestigated automatic author identification, for example, by comparing writing styles to
determine the gender of writers.

Koppel et al. built on the previous research and proposed the use of automatic text clas-
sification techniques in an attempt to infer the gender of authors using the latest automatic
text classification methods such as K-nearest Neighbor (KNN), Neural Networks, Winnow,
and SVM for simple combinations of lexical and syntactic features with an accuracy of
80% [38]. Argamon et al., following the research by Koppel et al., used an English corpus to
examine the types of textual elements that were most successful in establishing automatic
gender judgments for male and female authors [39]. Walkowiak and Piasecki extended
the features based on grammatical classes, statistical features, and common words. They
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applied the Bow and FastText algorithms to examine various techniques for extracting text
representation features in gender and author recognition stylometric tasks [40].

2.2. Classification Methods

Following the above study on the automatic identification of style, researchers have
mostly quantified textual style features by capturing lexical items. This method was first
achieved by manual metering. Later, with the development of natural-language-processing
techniques, researchers applied text classifiers to assist in classification, which greatly
improved the efficiency and accuracy of classification and facilitated the development of
computer applications for literary research.

The framework for this field was established using the Naive Bayes (NB) classifier
developed by Mosteller and Wallace [34].

Burrows originally conducted a Principal Component Analysis (PCA) of the frequency
of function words and found similarities between the styles of different authors through
projected graphs in 1987 [41]. Based on PCA, Gerard et al. introduced cluster analysis
and discriminant analysis to the discipline [42]. Juola and Bayyen used the cross-entropy
classification method to complement the deficiencies in past research using PCA and the
discriminant analysis methods embodied in text classification. Experiments have shown
that the technique can reliably detect authors as well as subtle features such as language
family, topic, and even the education level of the author [17].

In 1999, Craig employed discriminant analysis to determine the classification of Mid-
dleton’s problematic theatrical texts, and then used the results of his tests to describe
Middleton’s textual style [43].

Diederich et al. introduced this field to SVM. They tried to identify the articles of seven
target authors from a group of 2652 news articles, written by multiple authors, covering
three topical subjects in 2000 [44]. De Vel et al. used SVM to classify 150 email files by three
authors, with an accuracy of 80% [45].

As classification systems have become more diverse, many studies have emerged to
evaluate them. Zheng et al. extracted four writing style features and built a classification
model based on the four styles using inductive learning algorithms. They compared the
discriminative power of three classification techniques: DT, Back-propagation Neural
Network, and SVM. Experimental accuracies of 70%–95% were achieved [46]. Yu compared
the performance of NB and SVM classification algorithms in a literary classification task.
Yu combined these two algorithms with three text-preprocessing tools to study the impact
of these preprocessing tools on text-classification algorithms. The experimental results
showed that SVM is usually better than NB. Yu argues that stopwords should be handled
with caution. In Dickinson’s poetry, stopwords are highly discriminative features, and their
deletion would affect classification accuracy [47]. Mu classified Song dynasty poetry types
using KNN, NB, and SVM, and discovered that SVM was the most successful, with an
accuracy rate of above 95% [48]. Then, Pal and Patel utilized the bag-of-words model to
extract Hindi text features and translate them into numerical representations, which were
then transferred to the training model. The Hindi text was classified using KNN and NB to
test the accuracy of the algorithms [49]. Kalcheva et al. compared the precision and system
performance of machine learning algorithms to categorize texts produced by Bulgarian
authors. The studied algorithms were NB, SVM, Random Forest, and AdaBoost. The
results demonstrated that NB was the most precise and quickest algorithm for categorizing
Bulgarian texts authored by two writers with the same number of poems [50].

Recent studies have merged artificial intelligence’s deep learning techniques to en-
hance earlier classification models. Ahmad et al. suggested using deep learning, which
is the most cutting-edge artificial intelligence technology, to categorize the emotions of
poetry. A poetry corpus was used to create an Attention-Based Convolutional Bidirectional
Long Short-Term Memory model. They divided poems into categories based on various
emotional states, such as love, happiness, hope, grief, and wrath. In the experiment, they
compared the established model with other machine learning models. The experimental
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results showed that their model has 88% accuracy [28]. Wei et al. suggested an improved
K-means clustering algorithm for the classification of literary vocabulary [51]. Based on
Ahmad’s research, in 2022, Khattak et al. suggested an emotion categorization method for
poetry texts using a DNN model. A Bidirectional Long Short-Term Memory model was
used to categorize poetry into various emotion categories, including love, anger, loneliness,
suicide, and surprise [52].

2.3. Automatic Classification of Poems

The computational comprehension of poetry has been studied previously.

• English: Hayward contended that the metrical choice of poets demonstrates distinc-
tion and personality. This is an early study of poetry classification. Hayward used a
connectionist model to successfully discover substantive differences among the ten
surveyed poets [5]. Subsequently, research on the classification of English poetry
continued. Kaplan and Blei proposed automatically recognizing poetry style through
computers. Their experiment used a quantitative method to evaluate the style of
American poetry and PCA to describe the relationship between poetry collections [6].
Kao and Jurafsky compared the styles of award-winning poets and amateur poets
according to quantitative characteristics and revealed the aesthetics of linguistic art
using computer technology [7]. Lou et al. concentrated on how the lexicon of a poem
determines its theme. They used tf-idf and latent Dirichlet allocation for the feature
extraction of English poems and SVM for classification [8].

• Persian: Hamidi et al. used SVM to classify spoken-word Persian poems based on a
syllable system [9].

• Ottoman: Can et al. used SVM and NB as classification algorithms to classify the
poets and ages of Ottoman poetry. The results showed that SVM is a more accurate
classifier than NB [10].

• Malaysian: Jamal et al. tried to classify Malaysian poetry by theme, poetry and
nonpoetry. The results proved SVM’s ability to classify poems [11].

• Spanish: Barros et al. used DT to classify Francisco Quivedo’s poems. Manuel
Blecua’s classification of Francisco Quevedo’s poetry’s emotion was used as a reference
classification. The experimental results showed that the classification model that they
established could automatically classify poetry emotion with an accuracy of 56.22%.
After filtering, the accuracy was increased to 75.13% [12].

• Arabic: Alsharif et al. built an Arabic poetry corpus with emotional annotation to
examine and evaluate the impact of different levels of language preprocessing settings,
feature vector dimensions, and machine learning methods on emotion classification,
and studied and compared four machine learning algorithms. Hyperpipes was shown
to have the highest accuracy at 79% [13].

• Bengali: Rakshit used semantic features to classify the themes of Bengali poetry. They
used SVM to divide Tagore’s poetry into four categories. They also found the most
useful lexical features in each category. The accuracy of the classifier was 56.8%. The
experiment also used the SVM classifier to identify the four poets, with an accuracy
of 92.3% [14].

• Punjabi: Kaur and Saini conducted a lexical and content-based categorization of
Punjabi poetry, evaluating the classification accuracy of eleven machine algorithms.
According to the classification results, Hyperpipes, KNN, NB, and SVM had efficien-
cies ranging from 50.63% to 52.92% and 52.75% to 58.79%, respectively, surpassing the
performance of all other tested machine learning algorithms [15].

• Chinese: Li et al. explained the feasibility of a poetry style evaluation method
based on term connection and used this method to determine poetry style [16]. Yi
et al. classified song lyrics into two artistic categories, the Magnificent School and
the Euphemistic School, using NB. An accuracy rate of 88.5% was achieved [17].
Fang et al. studied the problem of computer-aided understanding and analysis of
Chinese classical poetry and built a syntactic parser that could automatically identify



Sustainability 2023, 15, 5265 6 of 19

poetry images [18]. Voigt and Jurafsky utilized computer-assisted analysis for feature
extraction to examine the link between new Chinese poetry and classical Chinese
poetry [19].

The focus of computer-assisted poetry research has been on analyzing and studying
poetry, with limited attention given to the educational aspects of the field. However, the
crucial role that researchers and learners play in the development of poetry education
cannot be overstated. Their actions have a direct impact on its sustainability and growth.
Researchers have the potential to enrich and develop theories of poetry, while learners,
armed with a deep understanding and study of poetry, can become creators of poetry,
providing a wealth of material for poetry research. By continually promoting innovation
in poetry education, a better research and learning environment can be created for both
researchers and learners. This paper aims to redirect the attention of computer-assisted
poetry research toward poetry education by building on past research on automatic po-
etry classification. The proposed model intends to promote sustainable and high-quality
poetry education.

3. Modern Chinese Poetry Prediction Framework

In this section, the specific training process of the Chinese modern poetry prediction
framework model is introduced, as shown in Figure 1. First, the data are preprocessed;
then, the poem vector is generated through Doc2Vec. Furthermore, the datasets are divided
into training sets and test sets, which are used to train the models. Finally, the real datasets
are used for experiment and evaluation and to compare the four algorithms.
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Figure 1. Chinese modern poetry prediction framework training process structure diagram.

3.1. Data Preprocessing

Text preprocessing is a key step in text classification. The results of word segmentation
and stop word filtering will directly affect the results of feature extraction and thus the
results of text classification. Text preprocessing is divided into three steps.
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• Labeling: Based on the supervised learning approach, the style to which each poem
belongs is manually labeled to facilitate the following classification.

• Word segmenting: Word segmenting is an important step in natural language pro-
cessing. This is a process that regroups the sentences formed by character sequences
into a set of words according to certain rules. Chinese word segmentation is much
more complicated than English word segmentation. Jieba is a widely used Chinese
word-splitting tool with a good word-splitting effect.

• Stopword filtering: The accuracy of stopword filtering directly affects the results of
text analysis. Words without practical meaning, such as auxiliary words, interfere
with the accuracy of the word-splitting results.

3.2. Feature Extraction

If these data are directly used as eigenvectors after text preprocessing, the dimension
of the feature vector may reach tens of thousands or even hundreds of thousands. There-
fore, a feature selection method is required for processing to reduce feature dimensions
and improve classification efficiency. In this paper, the Doc2Vec method was used for
feature extraction.

Doc2Vec is an unsupervised framework, and this method can be applied to variable-
length texts, any sentence, or large documents. The process of training the poetry vector is
shown in Figure 2. The input layer contains the poem vector and the word vector in the
poem. Each training is completed by sliding the window to intercept part of the Chinese
word-splitting vector. Therefore, the same poem will have multiple training processes, and
the poem vector will share several training processes of the same poem. The poem vector
can be regarded as the main idea or as representative of the poem. The theme of the poem
is included in each training process as part of the input. In each training process, not only
do the trained words obtain word vectors, but they also obtain the shared poem vector,
which is part of the input layer of each training process. This is increasingly accurate in
the training of sliding several words. When Doc2Vec is used to train the poem vector, each
poem is represented by a unique vector, which is equivalent to training the poem vector
and the words in the poem together to calculate the maximum likelihood of learning the
relationship.
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Figure 2. Poem vector training based on Doc2Vec.
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The poem vector P and context word vector w are combined by taking the average or
concatenation method and are expressed by the following formula

w(x̃) = (P, Wt−1, Wt+1, Wt+2, . . .), (1)

where w(x̃)is the respective vector of words and Wt is the t-th word. Next, the results of the
combination of poem vector P and word vector w are processed by the activation function,
and then the results are added as

y = VW(P, Wt−1, Wt+1, Wt+2...) + b, (2)

where V and b represent the parameters of the activation function. Assume that word
vectors closer to the predicted word are labeled 1 and the those further away are labeled
0. Then, the typical sigmoid function is chosen here to calculate the probability of words
being labeled 1 with the following formula

σ
(

w(x̃)Tθ x̃
)
=

1
1 + e−w(x̃)Tθ x̃ , (3)

and the probability of words being labeled 0 is 1− σ
(
w(x̃)Tθ x̃). θ x̃ refers to the vector of

non-leaf nodes in a Huffman tree corresponding to the word vector in the output layer.
The above two probability formulas are substituted into the function to be optimized and
simplified as follows

L(x̃) =
(
1− dx̃) log

[
σ
(

w(x̃)Tθ x̃
)]

+ dx̃ log
[
1− σ

(
w(x̃)Tθ x̃

)]
, (4)

where dx̃ is the Huffman encoding corresponding to the word vector. Then, the random
gradient descent method is used to train P and w. The objective function is optimized to
obtain the optimal vector. The updated formula during window movement and model
training iteration is

θ x̃ = θ x̃ − γ
{

1− dx̃ − σ
(

w(x̃)Tθ x̃
)}

w(x̃), (5)

where γ is learning rate. In addition, the updated formula w(x̃) is

w(x̃) = w(x̃)− γ ∑
∂L(x̃)
∂w(x̃)

. (6)

In the model training, the model parameters are updated from the gradient calculation
error of the neural network. After convergence, the accuracy of the vector is continuously
improved. The poem vector can increasingly represent the theme of the poem and can also
obtain word vectors that can be processed into a format that can be provided for machine
learning classification algorithms.

3.3. Introduction of the XGBoost-MCP Algorithm

The XGBoost algorithm proposed by Chen et al. is an integrated tree model, and this
improved Gradient Boosting Decision Tree algorithm has the advantages of fast training and
high prediction accuracy [53]. In 2022, Shwartz-Ziv and Armon compared the classification
and regression task performance of the tree integration model XGBoost and several deep
learning models on different tabular datasets. The results showed that XGBoost consistently
outperformed deep learning models, including those used in previous papers, claiming
that deep models have superior performance. They suggested that XGBoost should still be
considered the first choice in data science projects [54]. Therefore, in this paper, we chose
the XGBoost algorithm to build the XGBoost-MCP classification model. Table 1 of symbols
in the XGBoost-MCP algorithm is as follows.
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Table 1. Table of symbols in the XGBoost-MCP algorithm.

Symbol Explanation

f A tree structure model
T The number of nodes
ω The weight matrix of the T dimension
m The number of features
q Mapping data x from the m dimension to a node
L The loss function
C Constant
yi The true value of the i-th data point
ŷi The predicted value of the i-th data point of the current tree

ŷt−1
i The predicted value of the i-th data point of the previous tree
ft The output of the current tree model

Ω( ft) The regularization term
γ The complexity cost introduced by adding new leaf nodes T
λ The coefficient of the regular term

L
(

yi, ŷt−1
i

)
The cumulative loss value of the prediction result of the previous tree

gi The first order derivative of L
(

yi, ŷt−1
i

)
hi The second order derivative of L

(
yi, ŷt−1

i

)
j Leaf node

Lj = {i | q(xi) = j} The sample set allocated to j
Gj The sum of the first order derivatives in the set of samples of the current j

Hj
The sum of the second order derivatives in the set of samples of the

current j
L The left subtree node
R The right subtree node

Obj The value of the node before it is split
ObjL The value of the left leaf node
ObjR The value of the right leaf node

We define each tree model in XGBoost-MCP as follows

fk(x) = ωq(x); ω ∈ R>, q : Rm → T, (7)

each f is regarded as a tree structure model. It turns a data point into a weight ω. ω is the
weight matrix of the T dimension. T is the number of nodes. q means mapping x from the
m dimension to a node. m is the number of features. Its function is to divide data x with
m characteristics into a leaf model under a node with weight ω. XGBoost-MCP applies
many transformations to the objective function to better calculate the optimal weight. The
objective function is as follows

Obj =
n

∑
i=1

L(yi, ŷi) =
n

∑
i=1

L
(

yi, ŷt−1
i + ft(xi)

)
+ Ω( ft) + C, (8)

where L is the loss function, C is a constant, yi is the true value of the i-th data point, ŷi
is the predicted value of the i-th data point of the current tree, and ŷt−1

i is the predicted
value of the i-th data point of the previous tree. ft is the output of the current tree model,
and Ω( ft) is the regularization term. This is defined as Ω( ft) = γT + 1

2 λ‖ω‖2. γ is the
complexity cost introduced by adding new leaf nodes, and it controls the complexity. γT is
the structure of a tree, λ is the coefficient of the regular term. The Taylor expansion of the
loss function is simulated using the first and second derivatives as follows

L(yi, ŷi) ≈ L(yi, ŷi) + L′(yi, ŷi)∆x +
1
2

L′′(yi, ŷi)∆x2, (9)

and
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Obj ≈
n

∑
i=1

[
L
(

yi, ŷt−1
i

)
+ ∂ŷt−1

i
L
(

yi, ŷt−1
i

)
ft(xi) +

1
2

∂2
ŷt−1

i
L
(

yi, ŷt−1
i

)
f2
t (xi)

]
+ Ω(ft) + C, (10)

where L
(

yi, ŷt−1
i

)
is the cumulative loss value of the prediction result of the previous tree.

It is known in the current tree and does not participate in optimization. ∂ŷt−1
i

L
(

yi, ŷt−1
i

)
and ∂2

ŷt−1
i

L
(

yi, ŷt−1
i

)
are also known. They are represented by gi and hi, respectively. Then,

ft and Ω(ft), which were defined previously, are substituted into the above equation, and
we can obtain

Obj =
n

∑
i=1

[
gift(xi) +

1
2

hif2
t (xi)

]
+ Ω(ft)

=
n

∑
i=1

[
giωq(x) +

1
2

hiω
2
q(x)

]
+ γT +

1
2

λ
T

∑
j=1

ω2
j

=
T

∑
j=1

∑
i∈Lj

gi

ωj +
1
2

∑
i∈Lj

hi + λ

ω2
j

+ γT,

(11)

where j is leaf node. Lj = {i | q(xi) = j} is the sample set allocated to leaf node j. Gj is
the sum of the first-order derivatives in the set of samples of the current leaf node j. Hj is
the sum of the second-order derivatives in the set of samples of the current leaf node j. If
Gj = ∑i∈Ij

gi, Hj = ∑i∈Ij
hi is defined, and the above equation can be written as

Obj =
T

∑
j=1

[
Gjωj +

1
2
(

Hj
)
ω2

j

]
+ γT, (12)

where Gj represents the sum of the first derivative in the sample set of the current leaf node
j. Hj represents the sum of the second derivative in the sample set of the current leaf node j
when the tree structure is fixed, that is, when q(x) is fixed. The optimal solution of ωj in
the above equation is

ω∗j = −
Gj

Hj + λ
+ γT, (13)

so the optimal solution ω∗j is substituted into the original objective function to obtain the
optimal objective function value under the current tree structure as follows

Obj = −1
2

T

∑
j=1

G2
j

Hj + λ
+ γT. (14)

To minimize the loss of the loss function, it is assumed that the left subtree node is L and
the right subtree node is R after splitting, so the expectation maximization is as follows

Gain = Obj−ObjL −ObjR

= −1
2

(GL + GR)
2

HL + HR + λ
+ γT −

(
−1

2
G2

L
HL + λ

− 1
2

G2
R

HR + λ
+ γ(T + 1)

)

= max
1
2

G2
L

HL + λ
+

1
2

G2
R

HR + λ
− 1

2
(GL + GR)

2

HL + HR + λ
− γ,

(15)

where Obj is the value of the node before it is split, ObjL is the value of the left leaf node,
and ObjR is the value of the right leaf node.

Based on the above formula, if the maximum value is 0, the current decision tree is
established. After calculating the optimal solution of all leaf nodes, the weak learner is
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obtained, and then the strong learner is updated to enter the next round of weak learner
iteration.

3.4. Application in Education

Figure 3 demonstrates the powerful connection between computer technology and po-
etry education through the application of the XGBoost-MCP model in literature education.
The model offers significant advantages to learners and researchers of poetry, allowing
them to classify poems accurately and objectively without the need for extensive experience.
Traditionally, learners would have to spend a lot of time and effort reading to gain the
necessary literary experience required for accurate poetry classification. However, the
XGBoost-MCP model proposed in this paper provides learners with a faster, more efficient
approach to classification that saves them time and energy.

XGBoost-MCP

Poem

Poem
Poem

U
se 

ex
pe

rie
nc

e 
cla

ssi
fic

at
ion

U
se 

autom
atic 

classification 
m

odel

Classification 
results

R1

Learners 
and researchers

Experience

R2

Figure 3. The application of the XGBoost-MCP model to assist poetry learners in their literary
education.

Furthermore, the model overcomes the limitations of subjective experience and per-
sonal bias in poetry classification that are characteristic of traditional education in literary
poetry. By providing more valuable classification references for literary researchers in the
field of poetry research, the model facilitates academic research and contributes to the sus-
tainable development of poetry learning and research. This paper presents an innovative
approach to poetry education, using an artificial-intelligence-based interactive learning
environment for literary poetry education. Learners and researchers are the subjects of
poetry education and benefit greatly from the integration of computer technology into the
field. Through this environment, they are able to access better quality poetry education
and further their knowledge and understanding of poetry, leading to new insights and
perspectives on this timeless art form.

4. Experiment
4.1. Datasets

Data collection is an important step when training classification models. This paper
focuses on the classification of new Chinese poetry. For this reason, we collected exist-
ing collections of relevant poems and obtained a total of 836 samples. The opinions of
researchers of contemporary literature were used as a reference when manually labeling
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four categories: Crescent School, Symbolism School, Modernism School, and Nine Leaves
School. The sample data were eventually generated and divided into training and test sets
at a ratio of 753:83 based on the size of the data, which was obtained using the hold-out
method, as shown in Table 2.

Table 2. Distribution of the training and test sets for each poetry type in the sample data.

The Case Category Training Sets Test Sets

Crescent School 201 22
Symbolism School 223 25
Modernism School 183 20
Nine Leaves School 146 16

The classification models we used, including SVM and DT, are typical models used
for binary classification. Although they can also be used for multiclassification, the effect
is not as good as it is for binary classification. If we use multiclassification to conduct
experiments, it cannot reflect the optimal performance of these models; therefore, we chose
the two styles as a group to divide the dataset. The training sets and test sets shown in
Table 2 were used to combine the four styles into pairs to obtain six datasets, as shown
in Table 3. T001 includes the test sets and training sets of the Nine Leaves Sect and the
Crescent Sect, with a size of 385. T002 includes the test sets and training sets of the Nine
Leaves School and the Symbolism School, with a size of 410. T003 includes the test sets and
training sets of the Modernism School and the Nine Leaves School, with a size of 365. T004
includes the test sets and training sets of the Modernism School and the Crescent School,
with a size of 426. T005 includes the test sets and training sets of the Modernism School
and the Symbolism School, with a size of 451. T006 includes the test sets and training sets
of the Crescent School and the Symbolism School, with a size of 471.

Table 3. Datasets used in the experiment.

Datasets The Case Category Size

T001 Nine Leaves School and Crescent School 385
T002 Nine Leaves School and Symbolism School 410
T003 Modernism School and Nine Leaves School 365
T004 Modernism School and Crescent School 426
T005 Modernism School and Symbolism School 451
T006 Crescent School and Symbolism School 471

4.2. Evaluation Method

To test the performance of the algorithm, accuracy, precision, recall, and F1-scores
were used as evaluation indices. These evaluation indicators were obtained based on the
confusion matrix.

(1) Accuracy: The accuracy rate is the percentage of correct prediction results in the
total sample. For a binary confusion matrix, the results can be classified into four categories:
true positive (TP), false negative (FN), false positive (FP), and true negative (TN). The
formula of the accuracy is

Accuracy =
TP + TN

TP + FN + FP + TN
. (16)

(2) Precision: Precision refers to the prediction results, meaning the probability of true
positive samples among all predicted positive samples. The formula of precision is

Precision =
TP

TP + FP
. (17)
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(3) Recall: The probability of predicted positive samples among all actual positive
samples. The formula of the recall is

Recall =
TP

TP + FN
. (18)

(4) F1-score: The F1-score can be viewed as a harmonic mean of precision and recall.
When the F1-score is equal to 0, it indicates the worst performance of the model; conversely,
when f is equal to 1, it means that the model has the best feasibility. Accuracy and recall
have equal impacts on the F1-score. The F1-score is calculated as follows

F1 =
2× precision × recall

precision + recall
. (19)

4.3. Parameter Setting of the Doc2Vec Model

The Doc2Vec model uses the following parameters: vector_size = 200, window = 15,
min_count = 1, workers = 4, sample = 1e− 4, epochs = 20. vector_size is the dimension
of the eigenvector. window is the maximum distance between the current word and the
predicted word in the sentence. min_count means all words with a total frequency lower
than this value are ignored. workers means faster training with multicore machines. sample
is the threshold for random downsampling when configuring high-frequency words. epochs
is the number of iterations on the corpus.

4.4. Training and Testing Design

Kowsari et al. mentioned that SVM is a widely used classification technology, DT
classifies text quickly and accurately, and deep learning models have also obtained state-
of-the-art results in natural language processing [55]. Therefore, three widely used and
excellently performing text classification models, SVM, DNN, and DT, were selected for
comparison experiments with XGBoost-MCP to test the performance. The specific design
is as follows.

Step1. The sparse matrix space of word vectors formed from the preprocessed sample
datasets were extracted using the Doc2Vec model to generate a feature vector space; this
is then formed into a poem vector for each sample and input into the machine learning
model for training.

Step 2. The Doc2Vec sample data are divided into training sets and test sets R a ratio
of 753:83. The training sample data were trained with four machine learning models: the
XGBoost-MCP algorithm, the SVM algorithm, the DNN algorithm, and the DT algorithm.

Step 3. After the parameters are adjusted, the best model for each algorithm is trained,
the real data are used for testing, and the experimental results are analyzed.

4.5. Parameter Setting of the Classifier

In this work, the four classifier parameters were set as follows:
(1) XGBoost-MCP: Before running XGBoost-MCP, we must set three types of parame-

ters: general parameters, booster parameters, and task parameters. The general parameters
determine which Booster we choose to use for Boosting. The Booster parameter depends
on the Booster type that is selected. Learning task parameters determine the learning
strategies. In this work, the XGBoost-MCP algorithm used the built-in default parameter
settings.

(2) SVM: SVM constructs an optimal classification hyperplane to form the maximum
interval and controls the performance of the classifier by controlling the interval on both
sides of the classification hyperplane. The parameter settings of the SVM are as follows:
C = 2, kernel = ‘rb f ’, gamma = 10, decision_ f unction_shape = ‘ovo’. C is the penalty
coefficient. This is used to control the loss function. The greater the value of C, the greater
the penalty for misclassification. In this way, the accuracy of the tested training set is high,
but its generalization ability is weak, which can easily lead to overfitting. The smaller the



Sustainability 2023, 15, 5265 14 of 19

value of C, the smaller the penalty for misclassification, and the stronger the fault tolerance,
but the generalization ability is strong, which easily leads to underfitting. kernel is the
sum function type used in the algorithm, and the kernel function is a method used to
transform a nonlinear problem into a linear problem. gamma is the coefficient of the kernel
function. decision_ f unction_shape is the classified decision, and ovo can achieve a better
classification effect.

(3) DNN: DNN is a multilayer unsupervised neural network that uses the output
features of the upper layer as the input of the lower layer for feature learning. After layer-
by-layer feature mapping, the features of the existing spatial samples are mapped to another
feature space to learn to obtain a better feature representation for the existing input. The
parameter settings of the DNN are as follows: Embedding(vocad_size, 100, input_length =
sentence_size), Conv1D(kernel_size = 5, activation = ‘relu’), MaxPooling1D(pool_size =
2), Dense(4, activation = ‘so f tmax’), optimizer = ‘adam’, loss = ‘categorical_crossentropy’4,
metrics = [‘accuracy’]. The embedding layer can be used to reduce dimensions and extract
data features. In natural language processing, if a sentence sequence is one-dimensional,
Conv1d is used. At this time, the convolution kernel is one-dimensional, except for the
channel. MaxPooling1D calculates the maximum value in the steps dimension. However,
the pooled size of each step is limited. “Dense” represents the fully connected layer, which
is equivalent to adding a layer, also known as the dense layer. The optimizer is used to
calculate and update the network parameters that affect model training and model output
so that they can approximate or reach the optimal value, thus minimizing or maximizing
the cost function. Loss is the loss function, which is the key to determining the quality of
network learning. If the network structure remains unchanged, improper selection of the
loss function will lead to poor model accuracy and other consequences. Metrics are key to
measuring a model.

(4) DT: DT is a basic classification and regression method. In machine learning,
a decision tree is a prediction model that represents a mapping relationship between
object attributes and object values. The parameter settings for the DT are as follows:
max_depth = 3, random_state = 123. max_depth is the maximum depth of the tree. After
random_state is fixed, the models built each time are the same, the datasets generated are
the same, and the splitting results are the same.

4.6. Analysis of the Results

In this subsection, we describe the parameter optimization and experiments that were
carried out for each model. The results of the experiment are reported in detail.

Table 4 shows the accuracy results of the XGBoost-MCP algorithm compared with
three classifier algorithms. The average accuracy result of the XGBoost-MCP algorithm is
0.9362, while the average accuracy results of the SVM, DNN, and DT algorithms are 0.8729,
0.8685, and 0.9047, respectively. The average accuracy of XGBoost-MCP is 7.25%, 7.80%,
and 3.48%, higher, respectively, than the average accuracies of the other methods.

Table 4. Comparison of the accuracy scores of the XGBoost-MCP, DT, DNN, and SVM models.

Model
Data Sets T001 T002 T003 T004 T005 T006 Average

XGBoost-MCP 0.9487 0.9459 0.8536 0.9375 0.9782 0.9534 0.9362
SVM 0.8974 0.8918 0.7317 0.8750 0.9347 0.9069 0.8729
DNN 0.8708 0.9130 0.8177 0.7621 0.9347 0.9130 0.8685

DT 0.8717 0.9189 0.8780 0.9166 0.9130 0.9302 0.9047

Table 5 shows the precision results of the XGBoost-MCP algorithm compared with
three classifier algorithms. The average precision result of the XGBoost-MCP algorithm
is 0.9409. The average precision results of the SVM, DNN, and DT algorithms are 0.8954,
0.8912 and 0.9074, respectively. The average precision of XGBoost-MCP is 5.08%, 5.58%,
and 3.69% higher, respectively, than the average precisions of the other methods.



Sustainability 2023, 15, 5265 15 of 19

Table 5. Comparison of the precision scores of the XGBoost-MCP, DT, DNN, and SVM models.

Model
Data Sets T001 T002 T003 T004 T005 T006 Average

XGBoost-MCP 0.9487 0.9519 0.8700 0.9381 0.9790 0.9577 0.9409
SVM 0.8974 0.8918 0.8454 0.8864 0.9417 0.9099 0.8954
DNN 0.8627 0.9161 0.8177 0.8913 0.9464 0.9130 0.8912

DT 0.8715 0.9317 0.8700 0.9166 0.9155 0.9393 0.9074

Table 6 shows the precision results of the XGBoost-MCP algorithm compared with
three classifier algorithms. The average recall result of the XGBoost-MCP algorithm is
0.9369. The average recall results of the SVM, DNN, and DT algorithms are 0.8772, 0.8903,
and 0.9046, respectively. The average recall of XGBoost-MCP is 6.81%, 5.23%, and 3.57%
higher, respectively, than the average recall of the other methods.

Table 6. Comparison of the recall scores of the XGBoost-MCP, DT, DNN, and SVM models.

Model
Data Sets T001 T002 T003 T004 T005 T006 Average

XGBoost-MCP 0.9487 0.9459 0.8574 0.9375 0.9782 0.9534 0.9369
SVM 0.8974 0.8918 0.7575 0.8750 0.9347 0.9069 0.8772
DNN 0.8627 0.9161 0.8177 0.9007 0.9285 0.9162 0.8903

DT 0.8717 0.9189 0.8775 0.9166 0.9130 0.9302 0.9046

Table 7 shows the precision results of the XGBoost-MCP algorithm compared with
three classifier algorithms. The average F1-score result of the XGBoost-MCP algorithm
is 0.9365. The average F1-score results of the SVM, DNN, and DT algorithms are 0.8731,
0.8886 and 0.9047, respectively. The average F1-score of XGBoost-MCP is 7.26%, 5.39%, and
3.51% higher, respectively, than the average F1-score of the other methods.

Table 7. Comparison of the F1-scores of the XGBoost-MCP, DT, DNN, and SVM models.

Model
Data Sets T001 T002 T003 T004 T005 T006 Average

XGBoost-MCP 0.9487 0.9461 0.8549 0.9374 0.9782 0.9535 0.9365
SVM 0.8974 0.8922 0.7339 0.8745 0.9341 0.9064 0.8731
DNN 0.8661 0.9128 0.8177 0.8887 0.9332 0.9129 0.8886

DT 0.8710 0.9192 0.8786 0.9166 0.9125 0.9302 0.9047

Figure 4 shows the experimental data more intuitively. In the T001, T002, T004, T005,
and T006 datasets, XGBoost-MCP is better than the other three algorithms in terms of
accuracy precision, recall, and F1-score. As Shwartz-Ziv and Armon mentioned in their
article, the XGBoost algorithm can still be used as the first-choice classification model,
as also proved by its achieving the best performance in the experiment [54]. In the T003
dataset, the performance of the four classification algorithms was not as good as that of the
other five datasets, which may be due to the similar style of the poetry datasets. Although
the performance of XGBoost-MCP in T003 is not the best, it is not very different from the
best DT obtained in the experimental results.
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Figure 4. Comparison of experimental data of four classification models on real datasets.

Figure 5 shows that the XGBoost-MCP training model has the best performance and
obvious advantages compared with the other three machine learning models. The DT
training model has the second-best performance, which is superior to SVM and DNN. SVM
is superior to DNN in terms of accuracy and precision, but in terms of recall and F1-score,
the DNN is better.
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Figure 5. Comparison of experimental data, with average values for four classification models.

5. Conclusions and Prospects

Cultural heritage is an essential component of sustainable development, and education
is a means of achieving it. Education is an important social activity for intergenerational
communication. This paper elaborates on the use of modern artificial intelligence meth-
ods to promote modern poetry education, which is a crucial means of cultural heritage
preservation and an indispensable part of sustainable development. It represents a new
milestone in cultural sustainability.

After data preprocessing, we used Doc2Vec and XGBoost to obtain an XGBoost-
MCP model for the automatic classification of modern Chinese poetry. The integration
of computer technology into poetry education is exemplified in the development of the
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XGBoost-MCP model, which offers a more accurate and efficient approach to the automatic
classification of modern Chinese poetry. This model addresses the shortcomings of tradi-
tional poetry education and can provide better-quality poetry education. The application
of machine learning algorithms in poetry education is an effective attempt to promote
sustainable poetry education and solve the problem of classifying modern Chinese poetry.

From the perspective of the data-classification effect, we can mainly conclude that
the XGBoost-MCP model showed a good performance in the automatic classification of
modern Chinese poetry styles. This is obviously superior to the other three mainstream
classification algorithms, which is consistent with the conclusions of Shwartz-Ziv and
Armon [54]. However, only four models were selected for the analysis of experimental
results; therefore, an exploration of the performance of other models in terms pf the
classification of modern Chinese poetry styles should be a subject of future research. There
are still a large number of poems with unspecified styles, so this classifier can be used
to assist in classification. This highlights the potential of machine learning algorithms to
innovate the way poetry is taught and researched. Continued research and exploration of
the application of natural language processing to literary classification could lead to further
improvements in classification models and contribute to the continued development of
poetry education.
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