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Abstract

:

Geospatial databases are basic tools to collect, index, and manage georeferenced data indicators in sustainability research for efficient, long-term analysis. NoSQL databases are increasingly applied to manage the ever-growing massive spatial vector data (SVD) with their changeable data schemas, agile scalability, and fast query response time. Spatial queries are basic operations in geospatial databases. According to Green information technology, an efficient spatial index can accelerate query processing and save power consumption for ubiquitous spatial applications. Current solutions tend to pursue it by indexing spatial objects with space-filling curves or geohash on NoSQL databases. As for the performance-wise R-tree family, they are mainly used in slow disk-based spatial access methods on NoSQL databases that incur high loading and searching costs. Therefore, performing spatial queries efficiently with the R-tree family on NoSQL databases remains a challenge. In this paper, an in-memory balanced and distributed R*-tree index named the BDRST index is proposed and implemented on HBase for efficient spatial-query processing of massive SVD. The BDRST index stores and distributes serialized R*-trees to HBase regions in association with SVD partitions in the same table. Moreover, an efficient optimized server-side parallel processing framework is presented for real-time R*-tree instantiation and query processing. Through extensive experiments on real-world land-use data sets, the performance of our method is tested, including index building, index quality, spatial queries, and applications. Our proposed method outperforms other state-of-the-art solutions, saving between 27.36% and 95.94% on average execution time for the above operations. Experimental results show the capability of the BDRST index to support spatial queries over large-scale SVD, and our method provides a solution for efficient sustainability research that involves massive georeferenced data.
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1. Introduction


In recent years, the development of communication, the Internet of Things (IoT), and big data technology have brought us into the smart planet era [1]. Increasing data acquisition methods and extensive spatial applications such as smart city [2], augmented reality (AR) [3], and natural hazard risk assessments [4] have prompted massive, multi-format geospatial data. Spatial queries can be described as finding qualified spatial objects from such spatial datasets. They are basic geographical information system (GIS) operations for geospatial analysis, such as overlay analysis [5,6] and spatial join operations [7,8].



Spatial databases provide data storage and indexing components for spatial queries. Facing the ever-growing volume and number of data types, conventional relational spatial databases struggle to meet the requirement of fast, scalable, and high-concurrency spatial applications [9,10,11]. The major overhead in SQL databases includes ACID (Atom, Consistency, Isolation, Durability) transactions [12], communication costs between the application and DBMS (database management system) [13], and some OLTP (online transaction processing) overhead components [13]. NoSQL (Not-only SQL) databases reduce the overhead by jettisoning the ACID transactions and show some widely-accepted features such as horizontal scaling, fast reading/writing support, high availability, and high concurrency [14]. GIS database-related studies are one of the general topics in GIScience [15]. In the last two decades, there has been a surge in interest on developing spatial data stores based on NoSQL databases for efficient spatial information processing [10].



Spatial indexes are core components in spatial databases since they can roughly filter objects that do not meet the spatial constraints to accelerate spatial-query processing [16]. NoSQL databases are originally designed for handling the vagaries of Internet-size workloads [12] for web search [17], social media [12], e-commerce [18], etc. Vast efforts have been made to craft a spatial index to extend NoSQL databases for spatial data management. The most popular way is to use space-specific [19] or space-driven [20,21] spatial indexes to map or transform the two-dimensional or higher-dimensional spatial data into one-dimensional space. These spatial indexes, such as space-filling curves (SFC) and geohash, adopt a regular, hierarchical, space-split pattern and allocate objects to the elementary cells, which endows them with excellent updating performance. However, the regular space-split pattern gives little consideration to the spatial distribution of objects and brings some drawbacks including relatively high approximation error [22], allocation for cross-cell geometries [22], and high cost for lexicographic range mapping [19]. In query processing, these drawbacks degrade the performance of the data-specific spatial indexes compared with those spatial indexes concerning the distributions of spatial objects.



R-tree [23] and its variations [24,25] are data-specific [19] or data-driven [21], depth-balanced spatial indices, and have been widely used in SQL databases, such as Oracle [26], PostGIS, as well as in NoSQL databases [10]. R*-tree index is known as the most performance-wise R-tree variant in retrieving performance but rarely employed in NoSQL databases. All pointers of nodes in an R-tree index are actual addresses to magnetic disk locations [21,27]. On the other hand, it is impossible for most databases to cache R-trees in the main memory while storing massive SVD [28]. In most cases, the R-tree family was used as a disk-based spatial index. In NoSQL databases, the R-tree was usually flattened as basic data elements in a NoSQL table, such as documents in MongoDB [27] and rows in HBase [29,30], or stored in an external storage to support spatial-query processing for NoSQL databases [31,32]. Such disk-based usage of the R-tree family suffers from notable latency in slow index loading and searching on disk. Memory-based parallel computing technologies such as Spark provide some inspirations for accelerating spatial queries with distributed in-memory R-tree indexes; some solutions have verified the efficiency of in-memory usage of R-tree family [8,33,34]. However, if we plan to provide efficient spatial-query services with Spark for large-scale SVD, in-memory capability can become a bottleneck since keeping both data and index in memory is quite expensive.



In this paper, we present a BDRST index based on server-side in-memory R*-trees for efficient spatial-query processing of massive spatial vector data on HBase. Different from conventional disk-based R-tree usage or Spark-based spatial-query processing, our method moves R*-tree indexes to HBase server-side computing resources by storing a local serialized R*-tree instance in each region of the HBase SVD table. With our elaborately implemented server-side parallel processing framework based on an HBase coprocessor, R*-tree indexes can be instantly loaded into memory and searched for parallel query processing. To the best of our knowledge, the proposed method is a novel idea for efficient spatial-query processing on NoSQL database with the following merits: (1) fast query response; (2) agile scalability; (3) integrated and simple storage schema for R*-trees and SVD.



The contributions of this paper are as follows:



(1) Designing a distributed index structure for SVD based on R*-trees. R*-trees are balanced and localized into regions of the HBase table along with SVD for fast server-side loading and spatial-query processing;



(2) Implementing a parallel processing mechanism based on an HBase coprocessor for server-side parallel loading of localized R*-trees, spatial-query processing, and query-based custom processing;



(3) Using real-world datasets, we designed and conducted a series of experiments to evaluate the performance of the method, including index building, index quality, spatial-query processing, and scalability as the query extent expands. We compared the method with the state-of-the-art NoSQL spatial-query processing tool Geomesa.



The remainder of the paper is structured as follows: Section 2 reviews the related work. Section 3 elaborates our proposed BDRST indexing method and the implementation on HBase. In Section 4, the experimental analysis is illustrated with comprehensive evaluation metrics. Finally, we present conclusions and prospects for future research in Section 5.




2. Related Work


2.1. Sustainability in Geospatial Databases


Sustainability is widely accepted as the definition of sustainable development in the Brundtland Report, which is the ability to fulfill present development without compromising the development of future generations [35]. To analyze or assess sustainability is to find the dynamic, complex, and composite data relationship among human activities and natural ecosystems [36]. Since human-nature interactions happen in the geographic space, the data indicators in sustainability research are georeferenced [37]. The geographical properties of these indicators, such as regionalities and locations, are essential dimensions for sustainability research [38,39].



In recent years, data science has driven increased attention as a promising solution in sustainability analysis. Many studies organize such multi-scale and multidimensional relevant data in a geospatial or georeferenced database, for fast retrieval, efficient storage, flexible analysis, and data mining [36,37,38]. Geospatial databases can collect, store, and index large-scale georeferenced data for long-term analysis. Some studies collect multi-temporal and multi-source geo-tagged data sets and generate a land use land cover (LULC) database. Based on that, researchers can easily access the target information and use GIS analysis tools for ecosystem service research [40,41], pasture dynamics research [42], etc. There is additional research using geospatial databases in sustainable agroecosystems [37], digitalized aqua farming [43], and sustainable foods [44].



Another research topic in geospatial databases and sustainability is Green Information Technology (Grenn IT). Green IT focus on reducing the direct impacts of IT activities on the environment [37]. More specifically, Green IT requires energy-efficient or energy-saving hardware and software approaches to mitigate power consumption [45] for sustainable information services. Regarding the cost of data querying and transmission, most Green IT solutions concentrate on improving the energy efficiency of database servers [37,45] and network components [46]. According to previous studies in [45], query optimizations in SQL/NoSQL databases such as the use of indexes, row caching, and data compaction can achieve significant improvements in energy efficiency without performance degradation. The general principle for energy efficiency is to reduce redundant disk accesses [47] and data communication costs in networks [46]. If we perform a query, the most ideal scenario is that the database can directly find the qualified objects without accessing any irrelevant objects or repeated communication with the client. The whole query processing performs with only a one-time communication and returns the results to the client. Geospatial databases also follow the above optimizing strategy in consideration of both query performance and energy efficiency. According to the spatial access method, if an optimization reduces redundant accesses and communication costs, such optimization can also improve the query-processing performance.




2.2. NoSQL Databases and HBase


NoSQL databases were created and evolved with the development of the internet, cloud computing, and various big-data applications with high user load, data load, scale agility, and computational scalability [12]. The definition of NoSQL is mostly accepted as “Not-only SQL” since NoSQL databases sacrifice the ACID transactional properties for higher read/write performance [13,14]. To deal with voluminous data, NoSQL databases can horizontally split, store, and replicate the data over different servers. This sharding feature also brings NoSQL databases high availability as data are replicated among different nodes [48]. Although some SQL databases also support shard data over multiple nodes on the provisos that use small-scope operations and transactions [14], such as MySQL Cluster, their scaling size is relatively small compared with NoSQL databases [14], and multi-node operations must be avoided for scalable performance [14,49].



NoSQL databases mainly introduce four types of data models: key-value, document, column-oriented (wide-column), and graph models. The common NoSQL data stores based on these data models are reviewed in [10,13,14]. HBase is a column-oriented, open-source, versioned, distributed NoSQL database with high availability, scalability, and reading/writing performance. The HBase project is written in Java and modeled after Google Bigtable [17]. As a column-oriented data store, the basic data model of HBase consists of rows and columns. HBase rows are split across nodes through sharding on the one-dimensional primary key that sorts, splits, and indexes with native B-trees [14]. Hence, row operations such as get and filter in HBase are atomic to avoid redundant access to every node. HBase also indexes columns and compresses data to reduce I/O cost. However, the B-trees in HBase cannot organize two-dimensional or higher-dimensional spatial objects.



Another component for NoSQL database high performance is the server-side coprocessing framework (SSCP) that resembles the stored-procedure in SQL databases. SSCP enables NoSQL databases to run custom codes at each region or tablet on the server-side where the computation can operate on the data directly without communication overheads. SSCP provides a very flexible model for building distributed services and inherit some characteristics of NoSQL databases such as automatic scaling, load balancing, and request routing for applications. Typical SSCP frameworks include Accumulo Iterators, HBase Coprocessor, Aerospike User-defined Functions, CouchDB Views, etc. Recent advancements in the SSCP-based secondary index mechanism and transaction tools such as Apache Phoenix provide insight into improving NoSQL spatial-query processing. SP-Phoenix extends Phoenix with geohash-based spatial indexes for massive spatial points management on HBase [50]. Open-source spatial tools for NoSQL databases such as Geomesa [19] and its extensions [18,51] improve the spatial-query efficiency based on their space-filling-curve indexes with an SSCP framework. Some studies have designed SSCP-based indexes for meteorological data [52] and traffic data [53].



In HBase, the SSCP is named as an HBase coprocessor that is modeled after Google Bigtable’s coprocessor implementation [17]. HBase coprocessor contains two components: observers and endpoints that resemble the triggers and stored procedures in SQL databases. More specifically, observers are triggered either before or after a specific base HBase activity or event occurs, for instance, to automatically update the total number of the rows in a current region after putting an new HBase row. Endpoints are more powerful since they support complex implementation that runs remotely at the target region or regions. The results from those executions will be returned to the client in a compressed format with the help of Google’s Protocol Buffer to reduce the I/O cost.



Also note that the SSCP utilizes memory from the heap of NoSQL databases nodes, which is relatively much smaller than the memory resources in a Yarn cluster for Spark jobs. Memory-intensive tasks should not run on SSCP to avoid heap overflow on NoSQL database servers.




2.3. R*-Tree and R-Tree Family


Various spatial indexes have been proposed for fast spatial-query processing due to their well-directed access on relevant objects, such as Grid, K-D-B Tree [54], Quadtree [55], the R-tree family [23,24,25], one-dimensional orderings with SFCs, and others. Among them, the R-tree family is the most influential data-driven access method with good retrieval performance. Most instances in the R-tree family employ a hierarchical structure to organize the minimum bounding rectangles (MBRs) of spatial objects. As a performance-wise spatial index, R*-trees [24] are frequently picked to benchmark and compare the performance of new spatial-query processing methods in the literature.



The R*-tree follows the same structure as the R-tree. R*-tree is a height-balanced tree. Each non-root node stores  m  to  M  elements that indicate the minimum and maximum number of entries, respectively, where   m ≤ M / 2  . Entries are in the form of (id, r). In leaf nodes, id is an identifier addressed to the specific spatial object whose MBR is r. In internal nodes, id is a node identifier addressed to a child node, and r records the MBR that encloses all the child nodes. The single node-splitting criteria of the R-tree can cause large rectangles and significantly increase the overlap between nodes. The R*-tree considers four criteria for node splitting: (1) minimization of overlap between r; (2) minimization of the perimeter of r; (3) minimization of the area covered by r; (4) maximization of storage utilization. As Figure 1 shows, the R*-tree applies a heuristic approach to find suitable combinations of these criteria for better performance and establishes a forced reinsertion strategy to rebalance the existing tree and reduce the overlap between neighboring nodes. All these comprehensive optimizations enhance the performance of the R*-tree, especially the retrieval performance.



The searching algorithm of an R*-tree is also the same as the R-trees. It is to downward examine all the nodes in the R*-tree that satisfy the given spatial predicate with the query geometry. For example, finding spatial objects within the given spatial extent or within the distance of the given spot is a spatial query. Conversely, the inserting algorithm in the R*-tree is to allot entries (id, r) to the suitable node upward. If the chosen leaf node is full, it will perform a split operation or a forced reinsertion. The split operation will create a new leaf node that is later inserted in the parent node of the current leaf node. The forced reinsertion is that to pick out entries of the overflowed node and reinsert them to optimize the R*-tree structure. In some cases, both two operations may launch a series of upward chain operations that may reconstruct the whole R*-tree structure.




2.4. Spatial-Query Processing on NoSQL Databases


Spatial vector data are semi-structured or unstructured data as the shape complexities of features are different, and the vertices of geometries vary [56]. NoSQL databases are more suitable for SVD storage than SQL databases as they can directly store SVD in a common format such as GeoJSON, WKT (well-known text), or WKB (well-known binary). Although some NoSQL databases provide native spatial indexes for spatial-query processing, most of them are not well-designed for geospatial data [32] due to the limited spatial data types and query functions [10]. Therefore, vast efforts have been made for building spatial-query processing approaches for NoSQL databases.



The key problem of spatial-query processing on NoSQL databases is to design a proper spatial index which is not merely the core factor for query efficiency, but also closely interrelated with the SVD storage schema. A simple way is to add an external spatial index to NoSQL databases. Accordingly, NoSQL databases only act as storage containers for SVD, and the spatial indices are maintained in another container, such as a file system or a SQL database. In [31], a Hilbert R-tree index for HBase was designed, which is packed with a Hilbert curve and maintained in a Hadoop Distributed File System (HDFS). However, according to their spatial-query processing experiments, the time cost for the index loading was too high. Antares [32] built a distributed index cache for KD-Trees, Quad Trees, and Geohashes over client nodes in a cluster and mapped these nodes with Cassandra data nodes to support parallel spatial-query processing. Theoretically, such solutions enable NoSQL databases to use any developed spatial indexes. However, the separation of the spatial indexes and data incurs higher access overhead for the cross-platform communication, as well as the complex issues in consistency, data security, backup, and concurrent access.



Some NoSQL databases inlay a native R-tree index for spatial queries, such as Couchbase and Neo4j spatial. However, there are some limitations in spatial data types or spatial functions [10]. According to the previous experiment [57], Neo4j spatial was the most time-consuming one in spatial-query processing when compared with MongoDB and PostGIS [57]. Some research aims to provide R-tree support for NoSQL databases by flattening the R-tree as basic data elements in a NoSQL table. [27] flatten the R-tree as documents in MongoDB to manage spatial planar data. [29,30] flatten the R-tree as rows in an HBase table to for spatial-query processing with points or polygons. Using this disk-based R-tree, processing a spatial query is to scan a NoSQL table. As the query range expands, the performance of the scan operation endures a serious degradation from the increasing invalid fragment queries [58,59].



Other literature focuses on extending NoSQL databases for spatial-query processing with a one-dimensional ordering technique. Typical spatial indexes are SFCs such as the Hilbert curve [60,61], Peano/Morton curve [29], XZ-ordering [22], and geohash. They adopt a hierarchical and fixed space division, such as a quadratic split, and encode spatial objects by concatenating the identifiers of their overlapping cells downward. The encoded geohash sequences can be saved as primary keys and form a spatial index or be combined with more attributes for a higher-dimension index (e.g., combining with timestamps for a spatiotemporal indices). NoSQL databases can directly handle such one-dimensional orderings to transform a multidimensional search to table scanning or row filtering. MD-Hbase encodes the positioning data with a Z curve and implements K-D tree and quad-tree indices in HBase [59]. In St-Hbase, the STbHI index has been proposed, which composes terms and Z-ordering values for efficient spatial keyword queries on HBase [62]. PAIRS uses the Z-curve index and implements a geospatial data analytics platform on HBase for fast modeling. In [29], a Z-curve-based storage schema for spatial data storage was designed, which outperformed the quad-tree and R-tree according to their experiments.



XZ-ordering is an optimized Z-ordering based on the Morton curve resolving the high approximation error [22]. It introduces an enlarged overlapping cell to control the approximation error and a sophisticated coding scheme to encode variable-length sequences as integers in an order-preserving manner [22]. Through the above improvements, XZ-ordering has the advantages of resolution insensitivity and better support for polygons. Geomesa [19] and its extensions [18,51] are all based on XZ-ordering a spatial index for NoSQL databases and are very popular in recent LBS applications. However, due to the fixed quadratic space split, the approximation error of the XZ-ordering index remains much higher than the data-driven spatial indexes, which means a more redundant access. Moreover, comparing in-memory indexes, the disk-based scanning over orderings is slower for the I/O cost.





3. Methodology


In this section, we introduce the proposed BDRST indexing approach to provide fast spatial-query processing for HBase. We tackle the problem of high loading and searching cost in NoSQL spatial-query processing based on disk-based R-tree variants. The R*-tree index provides fine-grained spatial retrieve results and reduces the redundant data accesses. Moreover, we implement a server-side parallel spatial-query processing mechanism based on HBase Endpoints to reduce data communication between the client and servers. According to the optimizing principles for sustainability in geospatial databases, the BDRST index and the processing mechanism improve the spatial-query processing performance, as well as energy-efficiency in HBase.



3.1. Application Types


Our method is currently used for processing two typical spatial queries: intersection range query (IRQ), k-nearest neighbor (kNN) query, and the applications based on these two types of spatial queries.



Intersection range query is a common spatial query that returns the spatial objects that intersect the query geometry q. A plain IRQ returns the objects whose MBRs intersect the MBR of the q, while an IRQ with geometry filters only returns the objects whose raw geometries intersect the q.



A k-nearest neighbor query finds the k nearest to the query geometry q, and the spatial objects can be measured by different metrics such as the Euclidean distance, the Manhattan distance, etc. In our case, kNN queries check the actual distance relationships between the raw geometries from the query data set and the q and return precise results.



Since HBase Endpoints are easy to implement and extend, our method is also capable of swiftly extending to spatial applications based on IRQs or kNN queries. We present a common spatial application instance named land-use compliance review (LUCR). LUCR is used to review application plans for compliance with the land-use provisions in laws and regulations. It involves zoning, subdivision, drainage/floodplain, water quality, transportation, environmental review, erosion control, and mitigation and/or protection of protected or heritage trees. LUCR calculates the intersection between the spatial extent of an application plan and the review data, such as natural reserves and crop farmland, and summarizes the area of the intersection. In processing phases, LUCR consists of IRQs, intersection, and statistical analysis.




3.2. Architecture Overview


The whole spatial-processing method is solely based on HBase. A BDRST index consisting of the regions index and objects index is proposed and localized along with SVD partitions in regions of an HBase table to avoid cross-platform and cross-table access. As Figure 2 shows, the regions index records the identifiers and spatial extents of regions for region-level filtering. An objects index is an R*-tree in each region to filter the indexed spatial objects. Based on HBase coprocessor interfaces, we implement a parallel processing mechanism for R*-trees real-time loading, data retrieving, query processing, and application in qualified regions on region servers. To further improve the efficiency, a second-stage boosting mechanism (SQ-Boosting) is incorporated as it accelerates each processing task with multi-thread processing.




3.3. SVD Partitioning and Balancing


A tree-like spatial index requires 15% additional storage overhead [63,64], which is also the memory overhead if the index is designed for in-memory usage. To control the overhead, the BDRST index is designed as a two-level spatial index based on distributed R*-trees instead of a single global R*-tree. To reduce the skewness of memory overhead in the parallel loading of R*-trees, we implement an optimized a sort-tile-recursive partitioning (STRP) strategy called adaptive sort-tile-recursive partitioning (ASTRP) to split large-scale SVD into balanced partitions.



The original STR algorithm [65] was proposed as an upward packing algorithm for R-tree construction and currently applied as a spatial data partitioning (SDP) method [7,8,64] since it ensures the spatial clustering in a rectangular shape of the spatial objects in each partition. More importantly, STRP can generate item-balanced partitions where the number of spatial objects in the partitions is almost the same. Hence, the distributed R*-trees built over partitions generated by STRP have nearly the same memory overhead due to the equal capacity.



ASTRP follows the main processing steps of STRP. Suppose that we need to split  N  two-dimensional spatial objects into  p  partitions. We need to calculate the centroids of each geometry first then later sort them by their x coordinates from the left to right. Then, ASTRP will slice the sorted objects into    p    groups. In each group, centroids are further sorted by the y coordinates upward and tiled into    p    subgroups. Finally, the  N  spatial objects are split into  p  partitions. As Figure 3a shows, the Part2 and Part3 as well as the Part5 and Part6 are disjoint since the fixed sorting order in second-round slicing leads to a spatial “jump” between partitions with contiguous identifiers. Hence, ASTRP employs a switching sorting order in second-round slicing, that is, to reverse the sorting order in adjacent groups. To illustrate, the objects in Figure 3b are tiled into three groups (   x 1  ,  x 2  ,  x 3   ) by the x-axis in the first-round slicing. In second-round slicing, the centroids in slice    x 1    are sorted in ascending order while the sorting order in slice    x 2    reverses to descending order. Likewise, the sorting order switches in the following groups. As a result, it eliminates the “jump” between partitions such as Part3 to Part4, and Part6 to Part7.



This optimization provides better distance-preserving properties for the storage of R*-trees and SVD partitions in the HBase table, where rows with continuous row keys are also spatially adjacent.




3.4. BDRST Indexing Approach for SVD


The BDRST index is created based on balanced SVD partitions. The main idea of BDRST index is to maintain and store small R*-trees as serialized byte arrays in HBase to control the memory overhead instead of flattening an R*-tree as rows. The byte arrays of R*-trees are localized in each region where custom spatial-query processing service based- on-HBase endpoints can deserialize and instantiate R*-tree instances in real time. Therefore, the BDRST index is an on-demand in-memory spatial index since the R*-trees are dynamically loaded into and wiped out from the HBase memory heap instead of persisting.



As Figure 4b shows, the regions index is a single grid index, and it records pairs of region identifier   p i d   and the minimum rectangle     MBR   p i d     that enclose all the objects of each region. The regions index is saved as a single row in the HBase table, whose row key is “total info”. It can filter regions by checking the spatial relationship between     MBR   p i d     and the query geometry to avoid access to all regions in spatial-query processing. The objects’ indexes are the  p  R*-trees corresponding to  p  partitions. In each HBase region, there is an R*-tree index that indexes the local spatial objects and is serialized and stored as the first row in the local region. R*-trees are loaded into memory in parallel only if their regions are qualified by the regions index to avoid redundant accesses to regions.




3.5. Storage Schema of BDRST Index on HBase


A rational storage schema for the BDRST index and SVD on HBase is the basis for efficient spatial-query processing. We summarized the rules of thumb for the table schema [57] and the SVD storage schema [7,31,64] on HBase (Table 1).



In our spatial storage schema, all the objects are stored in a tall, narrow table to downsize rows and columns. The table has two column families. A column family, named geo, is for geometries or indexes. And the column family, named prop, is for attribute data or metadata. Each row only stores one object, which is either an index or a spatial object.



In the HBase table, rows are alphabetically sorted by the ASCII codes of their row keys. A HBase table can be split by the user-defined splits schema of certain row keys. To generate regions corresponding with pre-balanced partitions by ASTRP, the row keys are mostly in the form of “partid_code” where partid is the partition identifier and code is the spatial encoding. The only one exception is the row storing the regions index since its row key is the aforementioned “total_info”. To construct fixed-length keys, the partid must be left padded with zeros to the defined length   l e  n  p r e     (Equation (1)). For example, if an SVD has 99 partitions, the   l e  n  p r e     is 2. If  p  is 100, the   l e  n  p r e     is 3.



The length of code depends on the max depth of the R*-trees in the BDRST index since it encodes spatial objects with their routing paths in the R*-tree (Figure 5). An R*-tree clusters near spatial objects to a node, hence objects in the same node tend to be closer to each other. Based on that, we descend the R*-tree and retrieve the identifiers from every node of each spatial object and concatenate these qualifiers as code. All the R*-trees    R i *    in the BDRST index have the same depth due to the ASTRP process. In an R*-tree, the indexed entries are children of leaf nodes, so we set the length   l e  n  s u f     of the code part to    R i *  . d e p t h + 1   (Equation (1)). To illustrate, the code of geometry nine in Figure 5 is “021”.


   {      l e  n  p r e   = t o S t r i n g  ( p )  . l e n g t h ,         l e  n  s u f   =  R i *  . d e p t h + 1 .                            



(1)







According to the content, we define three basic types of rows:



Definition 1.

A global metadata row (GMR) is a special row as its key is “total_info”. GMR stores the global grid index and the global metadata of the whole data set. The column family “geo” contains  p  columns that contain the partids and   M B  R  p a r t i d     of each region.





Definition 2.

A local metadata row (LMR) is a row whose key is the start key of each region. Each LMR stores a serialized bytes array of R*-tree   R i *   and the  M B  R  p a r t i d    of each region. In particular, the code part of an LMR key is a string of  l e  n  s u f    zeros.





Definition 3.

A data row (DTR) is a row that stores a spatial object. In DTR, a spatial geometry is serialized into EsriShape bytes, and the attributes are saved as JSON strings.





Table 2 shows an instance of the proposed table schema when   l e  n  p r e     is 2 and the   l e  n  s u f       is 4.




3.6. Server-Side Parallel Spatial-Query Processing on HBase


3.6.1. Processing Phases


According to the general processing phases in spatial query-based applications, the elapsed time model for spatial queries in parallel is given as:


  T =  T 0  +   max   0 ≤ i < p    (   l i  +  d i  +  g i  +  τ i   )  +  T 1  .  



(2)







The total execution time is  T ;    T 0    is the preparation time for the query job, including initialization and submission;  p  denotes the number of parallel tasks;    l i   ,    d i   , and    g i    represent the time costs for the index loading, querying, and geometry filtering phases, respectively;    τ i    is the time cost of local post-processing (e.g., counting and area summing). According to the wood barrel theory, the overall elapsed time for this parallel processing depends on the longest one of the parallel tasks. Finally,    T 1    is the time cost for global post-processing, such as shuffle or aggregations.




3.6.2. Spatial-Query Processing Based on HBase Endpoint


We define and implement three Endpoint services based on HBase endpoint interfaces for server-side spatial-query processing, including rangeQryService, nearQryService, and applicationService. Their processing modes are similar.



As shown in Figure 6, the processing framework accepts spatial-query requests and query-based application requests. The regions index is loaded on the client to pick out qualified regions. In each qualified HBase region, the objects index—a native R*-tree—is loaded by server-side endpoint services. The endpoints also can retrieve spatial objects in the current region with HBase functions, such as Base Get and Scan. Therefore, the processing framework can also handle a geometry filter and applications involving stored spatial vector data.



We also develop an SQ-Boosting mechanism with multithread processing to further accelerate the geometry filter and complex processing. An HBase endpoint task executes in a single thread by default. Hence, after R*-tree searching, the following computation-intensive processing tasks can be facilitated with multi-thread processing, i.e., to split    R I    into  n  subsets    r I    if    R I    exceeds the capacity threshold of single-thread processing and run  n  threads to process spatial objects addressed in    r I    (lines from 11 to 20 in Algorithm 1). We determine the  n  by:


  n =  R I  . s i z e / t h r e s h o l d ,  



(3)




and the max number of threads is estimated with the Venkat Subramaniam’s formula:


  t h r e a d s = c o r e s /  (  1 − k  )  ,  



(4)




where   c o r e s   is the number of available cores and  k  is the blocking coefficient, whose values are zero and one for CPU-intensive and IO-intensive tasks, respectively [66]. We set  k  to 0.2 since the spatial-query processing are more CPU-intensive. Algorithm 1 shows the SSCP-based processing phases of a spatial query.



	Algorithm 1 SSCP-based spatial query processing.



	Input: input geometry  q , spatial predicate  r , limit  c 

Output: query result    R I    or    R G   



	/ * Step 1: Filter regions with the regions index.

Get the GMR gmr from the HBase table;

Foreach     MBR   p a r t i d     in gmr do

    if     MBR   p a r t i d     matches spatial predicate  r  with  q 

        Add partid to qualified region list regionlist;

Client launches a batch call that broadcasts   q , r , c   to the endpoint services on the regions addressed in regionlist;

/ *  Step 2: Filter objects with the objects index in parallel



	Foreach region in regionlist concurrently do



	    Get byte array rtreebytes of the local R*-tree from the LMR;

    Deserialize rtreebytes and create an R*-tree instance    R  p a r t i d  *   ;

    Query    R  p a r t i d  *    with  q , r , c  and get query result    R I   ;

    if requires geometry filter then 

        if    R I   .size > threshold then

            Split    R I    into n subsets according to the SQ-boosting configuration;

            foreach subset    r I    in n subsets do

                Start a new thread to perform the function geoFilter(partid,   r I  , q , r , c  )

                Append the geoFilter result into the result set    R G   ;

        else

            Perform geoFilter(partid,   R I  , q , r , c  ) and append the result into    R G   .

    else

          Append spatial objects mapped in    R I    to    R G   ;



	    return query result    R G    to the client;

function geoFilter(partid,   R I  , q , r , c  )

            for object identifier code in    R I    do

        Get geometry geo from the DTR by row key “partid_code”.

        if geo matches spatial predicate  r  with  q  then

            Append raw spatial vector data to local result set    r G   ;

    return    r G   ;








In Step 1, the client queries the regions index (line 1) and finds the qualified regions (lines 2 to 4) whose MBR matches the spatial predicate  r . Then, the client launches batch calls to broadcast query requests to the endpoint services on qualified regions (line 5).



In Step 2, the server-side endpoint services on qualified regions are triggered in parallel. Each service obtains the bytes of the serialized R*-tree (line 7), and deserializes and creates an R*-tree instance    R  p a r t i d  *    (line 8). Then the service performs R*-tree searching (line 9). If the current query requires a geometry filter, objects addressed in    R I    are retrieved and further filtered with a geoFilter function (lines 21 to 26). If    R I    is too large, the endpoint service also employs the SQ-Boosting for faster processing (line 11 to 15). The fine-filtered spatial objects are returned to the client. For spatial queries that do not require a geometry filter, the SVD addressed in    R I    will be retrieved and returned to the client.




3.6.3. Processing of Query-Based Applications


Processing query-based applications only requires the replacement of the geoFilter function with application functions. We only need to enhance the functions over endpoint interfaces. Algorithm 2 is an instance function of the LUCR application processing. It retrieves the raw spatial objects geo mapped in IRQ results (line 1 to 2) and calculates the intersection between geo and  q  (line 3 to 4). Finally, it summarizes the area data of the intersection and returns the results (line 5 to 8).



	Algorithm 2 Land-use compliance review processing function.



	Input: partition identifier partid, index query result set    R I   , input geometry  q 

Output: land-use compliance review result    R A   



	foreach objects code code in    R I    do



	    Get geometry geo and raw SVD  f  from the DTR by row key “partid_code”

    if geo intersects with  q  then

        Calculate the intersection resgeo between geo and q

        Calculate the planar and geodesic area of resgeo

        Put areas and other statistical data into    f i    and format    f i   

        Append    f i    into result set    R A   



	   return    R A    to the client.











4. Experimental Evaluation


In this section, we evaluate the performance of our method with a series of experiments.



4.1. Measurement Metrics


We construct metrics of the distributed spatial index quality (DIQ) and query performance for evaluation. The query and application performance are estimated by their execution time. The DIQ affects the number of regions that need to be accessed and the redundant accesses in spatial-query processing. Previous DIQ metrics include DIQE, DIQO, and DIQD [7,24]; we propose a new metric DIQJ to measure the distance-preserving properties [22] of the distributed spatial indexes. Moreover, it is widely believed that building R*-trees is a time-consuming job, and index-building time is also collected for comparison.



DIQE (DIQ-Evenness) is the standard deviation of the capacity of generated R*trees in each partition. The smaller the DIQE is, the more balanced the distributed spatial indices are.



DIQO (DIQ-Overlap) is the overlap area among the MBRs of regions. Since distributed spatial indices build over regions, the smaller the DIQO is, the fewer the R*trees loaded. In the ideal case, DIQO is 0, which means that there is no overlap among regions as well as R*trees. DIQO can be formulated as:


  DIQO =   ∑   i = 0   p − 1     ∑   j = i + 1  p  M B  R i    ∩     M B  R j  / M B  R F  .  



(5)







DIQD (DIQ-Dead space) is the ratio between the total area occupied by MBRs of all regions and the area of     MBR  F   . It can be formulated as:


  DIQD =   ∪   i = 0   p − 1   M B  R i  / M B  R F  .    



(6)







DIQJ (DIQ-Jump) is the ratio between the area of the MBR that just contains   M B  R i    and   M B  R  i + 1     and the area of their union. The small DIQJ means that two partitions with continuous ids are spatially close to each other. DIQJ can be expressed as follows:


  DIQJ =   ∑   i = 0   p − 2   M B  R i    ∪     M B  R  i + 1   / M B  R i  . Union  (  M B  R  i + 1    )  .  



(7)








4.2. Experimental Setup


The experiments are conducted on a Cloudera’s Distribution Including Apache Hadoop (CDH) cluster. The HBase version is 5.13.3-1.2.0. The HBase cluster contains 3 HMasters and 4 Region Servers, each of them has 24 cores and 80 GB RAM, where Geomesa (version 1.3.5) is deployed. ArcSDE 10.6 is configured on an Oracle 12C database with 128 GB RAM and 20 threads. The nodes in CDH are interconnected with a 10-gigabit switch. All spatial-query requests are sent from the HBase master node to reduce the influence of communication costs on performance. We configure the memory of tasks in all MapReduce or Spark jobs to 4 GB.



SpatialHadoop is a full-fledged MapReduce framework with native support for spatial data on a Hadoop distributed file system [67]. It provides various spatial indices and spatial partitioning methods [7]. We choose SpatialHadoop to compare the DIQ and query efficiency of distributed spatial indices from SpatialHadoop with our BDRST index.



Geomesa is an open-source suite of tools that enables large-scale geospatial queries and analytics over column-family NoSQL databases [19]. Geomesa adopts an XZ-ordering-based index called XZ2. It also employs SSCP for efficient spatial-query processing. We use it to compare the performance and scalability with our method.



We use real-world datasets in Yunnan Province, China, as the experimental datasets. The datasets vary in the number of items, vertices, and data size to estimate the scalability of all methods. The details of the experimental data sets are shown in Table 3.




4.3. Experimental Results


4.3.1. Distributed Spatial Index Quality Evaluation


Figure 7 shows the normalized DIQ metrics of distributed spatial indexes built on    D 4   . To intuitively show the DIQ, we also developed an Apache Spark job to render the partitioned SVD in Figure 8.



The grid and quad-tree show lower DIQO and DIQD, as they allocate objects in a regular split space; however, their DIQE and DIQJ are high because the distribution of the spatial objects is ignored. The raw DIQE values of ASTRP, Grid, Quadtree, Z-curve, and Hilbert are 0.4939, 127545, 29448, 0.4939, and 0.5535, respectively. The Z-curve and Hilbert curve show good evenness among partitions, as they partition SVD by equally slicing the one-dimensional orderings, but their DIQO and DIQD values are higher than others because the slicing may occur within the cells instead of borders. Spatial ranges of partitions encroach with each other as Figure 8 shows. Also note that a bigger overlap may reduce the jump between partitions, as distributed spatial indexes with higher DIQO value generally have lower DIQJ value.



The ASTRP strategy shows the lowest DIQE and DIQJ values, and the second-lowest DIQO value. The DIQD value of the ASTRP was the third of the five balancing strategies. Building the BDRST index on partitions split by ASTRP ensures evenness in R*-tree capacity and the best distance-preserving properties in HBase storage. The small DIQO value means fewer regions are accessed in spatial-query processing. As for DIQD, ASTRP is still better than the Hilbert curve and Z-curve methods. Note that the dead spaces in each region can be further pruned by the R*-trees.




4.3.2. Index-Building Efficiency


We randomly took 10,000 to 5,000,000 objects from    D 4    and recorded the average execution time for five-round index-building executions. Geomesa builds the XZ2 index with a MapReduce ingest job, and our BDRST index was built with a Spark job. Both of them run in distributed mode.



According to Figure 9, Geomesa is more efficient in index building when the number of objects is less than 500,000. The level of XZ2 index is relatively small and the inserting cost is low. The BDRST index are faster in building time as the number of objects reaches 500,000 and are less sensitive to the growing data volume. Building the BDRST index for five million polygons only takes 119 s, whereas Geomesa needs over 10 minutes. The average building time of the BDRST index was 30.05% that of the Geomesa XZ2.



The insensitivity to data size of the BDRST index in building time comes from the ASTRP strategy that balances the SVD to equal-item partitions. Building an R*-tree on such a partition is to insert a fixed number of objects regardless of the size of the entire SVD. Also note that ASTRP reduces the data skewness in building tasks to improve the whole building performance, which is also important for a distributed job.




4.3.3. Intersection-Range-Queries Performance


We perform IRQs on Geomesa XZ2 and our BDRST index with varying query ranges listed in Table 4 on dataset    D 4   . The plain IRQ is to query the spatial index with the MBRs and search spatial objects whose MBRs intersect with the query MBR. The IRQ with geometry filters queries the spatial index and checks the intersection between raw spatial geometries. All query requests are sent from the HBase master node.



Figure 10 depicts the average execution times for IRQs with the BDRST index and Geomesa XZ2. Geomesa shows relatively good performance for small and middle-range index queries. For both types of IRQs, when the query range is smaller than    M 3   , Geomesa XZ2 can respond within 0.56 s. However, the rapidly increasing execution time for IRQs as the query range reaches and exceeds    M 3    shows that Geomesa is not the best choice to perform large-scale IRQs. The disk-based Geomesa XZ2 index incurs large range table scans for the IRQs with a big query range, which leads to the slow spatial-query processing with heavy I/O operations. On the flipside, the execution time of Geomesa XZ2 index between plain IRQs and IRQs with geometry filters are very close since they both need to access actual rows due to the disk-based indexing scheme. As proof, performing an IRQ with geometry filters on    M 6    yields an additional 1.4534 s; compared to performing a plain IRQ, the increase is only 7.9% of the execution time for the plain IRQ.



The BDRST index shows remarkable superiority in efficiency for both types of IRQs with all varying query ranges. For plain IRQs, the longest execution time is 0.6876 s on    M 6   , and the execution time is less than 0.151 s before    M 5   . The increases on    M 5    and    M 6    suggest that such large-scale IRQ requires big parallelism and reaches the performance limits of the current environmental HBase cluster. For IRQs with geometry filters, the execution time is less than 0.71 s before    M 6   , which means that the BDRST index can provide a sub-second response for large-scale spatial range queries involving millions of results. The execution time on    M 6    for IRQ with a geometry filter is 1.4419 s, which is much smaller than that of the Geomesa XZ2.



The numerical increases in execution time between the IRQs with geometry filters and plain IRQs of the BDRST index are smaller than that of Geomesa XZ2. As proof, the average additional time cost of the BDRST index is 0.39 s, while in Geomesa, this value is 0.68 s. Nevertheless, the proportional increases in the execution time for geometry filters in the BDRST index is bigger than Geomesa XZ2. According to Figure 10, we can calculate the proportion of the additional time for the IRQs with a geometry query by comparing with plain IRQs. This value is 44.96% on    M 5    and 109.7% on    M 6   . This suggests that the memory-based BDRST can directly process plain IRQs without accessing DTRs in HBase, while the IRQs with geometry filters demand accesses to DTRs to check the topological relations between intact geometries and the query geometry. Consequently, the I/O costs increase the processing time.



In general, the average execution time of plain IRQs with the BDRST index is 4.06% of the time with Geomesa XZ2, and the average execution time for IRQs with geometry filters with the BDRST index is 9.26% of the time with Geomesa XZ2.




4.3.4. kNN-Queries Performance


We perform kNN queries on the BDRST index and Geomesa on datasets    D 2    and    D 3    in different scales. As Table 5 shows, we randomly choose a center point with varying values of k and max searching radius to avoid filtering the whole dataset and compare the performance.



Figure 11 shows the average execution time for kNN queries with the BDRST index and Geomesa XZ2. The kNN-query performance gap between the BDRST index and Geomesa XZ2 is much smaller than the IRQs, which suggests that the BDRST index is more efficient for spatial range queries with rectangular query geometries. However, it still shows considerably high performance and scalability. On average, the execution time with the BDRST index is 50.1% of the Geomesa XZ2 on    K 5   . The average execution time of all kNN queries with the BDRST index is 67.87% of Geomesa’s on    D 2    and 49.16% on the larger dataset    D 3   , which shows the better scalability of the BDRST index.




4.3.5. Application Performance


We perform LUCR applications on the BDRST index, Geomesa XZ2, and Esri ArcSDE (multilevel grids). In the processing phases, the LUCR searches all objects that intersect with the input polygons, computes the intersections between them, joins the properties, and computes statistics about the intersections. Table 6 shows the input polygons with varying spatial ranges and number of vertices for the LUCR.



As Figure 12 shows, the BDRST index shows the best LUCR performance. The average execution time for all tests with the BDRST index is 10.68% and 72.64% of that with ArcSDE grid and Geomesa XZ2, respectively. The increases in the execution time are greater as the input polygon enlarges due to the more intensive computations in LUCR. The results verify the scalable performance in the BDRST index and server-side parallel processing framework, and the applicability in spatial-query-based applications.






5. Conclusions and Future Work


Designing an efficient spatial index for NoSQL databases is important for both sustainability research and Green IT. This paper presents a BDRST index based on server-side in-memory R*-trees for efficient spatial-query processing of massive spatial vector data on HBase. The BDRST index is created on SVD partitions that are split and balanced by our ASTRP strategy to control the memory and storage overhead of R*-trees. The BDRST index stores and distributes serialized R*-trees to HBase regions along with SVD in one single table for server-side real-time instantiation instead of flattening them as a new table for disk-based tree searching in previous solutions. We use HBase coprocessor interfaces to implement a parallel processing mechanism for server-side parallel loading of localized R*-trees in each region and custom processing to improve the spatial-query processing performance. Hence, the BDRST index follows an on-demand in-memory usage since the lightweight R*-trees are dynamically loaded into and wiped out from the HBase memory heap with the start and end of the spatial-query processing to utilize the memory resource, instead of persisting permanently. The BDRST index supports two typical spatial queries: intersection range queries and kNN queries and the applications based on these spatial queries.



Extensive experiments are conducted on a CDH HBase cluster with real-world land-use-related data sets. The experimental results show the superiority of the BDRST index when compared with current disk-based spatial indexes. According to the distributed spatial index quality evaluation, the BDRST index shows the best distance-preserving properties and evenness in capacity among R*-trees, small overlap between R*-trees, and moderate dead spaces. The experiments in index-building efficiency demonstrate the low cost for building the BDRST index on HBase, since it saves 519 s when compared with the Geomesa XZ2 index with five million polygons. The third experiment of intersection range queries verifies the capability of the BDRST index to handle spatial range queries with millions of results; it provides sub-second response for plain IRQs and only needs less than two seconds for IRQs with geometry filters. The fourth experiment analyzes the kNN-queries performance of the BDRST index and the impact of varying values of k. The result indicates that the BDRST index is more efficient and scalable for kNN-query processing when compared with Geomesa XZ2. In the last experiment, we evaluate the application performance of the BDRST index with a common application in natural resource management called LUCR, where our index achieves higher performance than Geomesa and ArcGIS. The BDRST index shows good applicability in spatial-query-based applications.



Our proposed method provides an applicable and efficient in-memory spatial index for faster spatial-query processing on HBase. It presents a time-efficient spatial-query processing method for spatial applications and sustainability research that involve massive georeferenced data indicators. It also follows the Green IT rules to enhance energy efficiency with the improvement of spatial indexes on HBase. In future work, we plan to quantify the energy consumption of our BDRST index and compare it with other solutions, and study the impact of potential factors on power consumption in spatial-query processing, such as spatial index types, query ranges, communication costs, etc. Another extension we intend to explore is to find a real-time visualization solution for massive spatial data on HBase, which may require a further improved index structure and novel SSCP-based solutions.
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Figure 1. A comparison of an R-tree and an R*-tree. The graphical representation of an R-tree (a) and an R*-tree (b) and the hierarchical indexing structure of an R*-tree (c). 
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Figure 2. The architecture of spatial-query processing with BDRST index on HBase. 
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Figure 3. Comparison of spatial encoding strategies for partitions in STRP (a) and ASTRP (b). 
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Figure 4. The graphical representation of the BDRST index, including the SVD partitioning with ASTRP (a), structure (b), and storage schema (c) in HBase of the BDRST index. 
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Figure 5. An example of Spatial encoding for spatial objects with the routing paths in R*-tree. 
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Figure 6. Query processing framework with BDRST index and HBase Endpoints. 
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Figure 7. DIQ of distributed spatial indices generated by different balancing strategies on    D 4   . 
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Figure 8. Renderings of the balanced partitions on    D 4    by different balancing strategies. 






Figure 8. Renderings of the balanced partitions on    D 4    by different balancing strategies.



[image: Sustainability 15 02442 g008]







[image: Sustainability 15 02442 g009 550] 





Figure 9. Comparison of index building time between BDRST and Geomesa. 
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Figure 10. Comparison of IRQ performance of BDRST index and Geomesa XZ2 with varying query ranges on dataset    D 4   . 
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Figure 11. Comparison of kNN-query performance between BDRST index and Geomesa XZ2 with varying values of k. 
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Figure 12. Comparison of LUCR performance of BDRST index, Geomesa XZ2, and ArcSDE grid with varying input polygons on different scales of datasets. 
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Table 1. Rules of thumb for the NoSQL storage schema of SVD and our measures.
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Type of Rules

	
Rules of Thumb

	
Our Measures






	
HBase table schema

	
Minimum and short column families

	
Column families: “geo” and “prop”




	
Minimum rows and column sizes

	
Tall-narrow table for slim rows




	
Short and fixed-length row keys

	
Row keys of two fix-length part




	
Even distributed rows

	
Spatial encoding based on R*-tree




	
Minimum number of versions

	
One version for static SVD




	
Bytes-based storage in cells

	
Serialized BDRST index




	
SVD storage schema

	
Data locality and index locality

	
Each region stores a serialized R*-tree and an SVD partition




	
Minimum loading time of indices

	
Balanced, small, distributed R*-trees




	
High spatial index quality

	
ASTRP strategy for BDRST index
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Table 2. An instance of the storage schema for BDRST index and SVD on HBase.
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Row Key

	
Row Type

	
Column Family “geo”

	
Column Family “prop”






	
total_info

	
GMR

	
000_0000

	
001_0000

	
…

	
  p − 1  _0000

	
extent

	
size

	
wkid




	
     MBR  0    

	
     MBR  1    

	
…

	
     MBR   p − 1     

	
     MBR  F    

	
8453243

	
4490




	
000_0000

	
LMR

	
rtree

	
extent




	
byte array of serialized local R*-tree    R 0 *   

	
     MBR  0    




	
000_0111

	
DTR

	
shape

	
propty




	
byte array of spatial geometry (EsriShape)

	
byte array of properties (JSON)




	
000_0112

	
DTR

	
shape

	
propty




	
byte array of spatial geometry (EsriShape)

	
byte array of properties (JSON)




	
…

	
…

	
…

	
…




	
  p − 1  _0000

	
LMR

	
rtree

	
extent




	
byte array of serialized local R*-tree    R  p − 1  *   

	
     MBR   p − 1     




	
…

	
…

	
…

	
…




	
  p − 1  _0565

	
DTR

	
shape

	
propty




	
byte array of spatial geometry (EsriShape)

	
byte array of properties (JSON)
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Table 3. Details of the experimental datasets.
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	Datasets
	Contents
	Number of

Polygons (K)
	Number of

Vertices (M)
	Number of Attributes
	Data Size (GB)





	    D 1    
	Ecological conservation redlines
	56.06
	61.57
	16
	1.66



	    D 2    
	Permanent basic farmlands
	1950.19
	199.40
	24
	6.55



	    D 3    
	Land patches of land-use planning data
	8132.81
	758.40
	21
	23.81



	    D 4    
	Land patches of land-use data
	8365.48
	734.24
	23
	24.75
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Table 4. Details of the input MBRs for the index queries.
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	Query Geometry
	Spatial Extent (°)
	Number of Results





	    M 1    
	0.1  ×  0.1
	4796



	    M 2    
	0.5  ×  0.5
	32,520



	    M 3    
	1.0  ×  1.0
	130,833



	    M 4    
	2.0  ×  2.0
	666,153



	    M 5    
	3.0  ×  3.0
	1,789,596



	    M 6    
	4.0  ×  4.0
	4,293,851
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Table 5. Details of the kNN queries.
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Center Point

	
k

	
Values of k

	
Max Searching Radius (°)






	
101.419725° E, 25.623202° N

	
    K 1    

	
10

	
0.001




	
    K 2    

	
100

	
0.01




	
    K 3    

	
10,000

	
0.1




	
    K 4    

	
1,000,000

	
1




	
    K 5    

	
2,000,000

	
1.5
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Table 6. Details of input polygons for land-use compliance review application.
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Input

Polygons

	
Spatial

Extent (°)

	
Number of

Vertices

	
Return Items




	
     D 1     

	
     D 2     

	
     D 3     






	
    G 1    

	
0.01 × 0.01

	
8

	
2

	
5

	
13




	
    G 2    

	
0.03 × 0.03

	
15

	
0

	
105

	
62




	
    G 3    

	
0.1 × 0.1

	
30

	
2

	
117

	
627




	
    G 4    

	
0.3 × 0.3

	
80

	
227

	
2717

	
14899




	
    G 5    

	
1.0 × 1.0

	
150

	
534

	
26426

	
115820
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