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Abstract: In recent years, green, low carbon and sustainable development has become a common
topic of concern. Aiming at solving the drawback of low accuracy of PM2.5 concentration prediction,
this paper proposes a method based on deep learning to predict PM2.5 concentration. Firstly, we
comprehensively consider various meteorological elements such as temperature, relative humidity,
precipitation, wind, visibility, etc., and comprehensively analyze the correlation between meteoro-
logical elements and PM2.5 concentration. Secondly, the time series data of PM2.5 concentration
monitoring stations are used as the reference sequence and comparison sequence in the gray corre-
lation analysis algorithm to construct the spatial weight matrix, and the spatial relationship of the
original data is extracted by using the spatial weight matrix. Finally, we combine the forgetting and
input threshold to synthesize the updated threshold, merge the unit state and the hidden state, and
use the Gate Recurrent Unit (GRU) as the core network structure of the recurrent neural network.
Compared with the traditional LSTM model, the GRU model is simpler. In terms of convergence
time and required epoch, GRU is better than the traditional LSTM model. On the basis of ensuring
the accuracy of the model, the training time of the model is further reduced. The experimental
results show that the root mean square error and the average absolute error of this method can
reach 18.32 ug ·m−3 and 13.54 ug ·m−3 in the range of 0–80 h, respectively. Therefore, this method
can better characterize the time series characteristics of air pollutant changes, so as to make a more
accurate prediction of PM2.5 concentration.

Keywords: air monitoring; PM2.5 concentration prediction; deep learning; sustainable; air pollution;
low carbon; GRU

1. Introduction

In the past 20 years, as one of the fastest growing countries in the world, China has been
committed to the rapid development of machinery industrialization and modernization [1].
China’s economy has developed rapidly, but its economic development is at the cost of
extraordinary consumption of resources and serious deterioration of ecology. China’s rapid
urbanization consumes a lot of materials and easily leads to continuous deterioration of air
quality and frequent haze pollution [2–4]. If China does not make appropriate development
strategies, the remaining resources will be consumed sooner or later, which will not benefit
future generations, and mankind will inevitably go to its own end. Therefore, the realization
of sustainable development, as well as ecological protection and environmental governance,
has received more and more attention [5].

According to the latest data of the World Health Organization, 4.2 million people die
from environmental air pollution every year in the world. Up to one-third of the deaths
caused by heart disease, stroke, lung cancer and chronic respiratory diseases are caused by
air pollution [6,7]. PM2.5 is one of the main components of air pollution, which seriously
harms people’s health [8]. PM2.5 refers to the suspended particles with diameter less than or
equal to 2.5 microns in the atmosphere. PM2.5 has the advantages of small diameter, large
surface area, strong activity, easy to absorb a variety of toxic and harmful substances (such
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as heavy metals, microorganisms, etc.), long residence time in the atmosphere and large
diffusion range, so it has a greater impact on human health and atmospheric environmental
quality [9,10]. Studies have shown that every 10 mg/m3 increase in PM2.5 can increase the
cardiovascular disease rate by 12~14%, and the increase is linear [11]. PM2.5 is rich in a
variety of organic compounds such as formaldehyde and polycyclic aromatic hydrocarbons,
as well as a small number of inorganic elements such as S and NI, which have certain
carcinogenicity [12]. Therefore, a comprehensive understanding of the temporal and spatial
evolution of PM2.5 concentration and efficient and accurate PM2.5 concentration prediction
are of great guiding significance for air pollution prevention and control.

With the improvement of people’s living standards and the increasing awareness of envi-
ronmental protection, people are no longer satisfied with the real-time monitoring and release
of PM2.5 concentration, but more concerned about the prediction of PM2.5 concentration in
the future, so as to arrange daily life, work and travel in advance [13]. Therefore, it is necessary
to monitor PM2.5 and predict PM2.5 based on historical data. Timely and accurate prediction
of PM2.5 concentration in a certain period of time in the future will not only help the gov-
ernment to manage major pollution weather in an emergency, but also help the government
to provide scientific basis for formulating measures and decisions on production, emission
and traffic restrictions [14]. At the same time, the environmental protection department can
grasp the change trend of air quality according to the prediction information of PM2.5, so as
to formulate corresponding prevention and control measures, provide the basis for people’s
life and going out, and avoid the harm of PM2.5 to human body [15].

The existing prediction models based on machine learning can only use the historical
data of the target prediction site when predicting the PM2.5 concentration of a single site,
and cannot fully consider the spatial relationship between the target prediction site and
its surrounding monitoring sites, which often leads to low prediction accuracy. To solve
aforementioned problem, this paper proposes a PM2.5 concentration prediction method
based on deep learning. In this paper, the spatial weight matrix is used to extract the
spatial relationship of the original data, so that the model learns the information in the time
dimension and the connection with the surrounding sites at the same time, and replaces the
standard LSTM unit with GRU, which further improves the average prediction accuracy of
the statistical model. The experimental results show that the prediction effect of the PM2.5
concentration prediction model based on the Grey Relation Analysis—Gate Recurrent Unit
(GRA-GRU) network has been significantly improved.

2. Related Works

At present, the prediction of PM2.5 mainly includes the numerical model method and
statistical prediction method [16,17]. The numerical model prediction method is mainly
based on the aerodynamics theory and physicochemical process, using mathematical
methods to establish the dilution and diffusion model of air pollution concentration, and
dynamically predict the air quality and the concentration changes of main pollutants. The
commonly used numerical models in the meteorological field include the general multi-
scale air quality model developed by the U.S. Environmental Protection Agency [18], the
regional air quality model with meteorological chemical online coupling [19], the haze
numerical prediction model developed by the China Meteorological Administration [20],
and the regional environmental meteorological numerical prediction model independently
developed by the Beijing Meteorological Administration [21]. Generally speaking, the
physical and chemical processes are considered in these models. However, due to the
large uncertainty of parameters in the process of pollutant emission, transport and settle-
ment, the prediction results are also uncertain. The statistical prediction method is the
use of statistical mathematical methods to carry out weather prediction. The commonly
used methods include multiple linear regression, support vector machine, artificial neural
network, wavelet analysis and so on. A large number of scholars have used air quality
observation data (such as PM2.5 concentration, SO2 concentration, CO concentration, PM10
concentration, O3 concentration, etc.), meteorological observation data and numerical
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model prediction data to establish prediction models with one or more statistical methods
to predict PM2.5 concentration and other pollutants concentration [20,21]. However, in
addition to meteorological conditions, pollutant concentration is also affected by emissions,
traffic conditions, population density and other factors. It is difficult to establish a high
accuracy prediction model using a single statistical method [20,21]. The influence of meteo-
rological factors on PM2.5 concentration is very complex, which is often the result of the
interaction of different meteorological factors. If each factor is considered separately, the
coupling effect of multiple factors on PM2.5 concentration cannot be well reflected, thus
affecting the accuracy of the prediction model.

Deep learning is a new machine learning method in the artificial intelligence field. It
can learn the feature representation of a large number of input data effectively and provide
a new research idea and method for the prediction of meteorological time series. The main
neural network models of deep learning mainly include Convolutional Neural Networks
(CNN), Recurrent Neural Networks (RNN), Long Short Term Memory (LSTM), Generative
Adversarial Neural Networks, etc. Some scholars have used these models to carry out
research on meteorological prediction. In Ref. [22], an FC-LSTM prediction model was
proposed to predict PM2.5 pollution concentration in the next 24 h scale using historical air
quality data and data. In Ref. [23], a multi-layer LSTM model was proposed to predict the
concentration of air pollutants in the future. In Ref. [24], the LSTM deep neural network
model was trained based on the air quality and meteorological time series data of ChaiChai
metropolitan police station in Bangkok from 2017 to 2018, and the performance of the LSTM
model for PM2.5 concentration prediction in 0–24 h was evaluated. The experiment shows
that LSTM has good prediction accuracy for short-term PM2.5 concentration prediction. In
Ref. [25], online recursive extreme learning machine (OR-ELM) technology and online data
updating technology were combined to predict PM2.5 pollution, and a hybrid model com-
bined with autoregressive (AR) model (OR-ELM-AR) was proposed to enhance its ability to
capture PM2.5 hourly concentration changes. In addition, some scholars combined LSTM
model with feature spatial correlation to predict PM2.5 concentration. In Ref. [26], a new
factory perceived attention LSTM model was proposed to predict PM2.5 air pollution. The
model collects air pollution data from monitoring stations and micro air quality sensors,
and obtains local area data of PM2.5 grid through spatial transformation. The experimental
results show that factory perceived attention mechanism can improve the prediction perfor-
mance by exploring the influence of factory distribution on PM2.5 pollutants in local area.
In Ref. [27], a spatiotemporal deep neural network (ST-DNN) is proposed, which combines
various information from monitoring locations, including PM2.5, PM10, temperature, wind
speed, wind direction, average wind speed, average wind direction, relative humidity and
data related to elevation space. Experiments show that this method can reflect the spatial
characteristics of meteorological elements more objectively and accurately. In Ref. [28], a
deep neural network model was developed, in which the historical hourly precipitation,
wind speed and direction, and PM2.5 concentration data were used as inputs. Firstly,
one-dimensional convolution processing was performed several times, and then the results
were input into LSTM to predict PM2.5 concentration. In Ref. [29], reinforcement learning
(RL) is used to predict the future PM2.5 value, and Q-learning algorithm is used in the
model. Experiments show that the proposed method can effectively reduce the prediction
error of the model. Ref. [30] proposed an improved approach for monitoring the spatial
concentrations of hourly particulate matter less than 2.5 µm in diameter (PM2.5) via a deep
neural network (DNN) using geostationary ocean color imager (GOCI) images and unified
model (UM) reanalysis data. In Ref. [31], a low cost PM2.5 and PM10 measuring instrument
was designed, with the application of the Internet of Things (IoT) to support real-time
monitoring. This instrument can be used to increase the spatial and temporal resolution of
PM data.
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3. Technical Proposal
3.1. Correlation Analysis of PM2.5 Concentration and Meteorological Elements

The influence of meteorological factors on PM2.5 concentration is very complex, which
is often the result of the interaction of different meteorological factors. If each factor is
considered separately, the coupling effect of multiple factors on PM2.5 concentration cannot
be well reflected, thus affecting the accuracy of the prediction model. Through collection
and sorting, a data sample set of hourly air pollutant concentrations and 8 meteorological
elements of the 14 Changchun observatories from 2016 to 2020 was established. Using the
machine learning library of the Spark parallel computing framework, write programs and
run them in a big data environment to quickly analyze the correlation between PM2.5 con-
centration and various meteorological elements, as shown in Figure 1. It can be seen from
Figure 1 that temperature, humidity and average air pressure are positively correlated with
PM2.5 concentration; on the other hand, 2 m wind, 10 m wind, visibility and precipitation
are negatively correlated with PM2.5 concentration.

Figure 1. Correlation coefficients between PM2.5 concentration and meteorological factors.

3.2. Data Correlation

Air quality is determined by a number of indicators, but is also affected by meteoro-
logical data. Meteorological conditions will change air quality in most cases, may improve
air quality, and may also increase air pollution. Therefore, it is particularly important to
understand the correlation between meteorological conditions and air quality in advance.
If some irrelevant meteorological data are eliminated, the complexity of the algorithm can
be reduced, the model can be simplified and the efficiency of neural network can be im-
proved. Spearman correlation coefficient is used to evaluate the correlation of two statistical
variables by monotone equation. When the two variables are completely monotonically
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correlated, the Spearman correlation coefficient is +1 or −1. If the coefficient is 0, it means
that the two variables are not correlated. The formula is:

r =

n
∑

i=1
(xi − x)(yi − y)√

n
∑

i=1
(xi − x)2 n

∑
i=1

(yi − y)2
(1)

where xi and yi are two variables of comparative correlation, x is the mean value of variable
xi, y is the mean value of variable yi.

3.3. Spatial Weight Matrix Based on Grey Correlation Analysis

In order to quantitatively reflect the interdependence of individuals in space, the
general method is to define a spatial weight matrix. The spatial weight matrix is usually
an n × n bivariate symmetric matrix, which represents the proximity relationship of the
spatial individuals at n positions:

W =


w11 w12 . . . w1n
w21 w22 . . . w2n
. . . . . . . . .
wn1 wn2 . . . wnn

 (2)

where wij represents the distance between location i and j in space, and it is used to
represent the spatial correlation between location i and j. In the first law of geography,
when the distance is long, the spatial correlation is weak; otherwise, the spatial correlation
is strong.

Although the binary spatial weight matrix can indicate whether the positions in the
space have correlation, it cannot show the correlation strength between the positions. The
relative size of the quantization spatial distance is defined using the following weights:

wij =


1

dij
2 , dij < δ

0 dij ≥ δ
(3)

where dij is the distance between position i and position j, and δ is the distance threshold.
The research of spatial process shows that the weight and the reciprocal of spatial distance
have an exponential relationship, that is, with the increase of distance, the weight will
decrease rapidly.

In practical application, the diagonal element of spatial weight matrix is set to 0:

W =


0 w12 . . . w1n

w21 0 . . . w2n
. . . . . . . . .
wn1 wn2 . . . 0

 (4)

The Grey Relation Analysis (GRA) method based on Grey Theory measures the degree
of relevance between things according to the degree of similarity or difference in the
development situation between things. The specific steps of GRA are as follows:

Step 1: Establish reference sequence Y and comparison sequence Xi;

Y = (y(1), y(1), . . . y(N))
X1 = (x1(1), x1(2), . . . x1(N))
X2 = (x2(1), x2(2), . . . x2(N))

· · ·
Xn = (xn(1), xn(2), . . . xn(N))

(5)
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where X1, X2, . . . . . . , Xn represents n sequences related to Y, and N is the length of the
sequence.

Step 2: Dimensionless variable. Since the dimensions of the data in the reference
sequence Y and the comparison X1, X2, . . . . . . , Xn may be different, it is difficult to obtain
accurate results during the comparison. Therefore, dimensionless processing is required
before the correlation analysis.

Step 3: The correlation coefficient is calculated by (1).
Step 4: Calculate the correlation degree. The correlation degree ci between the refer-

ence sequence Y and the comparison sequence Xi is the average value of the correlation
coefficient of the two sequences in each time step:

ci =
1
T

T

∑
t−1

ri(t) t = 1, 2, . . . , T (6)

The grey correlation degree r1, r2, . . . , rn of reference sequence Y and comparison
sequence Xi is calculated by the grey correlation degree analysis algorithm. The closer
the value of ri is to 1, the better the correlation between the reference sequence Y and the
comparison sequence Xi.

In this paper, the historical hourly air quality data of 14 air quality monitoring stations
in Changchun City are used as the research object, and the time series data of each station
are used as the reference sequence and comparison sequence in the gray correlation analysis
algorithm. Through the gray correlation analysis algorithm, the gray correlation between
each station is calculated. Finally, a new spatial weight matrix is constructed by using the
gray correlation degree as the element of the spatial weight matrix:

W =


0 r1,2 . . . r1,14

r2,1 0 . . . r2,14
. . . . . . . . .

r14,1 r14,2 . . . 0

 (7)

where ri,j is the direct spatial correlation weight between site i and j.

4. PM2.5 Concentration Prediction Based on GRA-GRU Network
4.1. Network Structure

In the application scenario of this article, the D-dimensional air quality data at the
latest T time is used as the input of the cyclic neural network, and the network outputs
the predicted value of PM2.5 concentration at a certain time in the future. The PM2.5
concentration prediction model based on LSTM is shown in Figure 2.

As shown in Figure 2, the input data is input to the LSTM layer of the first layer, and
its output is a continuous complete sequence of each time step, that is, the output length of
the layer is equal to the input length. The output of the first LSTM layer is the input of the
second LSTM layer, and the output of the second LSTM layer is the output of the last time
step of each input sequence, which learns the information of the whole sequence. Finally,
in order to get a better prediction result, the output of the second LSTM layer is passed
through a fully connected layer, the number of neurons in the density layer is half of that in
the previous LSTM layer, and the final output layer outputs the PM2.5 concentration value
at the target time.

4.2. LSTM and GRU

LSTM is widely used in natural language processing, time series prediction and other
fields. Similar to general RNN, LSTM also has the chain structure of repetitive module,
but the repetitive module is different from general recurrent neural network [23,24]. It has
four neural network layers (standard recurrent neural network repetitive module), and its
structure is shown in Figure 3.
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Compared with the traditional LSTM model, GRU model is simpler and converges
faster. Therefore, to reduce the training time of the model, GRU is used as the core repetitive
unit structure of the prediction model. GRU combines the forgetting gate and input gate to
form the update gate, and also integrates the unit state and hidden state. The structure of
GRU is shown in Figure 4.

Figure 2. PM2.5 concentration prediction network based on LSTM.

Figure 3. LSTM Module.

Figure 4. GRU network basic unit.
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xt, ht, rt, zt, and h̃t are the input vector, state memory variable, update gate state, reset
gate state and current candidate set state at time t, respectively. I is the identity matrix.

The mathematical description of GRU is:
zt = σ(Wz · [ht−1, xt])
rt = σ(Wr · [ht−1, xt])

h̃t = tanh(W · [rt × ht−1, xt])
ht = (I− zt)× ht−1 + zt × ht
yt = σ(Wo · ht)

(8)

where Wz, Wr, Wh and Wo are the weight parameters of reset gate, update gate, candidate
set, output vector yt, input vector xt and ht−1; σ is the sigmoid activation function.

The mathematical description of tanh and σ are as follows

σ(x) =
1

1 + e−x (9)

tanh(x) =
ex − e−x

ex + e−x (10)

4.3. Prediction of PM2.5 Concentration Based on GRA-GRU Model

The existing prediction models based on machine learning can only use the historical
data of the target prediction site when predicting the PM2.5 concentration of a single site.
This kind of model does not consider the regional characteristics of PM2.5 and cannot fully
consider the regional effects of pollutants. To solve this problem, this paper proposes a
PM2.5 concentration prediction model based on GRA-GRU model, which can not only
learn the information of time dimension, but also fully consider the influence of the area
around the site to be tested.

The basic idea of GRA-GRU neural network is to extract PM2.5 concentration time series
of all 14 stations to form PM2.5 concentration data set X(t) = (X1(t), X2(t), . . . , X14(t))

T,
and calculate the grey correlation degree among stations through GRA, so as to get PM2.5
concentration spatial weight matrix Ws×s, where s = 14. Then, the spatial weight matrix
Ws×s is multiplied by PM2.5 concentration data set X (T) to obtain a new data set with
spatial weight. The calculation formula is as follows:

Xs(t) = W14×14 · X(t) =


0 r1,2 . . . r1,14

r2,1 0 . . . r2,14
. . . . . . . . .

r14,1 r14,2 . . . 0




X1(t)
X2(t)

. . .
X14(t)

 (11)

Then, Xs(t) is added to the original data set as the input of the network. Finally, the
predicted value of the output of GRA-GRU neural network is compared with the real value
to get the loss, and the model parameters are updated by loss back propagation. The flow
chart of the GRA-GRU model algorithm is shown in Figure 5. The algorithm steps of
GRA-GRU is as follows:

Step 1: Input preprocessed data;
Step 2: Extract and construct the PM2.5 concentration data set X(t), and calculate the

spatial feature set of Equations (1), (6) and (7);
Step 3: Obtain a new data set by splicing the spatial feature set with the original data

set, and divide the new data set into training data set and test data set;
Step 4: Input the training data and calculate the predicted value yi;
Step 5: Calculate the mean square error between the predicted value yi and the real value yi;
Step 6: The model parameters are updated by loss back propagation;
Step 7: Repeat step 4 to step 6 until the maximum training epoch is reached;
Step 8: Verify the model on the test set;
Step 9: End.
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Figure 5. GRA-GRU prediction model.

5. Experiment and Analysis
5.1. Simulation Parameters and Environment

This paper uses 11,346 h of historical air quality data from 14 air quality monitoring
stations in Changchun City from 1 August 2016, to 6 March 2020, as well as historical
meteorological data of Changchun City. The data are divided into two categories: (1) Hourly
observation data of 10 stations, including PM2.5 concentration, PM10 concentration, O3
concentration, SO2 concentration and visibility. The data are updated every 1 h. See
Table 1 for details; (2) The objective analysis data of grid three-dimensional meteorological
elements in Changchun area, with a spatial resolution of 1 km, is updated every 1 h, mainly
including temperature, wind and relative humidity elements.

Table 1. Site Feature Vector of Input GRA-GRU Model.

Field Name Describe

ID Station No
PM2.5 PM2.5 concentration
PM10 PM10 concentration
SO2 sulfur dioxide concentration
O3 ozone concentration
vis visibility
tem visibility
win wind speed
rh relative humidity
prs Average air pressure
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The programming language used in this paper is Python 3.5, while TensorFlow and
Keras deep learning framework are used, Pandas and Numpy are used as data prepro-
cessing packages, the visualization package used in the experiment is Matplotlib, and the
integrated development environment of the experiment is Pycharm. The training and
testing of the experiment are carried out on the remote server. The main configuration of
the computer used in this paper is as follows: the operating system is windows10 (64 bit);
The memory size is 16 G; The processor is Intel (R) core (TM) i7-7700CPU@3.60 Hz; The
disk drive is 1 TB ST1000DM010-2EP disk and 128 GB TigoSSD. According to the number of
GRU layers, the root mean square error and the average absolute error reach the minimum
when the number of GRU layers is 2. When the number of GRU layers exceeds 2, the error
becomes larger. Therefore, the number of GRU network layers d = 2 is selected.

5.2. Loss Function and Precision Evaluation Index

Loss function, also known as objective function, is used to measure the difference
between the predicted value ỹi and the real value yi, and whether the current task is
successfully completed. In this paper, mean square error (MSE) is used as the loss function,
and the parameters need to be updated constantly to minimize MSE.

MSE =
1
n

n

∑
i=1

(yi − yi)
2 (12)

In this paper, mean absolute error (MAE), root mean squared error (RMSE) and mean
absolute percentage error (MAPE) are used to evaluate the prediction accuracy of the
algorithm. The MAE represents the average absolute value of the deviation between all
observations and the predicted value, which can avoid the problem of mutual cancellation
of errors, and thus can accurately reflect the size of the actual forecast data error. The RMSE
is very sensitive to the large error between the observed value and the predicted value.
The MAPE is used to reflect the average level of error in the actual output data, which can
avoid the problem of mutual cancellation of errors between data. The smaller the values
of eMAE, eRMSE and eMAPE, the more accurate the predicted result. The following are three
kinds of error calculation formulas:

eMAE =
1
N

N

∑
i=1
|yi − ŷi| (13)

eRMSE =

√√√√√ N
∑

i=1
(yi − ŷi)

2

N
(14)

eMAPE =
1
n

N

∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣× 100% (15)

where y is the observed value, yi is the predicted value and N is the test set size.

5.3. Super Parameter Selection of GRU Model

Five GRU models with different structures are tested using validation set data. The
number of layers, number of hidden neurons, network parameters and errors of each
structure are shown in Table 1. It can be seen from Table 2 that simply increasing the
number of layers or nodes cannot reduce the error of the model. When the nodes of each
layer are more than 300, the error increases significantly. When the nodes of each layer
are more than 4 GRU stacks, the error of eRMSE increases significantly. The model with
128 nodes in each layer has the smallest error and the best performance. Therefore, the
GRU model of this structure is selected for the follow-up experiments.
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Table 2. Error comparison among different GRU structure.

Structure Number of Layers Hide Node eMAE/ug·m−3 eRMSE/ug·m−3

GRU-1 1 64 9.93 17.66
GRU-1 1 128 12.34 18.92
GRU-2 2 128 9.81 15.74
GRU-3 3 384 9.93 50.84
GRU-4 4 512 20.68 54.25

Too many training epochs will cause the model to overfit the training data and con-
sume more time. Figure 6 shows the change of eMAPE of training set and validation set data
with the number of training iterations, and the error decreases with the increase of training
iterations. When the number of iterations is more than 3000, the model is overfitting, and
not only is the generalization ability not improved, but also there is a weak fluctuation.
Therefore, we set the number of iterations to 3000. In addition, the learning rate of the
model is set as 10−3, the decay rate is set as 0.95, the parameter initialization range is set as
[−0.06, 0.06] and the model optimization algorithm is Adam algorithm.

Figure 6. Curve of eMAPE with epochs.

5.4. Comparison of Regional PM2.5 Concentration Prediction Models Based on LSTM and GRU

Taking meteorological factors as the model input, Figure 7 shows the prediction
accuracy, required training time and convergence epoch number of PM2.5 concentration
prediction model based on GRA-GRU network model proposed in this paper. It can be seen
from the figure that, compared with the standard LSTM model, the prediction accuracy and
prediction error of GRU model are basically the same, but the training time required is less,
which indicates that GRU has an obvious effect on improving the calculation efficiency of
the model. The average prediction accuracy of the statistical model is further improved and
the prediction error is reduced by replacing the standard LSTM unit with GRU, synthesizing
the update threshold and fusing the unit state and hidden state.

5.5. Performance Comparison with Other Methods

Figure 8 shows the model training error, the abscissa shows the training epochs, and
the ordinate shows the training error. As can be seen from Figure 8, the training error of
the prediction model based on GRA- LSTM and the prediction model based on GRA-GRU
is lower than that of the prediction model based on ordinary LSTM, and the training
error of the prediction model based on GRA-GRU is the lowest. On the other hand, the
convergence speed of the prediction model based on GRA- LSTM and GRA-GRU is faster
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than that of based on ordinary LSTM, and the prediction model based on GRA- LSTM has
the fastest convergence speed. When the training epochs are more than 20, the training
error of GRA-LSTM is not significantly reduced, which shows that the effect of reducing
the number of parameters and accelerating the convergence speed by convolution neural
network is obvious.

Table 2 shows the eRMSE and eMAE values of LSTM [24], FAA-LSTM [26], CNN-
LSTM [28] and GRA-GRU. It can be seen from Table 3 that the prediction effect based
on LSTM model is the worst, while the indicators of the prediction model based on GRA-
GRU all reach the ideal situation, which indicates that the neural network with cyclic
structure can learn the long-term dependence information in the time series, and adding
spatial features into the data helps to improve the prediction accuracy of PM2.5 concentra-
tion. The prediction model based on FAA-LSTM is very close to the prediction model based
on GRA-GRU, and the prediction model based on GRA-GRU is better because FAA-LSTM
improves the convergence speed and sacrifices part of the performance.

Figure 7. Cont.
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Figure 7. Comparison of regional PM2.5 concentration prediction models based on LSTM and GRU.
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Figure 8. Training Loss.

Table 3. Comparison of prediction accuracy of four models.

Algorithm eRMSE/ug·mm−3 eMAE/ug·mm−3

LSTM 23.77 17.83
FAA- LSTM 20.16 15.25
CNN-LSTM 19.78 14.15
GRA-GRU 18.32 13.54

6. Conclusions

This paper uses Changchun City as the experimental research area and GRA-GRU as
the main network structure to construct a regional PM2.5 concentration prediction model to
simulate the temporal change characteristics of regional PM2.5 concentration with various
predictive factors, thereby improving the PM2.5 concentration prediction accuracy. We
comprehensively analyze the correlation between various meteorological elements such
as temperature, relative humidity, precipitation, wind, visibility and PM2.5 concentration,
and calculate the correlation coefficient. Secondly, the spatial weight matrix is used to
extract the spatial relationship of the original data, so that the model can not only learn the
information of the time dimension, but also fully consider the influence of the area around
the site to be tested.

However, the proposed method is not perfect, and the following two problems need
to be overcome. The first is the selection of meteorological factors. There are some factors
that are difficult to obtain and quantify, such as national policies, major activities and
emergencies, which will lead to changes in PM2.5 concentration. Therefore, more source
data need to be collected in future research. The second is to adjust the parameters of
the GRA-GRU model and study the impact of upper air meteorological factors on the
prediction results to improve the quality of prediction data. In the follow-up study, the
abovementioned two aspects will be considered.
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