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Abstract: The development of wave energy converter (WEC) arrays is an effective way to reduce
the cost of levelized energy and facilitate the commercialization of WECs. This study proposes
a hydraulic power take-off (PTO) system for an array of point absorber wave energy converters
(PA-WECs) and designs a control system using a novel algorithm called the improved simplified
universal intelligent PID (ISUIPID) controller and the adaptive matching controller including an
improved artificial gorilla troops optimizer (IGTO) to improve and stabilize the output power of
PA-WEC arrays. Simulations under varying irregular wave states have been carried out to verify the
validity of the mathematical model and the control system. The results show that the designed IGTO
has faster convergence speed and better convergence accuracy in solving the optimal linear damping
coefficient of the generator, and the proposed ISUIPID controller provides superior performance in
tracking the speed of the hydraulic motor under the changing sea states. In addition, the capture
power and output power of the array of PA-WECs are improved and the electrical energy can be
output stably under the designed control system. The array of PA-WECs with the proposed control
system will become an independent, stable, efficient, and sustainable power supply system.

Keywords: wave energy converter; arrays; hydraulic PTO system; improved artificial gorilla troops
optimizer; improved simplified universal intelligent PID

1. Introduction

Developing and utilizing clean, renewable, and sustainable marine energy sources
is a key way to address environmental pollution and the energy crisis. Wave energy is
one of the most promising marine renewable energy sources, characterized by high energy
density and sustainable power supply compared to the well-established solar and wind
energy [1,2]. A wide variety of wave energy converters (WECs) have been designed to
utilize wave energy, such as oscillating water column WECs, overtopping WECs, and
PA-WECs [3–6]. Among them, PA-WECs have developed rapidly in recent years due to
their high conversion efficiency, flexible structure, and adaptability [7,8]. However, the
high levelized cost of energy hinders the commercial development of WECs [9,10]. The
development of arrays of WECs has been considered as an effective way to significantly
reduce cost, while also offering the advantage of improving reliability [11,12].

A lot of recent research around the hydrodynamic characteristics and layout opti-
mization of arrays of WECs has been carried out. Andres et al. found that the distance
between WECs, array layout, number of WECs, and wave directionality had an impact on
the energy capture characteristics of WEC arrays [13]. Lyu et al. adopted genetic algorithms
to explore the optimal dimension for each wave energy converter in an array of WECs. The
study demonstrated that for WEC arrays with an optimal control or a derivative control,
optimizing the buoys dimensions simultaneously with the array layout had a positive
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effect on the energy harvesting performance of WEC arrays [14]. Faedo et al. proposed a
multi-input, multi-output parameterization strategy based on a system-theoretic interpre-
tation of moments, which can accurately represent the input–output dynamics of arrays
of WECs [15]. And the mathematical correlation between the proposed parameterization
strategy and wave excitation force estimation strategies was used to provide low-order
models that provided the same degree of wave excitation force estimation accuracy as the
currently used parameterization methods [15]. To maximize the harvested energy from the
array of WECs, Zou et al. presented a collective control and a surrogate model replacing
the hydrodynamic model to control gain optimization, and the effectiveness of the pro-
posed control strategy and surrogate model were verified via simulations [16]. Murai et al.
provided a controlled force optimization method for PA-WEC arrays considering factors
such as diffraction hydrodynamic interactions, radiation hydrodynamic interactions, wave
incidence angles, and array layouts. Numerical analysis showed that power generation
efficiencies increased by 15% and 5%, respectively, when the array layout and control force
parameters were optimized [17].

By summarizing the previous work, it can be found that the layout optimization and
theoretical optimal control strategy of WEC arrays have been investigated intensively;
however, the design and control of the hydraulic PTO system for arrays of WECs are rarely
studied. The PTO system has a significant impact on the efficiency and stability of WECs.
And the hydraulic PTO is considered the most promising PTO system for WECs because of
its higher efficiency and excellent controllability [18]. Do et al. built the mathematical model
of hydraulic components of a multi-point-absorber wave energy converter and verified that
the pressure fluctuation was reduced by adopting the high-pressure accumulator and multi-
point absorber [19]. Gaspar et al. studied the speed control strategy of the electric-driven
hybrid hydraulic wave energy conversion system, designed a fuzzy controller to adjust the
motor displacement to control the pipeline pressure and a PI controller to adjust the motor
load to control the motor speed for the double-cone oscillating float system, and carried out
numerical simulations under different sea conditions [20]. Fan et al. studied the open-loop
hydraulic PTO system and designed a fuzzy controller to control the displacement of
variable motors based on the motor torque deviation signal so that the output torque and
output power of the motor were close to the target value [21]. Geng et al. proposed a novel
power regulation module comprising a throttle valve and a pressure compensation valve
in the hydraulic PTO system. The results demonstrated that the power regulation module
stabilized the hydraulic motor speed and output power [22]. Chen et al. designed a PID
controller to stabilize the rotational speed of the hydraulic PTO system and verified the
effectiveness of the controller using experiments [23].

The focus of this paper is to improve and stabilize the output power of the hydraulic
PTO system for arrays of PA-WECs. The main contributions of this paper are as follows:
(1) a controllable hydraulic PTO system for arrays of PA-WECs is proposed; (2) a novel
intelligent control algorithm called the ISUIPID with ease of design and implementation
is designed to improve the stability of the output power of WEC arrays under irregular
wave states; (3) an adaptive matching controller including the IGTO algorithm is designed
to enhance the capture power and output power of WEC arrays.

The remainder of this paper is organized as follows: Section 2 describes the hydraulic
PTO system. The mathematical modeling is provided in Section 3. Section 4 discusses the
control system in detail. Simulation results and analysis are shown in Section 5. Finally,
some important conclusions are given in Section 6.

2. System Overview

The schematic of an example of the proposed system is shown in Figure 1. The number
of buoys can be multiple, using three as an example in this paper. In this paper, the array of
PA-WECs involves three cylindrical buoys, three hydraulic cylinders, three hydraulic check
valve groups, a hydraulic accumulator, a relief valve, a variable displacement hydraulic
motor, and a generator. In this system, each buoy is connected to the two-way hydraulic
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piston of its corresponding anchoring hydraulic cylinder separately. Under the excitation
of the waves, the buoys drive the two-way hydraulic pistons to move up and down to
absorb the wave energy and convert it into hydraulic energy. Using the hydraulic check
valve groups, the hydraulic cylinders always draw low-pressure oil from the hydraulic
tank, and the high-pressure hydraulic oil is always injected into the accumulator, regardless
of whether the two-way hydraulic pistons move up or down. Here, the accumulator acts as
a buffer to absorb the pressure fluctuation and reduce the pressure shock. An outlet of the
accumulator is connected to the inlet of the variable displacement hydraulic motor. The
high-pressure hydraulic oil output by the accumulator drives the hydraulic motor and the
generator connected in tandem with it to rotate and generate electricity at the same speed.
The other outlet of the accumulator is connected to the hydraulic oil tank through the relief
valve. The relief valve is a safety valve that limits the system pressure. When the system
pressure is higher than the set value, the relief valve is opened, and the high-pressure
hydraulic oil flows into the hydraulic oil tank to relieve the system pressure. And a control
system is designed to adjust the displacement of the variable hydraulic motor (Vm), and the
linear damping coefficient of the generator (Cg) improves and stabilizes the output power.
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Figure 1. Schematic of an example of the proposed array of PA-WECs. 
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Figure 1. Schematic of an example of the proposed array of PA-WECs.

3. Mathematical Modeling
3.1. The Hydrodynamics of Array Buoys

In this paper, the array buoys are semi-submerged cylinders and are assumed to move
only in heave. The hydrodynamic time-domain equation of the heave motion for an array
of WECs can be expressed as:

M
..
Z(t) = Fex(t) + Fr(t) + Fs(t) + Fv(t) + FPTO(t) (1)

where
..
Z(t) is the heave acceleration vector consisting of the heave acceleration of each

buoy. Fex(t), Fr(t), Fs(t), and Fv(t) are the excitation force vector, radiation force vector,
hydrostatic buoyancy force vector, and viscous damping force vector, respectively, which
are composed of the excitation force fexi(t), radiation force fri(t), hydrostatic buoyancy
force fsi(t), and viscous damping force fvi(t) of each buoy. FPTO(t) is the force vector
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consisting of the force fPTOi(t) applied to each buoy using the PTO system. The mass
matric M of the array buoys is written as follows:

M = diag(m11, m22, · · · , mii, · · · , mNN) (2)

where mii is the mass of the i-th buoy, and N is the number of buoys in the array of WECs.
The excitation force fexi(t) of the i-th buoy can be related to the incident wave field

spectrum S(w) through the relations [24]:

fexi(t) =
Nw

∑
j=1

fei(w)
√

2S(w)∆wcos
(
k jx− wjt + θji + θr

)
(3)

where Nw is the number of waves in the irregular wave, fei(w) is the excitation force of the
i-th buoy in the frequency domain, which is from the frequency domain hydrodynamic
analysis, and ∆w is the constant difference between successive frequencies. k j, wj, θji, and
θr represent the wave number, wave frequency, phase angle between wave elevation and
wave excitation force, and random phase angle for the j-th wave, respectively.

In this paper, the JONSWAP spectrum is applied, which is defined as follows [24]:

S(w) = 155 H2
s

T4
e w5 exp

(
−944
T4

e w4

)
(3.3)ε

ε = exp
(
−
(

0.191wTe−1
20.5σ

)2
)

σ = 0.07 f or w ≤ 5.24
Te

σ = 0.09 f or w > 5.24
Te

(4)

where Hs, Te, ε, and σ denote the significant wave height, the energy period, the energy
scale, and the peak shape factor, respectively.

The hydrostatic buoyancy force fsi(t) and the radiation force fri(t) take the following
forms due to the buoy’s oscillation in the otherwise calm water:

fsi(t) = −πρgai
2zi(t) (5)

fri(t) = −mil(∞)
..
zi(t)−

N

∑
l=1

∫ t

−∞
Kril(t− τ)

.
zi(τ)dτ (6)

where g and ρ are the gravity acceleration and the water density, respectively; and ai,
zi(t), and

.
zi(t) are the radius, heave displacement, and heave velocity of the i-th buoy,

respectively.mil(∞) is the added-mass coefficient at the infinite frequency of the i-th buoy.
The radiation impulse response function Kril(t) is given as follows [25]:

Kril(t) =
2
π

∫ ∞

0
Bil(ω)cos(ωt)dω (7)

where Bil(ω) represents the radiation damping coefficient of the i-th buoy influenced by
the l-th buoy at angular frequency ω.

The viscous damping force fvi(t) of the i-th buoy can be seen as a drag force in
Morison’s equation [26]:

fvi(t) = −
1
2

ρCdi Adi
∣∣ .
zi(t)

∣∣ .
zi(t) (8)

where Cdi and Adi represent the drag coefficient and characteristic area of the i-th
buoy respectively.

Since the determination of drag force coefficients is difficult and easy to introduce
uncertainty in the model [26], and accurate modeling is not the focus of this study, the
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drag coefficient is taken as 0 in this paper, i.e., the effect of nonlinear viscous forces is
not considered.

3.2. The Hydraulic PTO System Modeling

In this system, the relative displacement of the hydraulic piston to the hydraulic
cylinder is equal to the displacement of the buoy, and it is assumed that the check valves
are ideal with no pressure or flow loss.

The flow rate Qi of the accumulator inlet is calculated as follows:

Qi =
N

∑
i=1

∣∣Si
.
zi(t)

∣∣ (9)

where Si is the effective area of the i-th hydraulic piston.
The force fPTOi of the PTO system acting on the i-th buoy is shown as follows:

fPTOi = PsSi (10)

where Ps is the system pressure.
The time average capture power Pci of the i-th buoy can be calculated as follows:

Pci =
1
te

te∫
0

fPTOi
∣∣ .
zi(t)

∣∣dt (11)

where te is the calculation end time.
The function of the hydraulic accumulator is to absorb the pulsations generated by the

wave energy fluctuation. The process of the hydraulic accumulator absorbing and releasing
wave power is assumed as the adiabatic change process. The pressure–volume transient
variation equation of the gas in the hydraulic accumulator is shown as follows:

Ps(V0 − ∆V)1.4 = P0V0
1.4 (12)

where P0 and V0 are the initial gas pressure and gas volume respectively. The change in the
gas volume ∆V is given as follows:

∆V =
∫

(Qi −Qo)dt (13)

where Qo is the outlet flow of the hydraulic accumulator, which is the inlet flow of the
hydraulic motor.

The speed nm, torque Tm, and output power Pm of the hydraulic motor are expressed
as follows:

nm =
QoηV

Vm
(14)

Tm =
PsVmηm

2π
(15)

Pm = PsQoηVηm (16)

where Vm, ηV , and ηm represent the displacement, volumetric efficiency, and mechanical
efficiency of the hydraulic motor respectively.

The dynamic model of the hydraulic motor and generator rotor is established as follows:(
Jm + Jg

) .
ωm = Tm − Cgng (17)

ωm = 2πnm (18)
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nm = ng (19)

where Jm is the rotational inertia of the hydraulic motor, Jg is the rotational inertia of the
generator rotor, ωm is the angular speed of the hydraulic motor, and Cg and ng are the
linear damping coefficient and speed of the generator respectively.

4. Control System Design

The basic architecture of the control system for the array of WECs is shown in Figure 2. The
input to the control system is the ideal speed of the hydraulic motor, which in this system
is equal to the rated speed of the hydraulic motor and the generator to make the generator
and the hydraulic motor operate at optimal efficiency. In order to improve the efficiency
and stability of power generation, a speed controller is designed to ensure constant speed
operation of the hydraulic motor by adjusting its displacement, and an adaptive matching
controller is designed to improve the output power of arrays of WECs by adjusting the
linear damping coefficient of the generator.
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4.1. The Speed Controller

Because of the high randomness and irregular fluctuations of waves in real sea states,
a satisfied control effect is very difficult to obtain using a conventional PID controller. So
the ISUIPID controller with the advantages of simple design and intelligence is designed
to keep the hydraulic motor speed to meet the ideal speed and enhance the stability and
immunity of the control system under irregular incident waves. To verify the superiority of
the proposed ISUIPID, the control effects of the PID controller and the fuzzy PID controller
are also shown.

4.1.1. The ISUIPID Controller

The ISUIPID controller is the one proposed for the hydraulic PTO system of the array of
WECs to achieve the ideal hydraulic motor speed under varying sea states to overcome the
shortcomings of traditional and intelligent algorithms. Most modern intelligent algorithms
are complex and require periodic updating of parameters throughout the operation. In
addition, the adjustment of parameters is very complex and requires rich experience.
Therefore, there is a lot of research trying to simplify and improve the controller. Combining
simplification with intelligence is challenging because increasing the intelligence of a
controller inevitably leads to an increase in system complexity, which can only be achieved
by making the system intelligent or simple [27].

In order to achieve intelligence and simplicity in the control system, a new technique
known as SUIPID controller has been proposed [28]. The SUIPID controllers use simple
design and adaptive techniques that combine the advantages of traditional methods and
intelligent algorithms. The design of the controller is divided into two steps: one is a
simple adaptive PID controller and the other is the application of the multiple degrees
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of freedom (MDOF) concept. The MDOF utilizes two controllers with different gains
operating simultaneously in the wide range of errors and in the fine-tuning region; the first
controller handles large errors for fast error correction, while the other handles small errors
for fine-tuning [27,28]. The final output (O/P) composed of the outputs of two controllers is
as follows [28]:

O/P = O/P1·e + O/P2·(1− e) (20)

where e is the normalized error. When the error is large, (1− e) is relatively small, and
O/P1 plays the main role. On the contrary, when the error is small, (1− e) is relatively
large, and O/P2 plays the main role. So O/P1 is the output of the first controller dealing
with the significant error, and O/P2 is the output of the second controller that deals with
the fine-tuning error.

Figure 3 shows the SUIPID control architecture. Two adaptive weights, error (e) and
(1 − e), were added to the two controllers to obtain an appropriate response. As shown in
Figure 4, these two controllers can be designed as an intelligent PID (IPID) controller with
the following adaptive parameters: 

Kp = |e|

Ki =
∣∣∫ edt

∣∣
Kd =

∣∣∣de
dt

∣∣∣ (21)
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The final output (O/P) of the SUIPID controller is as follows:

O/P = O/P1·e + O/P2·(1− e) (22)
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O/P1 = K·
(
|e|e +

∣∣∣∣∫ edt
∣∣∣∣∫ edt +

∣∣∣∣de
dt

∣∣∣∣de
dt

)
(23)

O/P2 =
1
K
·
(
|e|e +

∣∣∣∣∫ edt
∣∣∣∣∫ edt +

∣∣∣∣de
dt

∣∣∣∣de
dt

)
(24)

From Equations (23) and (24), it can be seen that O/P1 and O/P2 are the products
of the output of the IPID and the controller gains K and 1

K , respectively. Although this
can result in only one controller parameter, it also constrains the controller’s ability to
handle the significant error and the fine-tuning error, i.e., the controller’s ability to handle
the significant error and the fine-tuning error is approximately reciprocal. Therefore, the
ISUIPID controller was proposed, which does not limit the control gain of the two IPID
controllers to a reciprocal relationship. The output of the ISUIPID controller (O/IP) can be
calculated as follows:

O/IP = O/IP1·e + K2·O/IP2·(1− e) (25)

O/IP1 = K1·
(
|e|e +

∣∣∣∣∫ edt
∣∣∣∣∫ edt +

∣∣∣∣de
dt

∣∣∣∣de
dt

)
(26)

O/IP2 = K2·
(
|e|e +

∣∣∣∣∫ edt
∣∣∣∣∫ edt +

∣∣∣∣de
dt

∣∣∣∣de
dt

)
(27)

Lastly, the output can be calculated as follows:

Cm = CK1e + CK2(1− e) (28)

Cm = Ce[K1 − K2] + CK2 (29)

where Cm is the tuned controller output, K1 and K2 are controller gain, and C is the
controller output.

For K1 � K2, the output is
Cm = CeK1 (30)

The control architecture of the hydraulic motor speed using the ISUIPID controller is
shown in Figure 5. In Figure 3, r(k) and nm(k) are the ideal speed and speed output of the
hydraulic motor, respectively. u(k) is the control input of the displacement of the hydraulic
motor. For each of the two IPIDs, having an input normalized error signal e, the output of
the ISUIPID controller is obtained by the denormalization of O/P.
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4.1.2. The Fuzzy PID Controller

The fuzzy PID controller is composed of the fuzzy controller and the PID controller
has the advantages of parameter self-tuning and strong robustness. The input of the fuzzy
controller is an error signal eF and the error signal change ecF. And the output of the
fuzzy controller is the proportional coefficient Kp, integral coefficient Ki, and differential
coefficient Kd. The control architecture of the hydraulic motor speed using the fuzzy PID
controller is shown in Figure 6.
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Each input and output variable is described using four fuzzy sets: ZE (Zero), PS
(Positive small), PM (Positive middle), and PB (Positive big). The universe of eF and ecF
is {0, 1, 2, 3}, whereas the universe of Kp, Ki, and Kd is {0, 0.33, 0.67, 1}. The triangle
membership function is used for fuzzy operation, as follows:

f (x, ai, bi, ci) =



0 xi ≤ ai

x−ai
bi−ai

ai ≤ xi ≤ bi

ci−x
ci−bi

bi ≤ xi ≤ ci

0 ci ≤ xi

i = 1, 2, . . . , n (31)

where n, ai, and ci, and bi are the quantized series of input, the trough position, and the
peak position, respectively.

The fuzzy rules are established according to the empirical rules of the PID controller
parameter setting. The fuzzy rules of Kp, Ki, and Kd are shown in Table 1.

Table 1. The fuzzy rules of Kp, Ki, and Kd.

ecF
Proportional Coefficient Kp Integral Coefficient Ki Differential Coefficient Kd

eF = ZE PS PM PB ZE PS PM PB ZE PS PM PB

ZE ZE PS PM PB PB PB PM ZE PS PS PS ZE
PS ZE PS PM PB PB PB PM ZE ZE ZE ZE ZE
PM ZE PS PM PB PB PM PS ZE PS PS PS PB
PB ZE ZE PS PM PM PM PS ZE PM PS PS PB

4.2. The Adaptive Matching Controller

The architecture of the adaptive matching controller is shown in Figure 7. The wave
climate of the sea area of the WEC array in the past decade is analyzed, and the possible
wave states at this sea area are obtained. According to the hardware conditions of the
power generation system, the allowable generator linear damping adjustment range is
determined. As shown in Figure 8, the simulation model of the array of WECs is built in
MATLAB/Simulink, and the possible wave states and adjustable range of Cg are inputted.
With the goal of maximizing the output power of the array of WECs, the optimal Cg under
each sea state is determined by the IGTO algorithm. That is, the matching table of sea states
and their optimal Cg is obtained via offline optimization.
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For irregular waves, the amplitude spectrum S(ω) of nω circular wave frequencies
needs to be specified [29]. The wave elevation is then calculated by the superposition of
nω individual wave components, each of which has an amplitude of A(ω) =

√
2S(ω)∆ω,

where ∆ω is the frequency step [29]. The wave elevation and wave incidence directions are
monitored by the sensors installed on buoys, and the significant wave height (Hs) and the
energy period (Te) are calculated according to the wave elevation using the FFT method
shown in [29]. The calculated Hs, Te, and monitored wave incidence direction are input
into the online controller, and the corresponding optimal Cg under the wave state is given
according to the matching table between sea states and their optimal Cg. Then, the electrical
system of the generator adjusts the Cg to the optimal Cg to improve its output power.
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4.2.1. Artificial Gorilla Troops Optimizer

The Artificial Gorilla Optimizer (GTO) is a naturally inspired gradient-free optimiza-
tion algorithm that mimics the lifestyle of gorillas in a population [30]. Gorillas, like other
great apes, live in groups. Considerable numbers of adult female gorillas, an adult male
known as a silverback gorilla, and their offspring live in a number of groups. The silverback
is a leader of a group and can guide the group in finding food sources, determining group
movements, making decisions, and resolving conflicts.

The GTO algorithm consists of an exploration phase and an exploitation phase, and
the main idea of the GTO algorithm is described using Equations (32)–(44) [30]. The
main function of the exploration phase is to conduct a global search of the space. It uses
three different mechanisms, including moving to unknown positions, moving to known
positions, and migrating to other gorilla positions. The exploitation phase is simulated
using Equation (32).

GX(t + 1) =


(ub− lb)× r1 + lb r < p

(r2 − C)× Xr(t) + L× H r ≥ 0.5
X(i)− L× (L× (X(t)− GXr(t)) + r3 × (X(t)− GXr(t))) r < 0.5

(32)

In Equation (32), GX(t + 1) represents the gorilla’s position and X(t) denotes the
gorilla’s current position. p is used to determine which migration mechanism to choose,
and it lies between 0 and 1. The lower and upper limits of the variable are lb and ub,
respectively. Xr represents a randomly selected member of the gorilla from the population,
and GXr is the position vector of the randomly selected candidate gorilla. r1, r2, r3, and r
are random values in the range 0 to 1 and they are updated on each iteration. In addition,
C, L, and H are calculated as follows.

C = F×
(

1− It
MaxIt

)
(33)

F = cos(2× r4) + 1 (34)

L = C× l (35)

H = Z× X(t) (36)

Z = [−C, C] (37)

In Equation (33), It and MaxIt represent the current and total number of iterations of
the algorithm, respectively. In Equations (34) and (35), r4 and l are random values between
0 and 1 and are updated at each iteration. In Equation (37), Z is a random value between
−C and C. At the end of the exploration phase, the fitness values of all GX solutions are
computed, and when the fitness value is GX(t) < X(t), the GX(t) solution will replace the
X(t) solution.

The GTO algorithm was exploited using two mechanisms, stalking silverback gorillas
and competing for adult females. The value of C calculated using Equation (33) is compared
with the preset parameter W to select the mechanism. If C ≥W, the following silverback
gorilla mechanism is selected, and if C < W, the GTO algorithm uses the competing adult fe-
male gorilla mechanism. Following the silverback gorilla is simulated using Equation (38).

GX(t + 1) = L×M× (X(t)− Xsilverback) + X(t) (38)

M =

(∣∣∣∣∣ 1
N

N

∑
i=1

GXi(t)

∣∣∣∣∣
g) 1

g

(39)

g = 2L (40)
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In Equation (38), Xsilverback is the position of the silverback gorilla. In Equation (39),
N and GXi(t) represent the total number of gorillas and the position of each candidate
gorilla in iteration t, respectively. In addition, the competition with adult female gorillas is
modeled using Equation (40).

GX(i) = Xsilverback − (Xsilverback ×Q− X(t)×Q)× A (41)

Q = 2× r5 − 1 (42)

A = β× E (43)

E =

{
N1 rand ≥ 0.5
N2 rand < 0.5

(44)

In Equation (42), r5 is a random value between 0 and 1, which is updated at each
iteration. In Equation (43), β is a parameter to be assigned. In Equation (44), E is a random
value in the problem dimension and in the normal distribution when rand ≥ 0.5, but a
random value is chosen in the normal distribution when rand < 0.5. The fitness value of all
GX solutions is calculated at the end of the exploitation phase. When the fitness value is
GX(t) < X(t), the GX(t) solution replaces the X(t) solution, and the optimal solution selected
from the whole population is considered as the silverback gorilla.

4.2.2. The Proposed Improved Artificial Gorilla Troops Optimizer

Preliminary studies have shown that GTO has good performance in benchmark func-
tion optimization [30]. Nevertheless, similar to other metaheuristic algorithms, it still has
the tendency of low optimization accuracy, premature convergence, and local optimal when
solving complex optimization problems [31]. These shortcomings are mainly related to the
poor quality of the initial population and the low probability of large spatial jumps during
the iterative process. Therefore, a novel improved algorithm called IGTO is proposed
in this section to further improve the global optimization performance of the basic GTO
algorithm. First, an initial population is generated using a chaotic dyad-based learning
strategy, which enhances the diversity of the population during the global search process.
Then, the Gaussian detection mechanism is proposed to avoid the possibility of being
trapped in the local optimum. The specific process is figured out as follows.

1. Chaotic opposition-based learning strategy.

It has been shown in [32] that the initial population affects the algorithm’s solution
accuracy and convergence speed, and a well-diversified initial population helps to improve
the algorithm’s performance. However, the GTO algorithm usually uses a random method
to generate the initial population when solving the optimization problem, which may lead
to an uneven distribution of the initial population, resulting in poor initial population
diversity. In addition, since there is no a priori knowledge of the global optimal solution of
the optimization problem, the population should be distributed as evenly as possible in the
search space. In order to enhance the diversity of the population and improve the efficiency
of the solution, the IGTO algorithm adopts a chaotic opposition-based learning strategy
for the global search. First, by utilizing the randomness, ergodicity, and regularity of
chaotic variables, a chaotic initial population with good diversity is generated. Second, by
sorting and selecting the chaotic initial population and its inverse population, the solution
with better moderate values is used as the initial population to improve the efficiency of
the solution.

Assuming the population size is N, the Tent chaotic map with good ergodic uniformity
and fast iteration speed is used to generate a chaotic sequence in D-dimensional Euclidean
space as follows:

y = {yd, d = 1, 2, . . . , D} (45)
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yd = {yid, i = 1, 2, . . . , N} (46)

And the expression of the Tent chaotic mapping function is as follows:

yi+1,d =

{
2yid, yid < 0.5

2(1− yid), yid ≥ 0.5
(47)

Mapping the chaotic sequence into the solution space yields the population X as follows:

X = {X_i, i = 1, 2, . . . , N} (48)

Xi = {Xid, d = 1, 2, . . . , D} (49)

The population individual Xid is denoted as follows:

Xid = Xmind + yid·(Xmaxd − Xmind) (50)

where Xid, Xmind, and Xmaxd are the d-th dimensional value of the i-th population individual,
the search upper and lower bounds of Xid, respectively.

The reverse population OX is calculated from the population X as follows:

OX = {OXi, i = 1, 2, . . . , N} (51)

OXi = {OXid, d = 1, 2, . . . , D} (52)

The inverse population individual OXid is represented as follows:

OXid = Xmind + Xmaxd − Xid (53)

The population X is merged with the reverse population OX to obtain the new pop-
ulation {X ∪OX}. The fitness values of the new population are calculated and sorted,
selecting the N individuals with the best fitness values as the initial population.

2. Gaussian detection mechanism.

The Gaussian detection mechanism is to perform Gaussian mutation on the current
position and compare and judge the fitness of the position after mutation and the position
before detection, so as to select the optimal position. Its main purpose is to improve the
algorithm’s ability to jump out of local optima and enhance its optimization ability. The
Gaussian detection mechanism formula is as follows:

X(N) = X(t) + X(t)·N(0, 1) (54)

GX(t + 1) =

{
X(N) f (X(N)) < f (X(t))
X(t) f (X(N)) > f (X(t))

(55)

where N(0, 1) is a random number that generates a Gaussian distribution between 0 and 1,
and X(N) is the position vector generated after Gaussian mutation.

3. IGTO algorithm flowchart.

Based on the improved mechanisms described above, Figure 9 illustrates the flowchart
of the IGTO algorithm for global optimization problems.
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5. Results and Discussion
5.1. Simulation Parameters

In this paper, a medium-sized array of PA-WECs composed of three identical semi-
submerged cylindrical buoys with radius a = 3 m and mass m = 28,980 kg is considered.
The layout diagram of the WEC array is shown in Figure 10. In Figure 10, β is the wave
incidence angle, and the distance between two buoys is L = 12 m.
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The parameters of the hydraulic PTO system are summarized in Table 2. Without
the addition of the control system, the linear damping coefficient of the generator and the
displacement of the hydraulic motor are 45 N·m/(r/s) and 400 mL/r, respectively. Based
on the numerical simulations, the parameters of the proposed ISUIPID controller, the fuzzy
PID controller, and the PID controller are determined, as shown in Table 3.
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Table 2. The parameters of the hydraulic PTO system.

Parameter Symbol Value Unit

Inner diameter of the hydraulic cylinder D0 180 mm
Rod diameter of the piston rod d0 140 mm

Initial gas pressure of the accumulator P0 5.3 MPa
Initial gas volume of the accumulator V0 3 L

Rated speed of the motor (ideal speed) nr 800 r/min
Mechanical efficiency of the motor ηm 0.9 /
Volumetric efficiency of the motor ηV 0.9 /

Adjustment range of the motor displacement Vmr 0~1000 mL/r
Rotational inertia of the motor Jm 3 kg·m2

Rotational inertia of the generator rotor Jg 7 kg·m2

Table 3. The parameters of the controllers.

The ISUIPID Controller The Fuzzy PID Controller The PID Controller

K1 = 1290 Ke = 0.00125 Ku1 = 0.9 Kp = 0.00003
K2 = 4.9 Kec = 0.00125 Ku2 = 0.00165 Ki = 0.0000018

Ku = 1 Ku3 = 0.00019 Kd = 0.00000015

5.2. Simulation Model

To study the performance of the proposed hydraulic PTO system and control system,
eight subsystems, including the hydrodynamics of the array buoys, hydraulic cylinders,
check valve groups, hydraulic accumulator, variable displacement hydraulic motor, SNPID
controller, generator, and adaptive matching controller, are simulated in Matlab/Simulink.
The hydrodynamics of the array buoys used in this study are provided using the hydrody-
namic software ANSYS-AQWA (https://www.inas.ro/en/ansys-structures-aqwa). The
Simulink block diagram is shown in Figure 11.
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5.3. Performance of the Proposed Hydraulic PTO System and Control System

In order to verify the performance of the proposed hydraulic PTO system and control
system under real sea states, two cases of (a) wave incidence direction change and (b)
significant wave height and energy period change are studied.

https://www.inas.ro/en/ansys-structures-aqwa
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5.3.1. Performance of the Proposed IGTO

To verify the improvement and superiority of the proposed IGTO algorithm in solving
the Cg optimization problem for an array of WECs, the basic GTO and other two common
algorithms, such as Genetic Algorithm (GA) and Particle Swarm Optimization (PSO), are
employed as competitors. Table 4 describes the initial parameters for these comparison
algorithms. In order to ensure the fairness of the test, each algorithm is independently
run 30 times under the same hardware environment to obtain the average value, which
represents the performance of the algorithm.

Table 4. Parameters settings for each algorithm.

Algorithm Parameter

IGTO p = 0.03, β = 3, W = 0.8, N = 40, MaxIt = 100
GTO p = 0.03, β = 3, W = 0.8, N = 40, MaxIt = 100
GA Pc = 0.9, Pm = 0.01, N = 40, MaxIt = 100
PSO c = 2.0, w = 0.9, N = 40, MaxIt = 100

Taking the opposite number of the output power of the WEC array as fitness value,
the Cg of the array WEC under five sea states is optimized using different optimization
algorithms. Figure 12 visualizes the convergence curves of different algorithms for the Cg
optimization problem under five sea states. In all sea states, it is clear in Figure 12 that the
initial fitness value of IGTO is better, and the convergence speed and accuracy of IGTO are
the best among all algorithms. Based on the experimental results of convergence curves,
IGTO shows a significant improvement in convergence speed and accuracy compared to
the basic GTO, GA, and PSO, which provides a faster and more accurate optimization
method for the optimization of the Cg for WECs and other related optimization problems.
The matching table of the above sea states and their optimal Cg is shown in Table 5.

5.3.2. Performance of the Proposed Control System

1. Wave incidence direction change.

In this section, the incident wave is an irregular wave with the significant wave height
Hs = 2 m and the energy period Te = 7 s, and the wave incidence angle β is selected as 0,
45, and 90 degrees to simulate the change in the wave incidence direction. According to
the matching table of sea states and their optimal Cg, the optimal Cg for wave incidence
angles of 0, 45, and 90 degrees are 45.4 N·m/(r/s), 48.5 N·m/(r/s), and 54.4 N·m/(r/s)
respectively. For a given wave spectrum (JONSWAP spectrum), the time history of the
irregular wave is generated by the linear superposition of harmonic wave components, and
the wave elevation and the wave spectrum are shown in Figures 13 and 14, respectively.

Table 6 shows the time average capture power without control ( Pcu), the time average
capture power with control ( Pc), and the average capture power increase rate (γ) of the
WEC array at different wave incidence angles. As can be seen in Table 6, when wave
incidence angles are 0◦, 45◦ and 90◦, the average capture power of the array buoys is
increased by 10.44%, 9.78%, and 8.34%, respectively, using the proposed control system,
indicating that the proposed control system improves the energy capture characteristics
of the array buoys even when the wave incidence direction is changed. And the average
capture power of the array buoys increases with the increase in the wave incidence angle
because the shielding effect between the array buoys is smaller with an increase in the
wave incidence angle in the range of 0◦~90◦.
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Table 5. The matching table of the five sea states and their optimal Cg.

SEA STATES Optimal Cg Maximized Average Output Power

Hs = 1 m, Te = 5 s, β = 90◦ 19.8 N·m/(r/s) 23.23 kW
Hs = 1.5 m, Te = 6 s, β = 90◦ 35.2 N·m/(r/s) 41.35 kW
Hs = 2 m, Te = 7 s, β = 90◦ 54.4 N·m/(r/s) 63.84 kW
Hs = 2 m, Te = 7 s, β = 45◦ 48.5 N·m/(r/s) 56.91 kW
Hs = 2 m, Te = 7 s, β = 0◦ 45.4 N·m/(r/s) 53.33 kW
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Figure 13. Wave elevation for the irregular wave of Hs = 2 m and Te = 7 s.
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Figure 14. Wave spectrum for the irregular wave of Hs = 2 m and Te = 7 s.

Table 6. Pcu and Pc at different wave incidence angles.

Wave Incidence Angles 0◦ 45◦ 90◦

Time average capture power without control Pcu (kW) 48.86 52.43 59.58
Time average capture power with control Pc (kW) 53.96 57.56 64.55

Average capture power increase rate γ 10.44% 9.78% 8.34%

The output speeds of the hydraulic motor with the PID, the fuzzy PID, and the
proposed ISUIPID controller at different wave incidence angles are shown in Figure 15,
where the black dotted line is the ideal speed curve. The simulation results show that with
the proposed control system, the output speed of the hydraulic motor tracks the rated speed
well despite the change in the wave incidence direction. Compared with the PID and fuzzy
PID controllers, the ISUPID controller has no overshoot and less tracking error. Table 7
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shows the comparative analysis of the performance of various controllers at different wave
incidence angles. The ISUIPID controller has the same rising time compared to the PID
and fuzzy PID controllers. Since the initial speed of the motor is 0 and the initial tracking
error is large, the hydraulic motor runs at its maximum displacement to quickly reduce the
tracking error regardless of the controller. The ISUIPID controller has the best maximum
absolute error and the best mean absolute error at each wave incidence angle compared
to the PID and fuzzy PID controllers. When the incidence angle is 0◦, 45◦ and 90◦, the
maximum absolute errors are reduced by 41.7%, 49.6%, and 50.8%, respectively, compared
with the PID controller, and by 8.3%, 9.1%, and 14.5%, respectively, compared with the
fuzzy PID controller. In addition, when the incidence angle is 0◦, 45◦, and 90◦, the mean
absolute errors are reduced by 79.6%, 79.0%, and 80.0%, respectively, compared with the
PID controller, and by 40.0%, 38.1%, and 39.1%, respectively, compared with the fuzzy
PID controller.
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Figure 15. Output speed of the hydraulic motor at different wave incidence angles. (a) Output
speed of the hydraulic motor at 0◦ wave incidence angle; (b) output speed of the hydraulic motor at
45◦ wave incidence angle; (c) output speed of the hydraulic motor at 90◦ wave incidence angle.

Table 7. Comparison of the performance of several controllers at different wave incidence angles.

Wave
Incidence

Angles

Rising Time Maximum Absolute Error Mean Absolute Error

PID Fuzzy
PID ISUIPID PID Fuzzy

PID ISUIPID PID Fuzzy
PID ISUIPID

0◦ 0.49 0.49 0.49 1.03 0.60 0.55 0.59 0.20 0.12
45◦ 0.50 0.50 0.50 1.19 0.66 0.60 0.62 0.21 0.13
90◦ 0.51 0.51 0.51 1.32 0.76 0.65 0.70 0.23 0.14
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Figure 16 illustrates the output power of the hydraulic motor and Table 8 illustrates
the time average output power without control ( Pave), the output power with control ( Pm),
and the increased rate of output power (ζ) at different wave incidence angles. Under the
proposed control system, the output power of the hydraulic motor is stable at each wave
incidence angle, and the output power increases by 11.57%, 10.98%, and 11.75% when
the wave incidence angles are 0◦, 45◦, and 90◦, respectively, which demonstrates that the
proposed control system can significantly increase and stabilize the output power of the
WEC arrays even under sea conditions with large variations in wave direction.
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Figure 16. Output power of the hydraulic motor at different wave incidence angles.

Table 8. Pave and Pm at different wave incidence angles.

Wave Incidence Angles 0◦ 45◦ 90◦

Time average output power without control Pave (kW) 47.80 51.28 57.13
Output power with control Pm (kW) 53.33 56.91 63.84

Increase rate of output power ζ 11.57% 10.98% 11.75%

Figure 17 presents the displacement of the hydraulic motor with and without control
at different wave incidence angles. As can be seen in Figure 17, the displacement of the
hydraulic motor changes constantly to meet the ideal speed under the irregular incident
wave. Since the initial speed of the hydraulic motor is 0 r/min, the motor displacement
reaches the upper limit in the initial stage in order to rapidly reduce the large speed
error in the initial stage. After the speed is stable, the hydraulic motor displacement
fluctuates between 280 mL/r and 630 mL/r, which is in accordance with the actual operating
requirements of the hydraulic motor.
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Figure 17. Displacement of the hydraulic motor at different wave incidence angles.
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2. Significant wave height and energy period change.

In this section, the incident wave is an irregular wave composed of the following three
wave states: (a) Hs = 1.5 m and Te = 6 s; (b) Hs = 2 m and Te = 7 s; (c) Hs = 1 m and Te = 5 s.
The operating time of each wave state is 1500 s, and the wave incidence angle is selected
as 90◦. Based on the matching table of sea states and their optimal Cg, the optimal Cg
for the above three wave states are 35.2 N·m/(r/s), 54.4 N·m/(r/s), and 19.8 N·m/(r/s),
respectively. Then, the wave elevation and the wave spectra of the above wave state are
shown in Figures 18 and 19, respectively.
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Figure 18. Wave elevation of the above wave state.
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Figure 19. Wave spectra of the above wave state. (a) Hs = 1.5 m and Te = 6 s; (b) Hs = 2 m and Te = 7 s;
(c) Hs = 1 m and Te = 5 s.



Sustainability 2023, 15, 16092 22 of 25

Table 9 displays the time average capture power without control (Pcu), the time average
capture power with control (Pc), and the average capture power increase rate (γ) at different
significant wave heights and energy periods. As shown, the average capture power of
the array buoys is increased by 27.37%, 8.34%, and 41.83% using the proposed control
system for the three wave states mentioned above, respectively, which indicates that the
proposed control system is able to significantly improve the capture power of the arrayed
buoys under various wave states, and the smaller the wave states are, the more obvious the
enhancement effect is.

Table 9. Pc and Pcu at different significant wave heights and energy periods.

Wave Condition Hs = 1.5 m,Te = 6 s Hs = 2 m,Te = 7 s Hs = 1 m,Te = 5 s

Pcu (kW) 33.1 59.58 17.5
Pc (kW) 42.16 64.55 24.82
γ 27.37% 8.34% 41.83%

As shown in Figure 20, the output speed of the hydraulic motor has a good tracking
effect under the action of the control system, which indicates that the proposed control
system has excellent performance and strong robustness when the wave state changes.
And compared with the PID and fuzzy PID controllers, the ISUPID controller has less
overshoot during wave state change and less tracking error during the whole operation.
The comparative analysis of the performance of various controllers at different wave states
is shown in Table 10. The ISUIPID controller has the best maximum absolute error and
the best mean absolute error throughout the operation as compared to the PID and fuzzy
PID controllers. The maximum absolute error and the mean absolute error are reduced by
62.1%, and 75.0%, respectively, compared with the PID controller. And compared to the
fuzzy PID controller, the maximum absolute error and the mean absolute error are reduced
by 36.3% and 36.4%, respectively.
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Figure 20. Output speed of the hydraulic motor at different wave states.

Table 10. Comparison of the performance of several controllers at different wave states.

Rising Time Maximum Absolute Error Mean Absolute Error

PID Fuzzy PID ISUIPID PID Fuzzy PID ISUIPID PID Fuzzy PID ISUIPID

0.46 0.46 0.46 1.53 0.91 0.58 0.56 0.22 0.14

The output power of the hydraulic motor with and without control at different wave
states is illustrated in Figure 21, and Table 11 shows the time average output power without
control (Pave), the output power with control (Pm), and the increased rate of output power
(ζ) at different wave incidence angles. It can be seen that the output power of the hydraulic
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motor is increased by 32.62%, 11.75%, and 55.91%, respectively, in these three wave states,
and the power can be output stably in each wave state. This indicates that the proposed
control system has a significant effect on improving the energy capture power of the array
buoys as well as enhancing and stabilizing the output power of the array of PA-WECs, and
the smaller the waves, the more obvious the improvement effect.
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Figure 21. Output power of the hydraulic motor at different wave states.

Table 11. Pave and Pm at different wave states.

Wave Condition Hs = 1.5 m,Te = 6 s Hs = 2 m,Te = 7 s Hs = 1 m,Te = 5 s

Pave (kW) 31.18 57.13 14.90
Pm (kW) 41.35 63.84 23.23

ζ 32.62% 11.75% 55.91%

The displacement of the hydraulic motor with and without control at different wave
states is shown in Figure 22. In order to track the rated speed of the hydraulic motor under
the irregular incident wave, the displacement of the hydraulic motor varies continuously
between 90 mL/r and 790 mL/r. The displacement of the hydraulic motor changes abruptly
when the wave state changes and fluctuates within a relatively small range after the wave
state stabilizes. This is because the change in wave state means that there is an abrupt
change in the input to the WEC array, and the control system needs to quickly adjust the
displacement of the hydraulic motor in order to keep the hydraulic motor running at the
desired speed.
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Figure 22. Displacement of the hydraulic motor of the hydraulic motor at different wave states.

6. Conclusions

In this paper, a hydraulic PTO system for the array of PA-WECs has been designed and
simulated. The mathematical model of the proposed system including the hydrodynamics



Sustainability 2023, 15, 16092 24 of 25

of the array buoys and the hydraulic PTO system is presented. A new control system,
including the ISUPID controller and the adaptive matching controller using IGTO, is
designed. The performance of the proposed hydraulic PTO system and the control system
is investigated under irregular wave states with different significant wave heights, energy
periods, and wave incidence angles. Based on the investigation and analysis, the following
conclusions can be extracted:

a. The designed IGTO optimization algorithm has a great improvement in convergence
speed and accuracy, which provides a faster and more accurate optimization method
for the optimization of the Cg for WECs and other related optimization problems.

b. The proposed ISUIPID controller has superior performance in tracking the desired
speed of the hydraulic motor under irregular waves with changing wave conditions
compared with the PID and fuzzy PID controllers. Under three different wave in-
cidence angles and the sea state composed of three irregular waves with different
significant wave heights and energy periods, the mean absolute error of the ISUIPID
controller is 79.6%, 79.0%, 80.0%, and 75.0% lower, respectively, compared with the
PID controller, and 40.0%, 38.1%, 39.1%, and 36.4% lower, respectively, compared with
the fuzzy PID controller.

c. The proposed control system has shown significant benefits in improving the energy
capture power of the array buoys as well as enhancing and stabilizing the output
power of the array of PA-WECs. The capture power is increased by 10.44%, 9.78%,
8.34%, 27.37%, 8.34%, and 41.83%, respectively, and the output power is increased
by 11.57%, 10.98%, 11.75%, 32.62%, 11.75%, and 55.91%, respectively, under the three
wave directions and three wave states considered in this paper.

The present study provides a simple and efficient hydraulic PTO system and a simple,
intelligent, and engineering-applicable control system for arrays of WECs. In addition, the
proposed control system can be applied to a single WEC with a hydraulic PTO system. As
a result, the designed system will lead the WEC array or WEC to become an independent,
stable, efficient, and sustainable power generation system.
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