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Abstract: Although air transport contributes to globalization, airline emissions have attracted focus
in green logistics. In this work, we investigate the airline-fleet assignment problem from a risk-averse
perspective in which uncertain demand and fuel price are considered simultaneously. The objective
is to maximise the total profit in a risk-averse fashion, i.e., the weighted sum of the expected profit
and the conditional value at risk of profit. An appropriate assignment can reduce fuel use and carbon
dioxide emissions. For the problem, a two-stage stochastic programming model is constructed. The
first stage consists of assigning aircraft families to flight legs, while the second stage determines
specific aircraft deployment with the realized information. To solve the problem, a sample average
approximation (SAA) approach is firstly applied. An efficient string-based heuristic is, further,
developed. Numerical experiments are conducted and sensitivity analysis is performed. The results
show the efficiency of the proposed heuristic and managerial insights are drawn.

Keywords: fleet-assignment problem; green logistics; uncertain passenger demand; uncertain fuel
price; risk averse; string-based heuristic

1. Introduction

Civil aviation is a typical industry with heavy assets, high cost and low profits. Airline
management consists of a variety of decision-making steps, such as fleet assignment, crew
scheduling, aircraft routing, and pricing management, which affect the airline profitabil-
ity [1–3]. Recently, governments are advocating for the green and sustainable development
of the aviation industry [4,5]. Many airlines have recognized the importance of reducing
emissions from a fuel-consumption perspective [6]. In addition, allocating the proper type
of aircraft to flights can maintain a competitive edge for airlines [7]. Therefore, the research
on airline fleet assignment is necessary, for it takes passenger demand, aircraft seat capacity,
and fuel price into account.

There are various uncertainties, such as passenger demand, flight delay, non-cruise
time and fuel price, which impact the profit of airline companies. Therefore, appropriate
airline management under uncertainty is a great challenge. Airline fleet management is an
important issue of airline management, especially under various uncertain factors.

Generally, uncertain demand is a commonly considered random factor in previous
studies [8–10], because the assignment decisions of an aircraft family need to be made
10–12 weeks before the departure of flights based on early demand forecasting. Whereas
the actual demand of passengers will not be finalized until the last flight departure day,
at which point it is hard for decision makers to assign the right types of aircraft to flight
legs [11]. In practice, decision makers need to adjust their initial decisions on the fleet
assignment by swapping aircraft to appropriate flight legs when more precise demand
information is realized [12]. In order to deal with this issue, two-stage stochastic program-
ming models addressing airline fleet assignment with uncertain demand are attracting
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increasing attention [8,9,13]. In the first stage, aircraft families are assigned to flight legs.
In the second stage, a specific aircraft type of the family determined in the first stage is
assigned to each flight leg after random demand information is realized. However, these
works have not considered fuel-price fluctuation.

In practice, jet fuel cost accounts for about 30% of operational costs [11]; even small
changes in its price may cause a significant impact on airline revenue. Ryerson and
Hansen [14] evaluate different types of aircraft and find that the fuel price and passenger
costs have a significant influence on fleet sizing decisions. Generally, an efficient fleet
assignment by deploying different types and capacities of aircraft taking fuel-efficiency
considerations into account can save total costs. However, to the best of our knowledge,
only the work outlined by Naumann, Suhl, and Friedemann [15] incorporates passenger
demand and fuel-price uncertainty together into fleet-assignment management. The au-
thors present a two-stage stochastic programming model where a worst-cases-oriented
measure (i.e., CVaR) is also integrated. However, the average-case (or expected) value is
not considered, which is a commonly studied objective function in the literature. When
solving the problem, a commercial solver is applied in given small-scale scenarios but the
commercial solver may lose its power when dealing with large number of scenarios.

Passenger demand and fuel price are susceptible to low frequency and high disruption
events. Hsu and Eie [16] agree that fluctuations in passenger demand and fuel price
are correlated with the external environment, and these two uncertainties will affect the
reliability of the proposed network planning (i.e., types of aircraft and flight frequencies on
airline routes). Airline managers may hope to evaluate the impact of uncertain fluctuations
from a conservative (or risk-averse) perspective and make decisions accordingly. However,
taking risk measures in uncertain situations into consideration is poorly researched in
the stochastic fleet-assignment optimization models, and most are typically based on a
risk-neutral perspective, i.e., optimizing the expected value.

Motivated by the above observations, in this work, we investigate a new risk-averse
fleet-assignment problem with uncertain passenger demand and fuel price. For the studied
problem, a two-stage stochastic programming model is proposed. A sample average
approximation (SAA) approach is applied, and an efficient string-based heuristic is, further,
developed to solve it. The contribution of this work mainly includes:

1. A new airline fleet-assignment problem is addressed in which uncertain passenger
demand and fuel-price fluctuation are considered simultaneously.

2. A risk-averse two-stage stochastic programming model is established for the fleet-
assignment problem.

3. An efficient string-based heuristic is, further, developed to solve the problem.

The remainder of this paper is organised as follows. In Section 2, a brief literature
review is provided. Section 3 describes the problem and presents a two-stage stochastic
programming model. In Section 4, the SAA method is applied, and a string-based heuristic
is developed to solve the problem. Computational experiments are reported in Section 5.
The conclusion is given in Section 6.

2. Literature Review

The deterministic airline fleet-assignment problem is well-studied in early works [17–21],
where passenger demand is seen as a fixed parameter under a time–space network. In re-
ality, the efficiency of fleet assignment is impacted by various uncertain factors such as
flight departure time, passenger demand and fuel price, etc. Recently, researchers have
investigated the airline fleet-assignment problem with uncertain passenger demand.

For a stochastic fleet-assignment problem, Sherali and Zhu [8] develop a two-stage
stochastic programming model to maximise the total expected profit, in which several
scenarios are used to capture demand uncertainty. The decision makers are allowed to
assign aircraft families to flight legs in the first stage and determine an appropriate aircraft
type for each leg based on the decisions of the first stage. Similarly, Pilla et al. [22] also
establish a two-stage stochastic programming model for the fleet-assignment problem.
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To improve the level of passenger-demand captured, they introduce the concept of crew
compatible families (i.e., Boeing 757 and 767 are crew compatible) into their model to
maximise the total revenue and statistical computer experiments are applied. However, they
do not optimize the approximation function for their model. Based on [22], Pilla et al. [9]
further propose a new solution method. They apply the multivariate adaptive regression
splines cutting plane (MARS-CP) algorithm which uses the approximation function for
their two-stage stochastic programming model, which is faster than the traditional Benders
decomposition method in convergence. Liu et al. [10] present a risk-averse two-stage
stochastic programming model for addressing the airline fleet assignment optimization
problem, where the conditional value-at-risk (CVaR) and the expected value are combined
to measure the risk of total revenue. Such a fashion of combining the expected value and
CVaR is called a risk-averse perspective in [23]. However, they only consider demand
uncertainty and no efficient heuristic is proposed.

To further increase profits, integrated fleet assignment and flight scheduling have grad-
ually started to be considered. For the integrated problem, Sherali, Bae, and Haouari [24]
consider itinerary-based demands, optional legs, and multiple fare classes in their two-
stage stochastic programming model, to maximise net revenue under various demand
scenarios. A Benders decomposition approach is developed to solve the model. Sherali,
Bae, and Haouari [25] further extend the integrated problem by simultaneously taking
passenger recapture issues, flexible flight times, and flight-schedule balance throughout
the day into account, and a Benders decomposition solution approach is also applied to
solve the problem. Cadarso and de Celis [26] develop a two-stage nonlinear stochastic
programming model by simultaneously considering uncertain demand and stochastic
operating conditions (i.e., flight-connection time). They propose an improved Benders
decomposition algorithm to solve the airline schedule-planning problem on a large scale.
A sample average approximation (SAA) algorithm is used in [27], to solve the two-stage
stochastic programming model for integrated flight scheduling and the fleet-assignment
problem. They capture the demand and fare uncertainty in the proposed model for the
maximisation of the total expected profit.

The above studies all consider passenger-demand fluctuations, while fuel price is an-
other crucial factor of uncertainty involved in operational costs. Naumann, Suhl, and Friede-
mann [15] present a two-stage stochastic program while simultaneously considering uncer-
tain demand and fuel price for the airline fleet-assignment problem. The results indicate
that a previously determined fleet assignment may be significantly changed due to the
realized high fuel price. They use CVaR as the objective function, which is worst-case-
oriented. However, they do not consider the mean risk measure (i.e., expected value)
and their solution method by calling a commercial solver is not suitable for practical
large-scale scenarios.

Furthermore, for the fleet-deployment problem in terms of liner shipping, uncertain-
ties are also considered in existing works [28–30]. Specifically, the relevant works that use
the two-stage stochastic programming and the SAA method to deal with the liner-shipping
problem are reviewed in the following. A joint service-capacity planning and dynamic
container-routing problem with uncertain demand is studied in [28]. The problem is for-
mulated by a two-stage stochastic programming model, and SAA, progressive hedging
algorithm (PHA) and adapted PHA are proposed to solve their problem. Considering the
uncertain container demand, vessel fleet deployment, bunkering and the sailing-speed op-
timization problem is investigated in [29]. For the problem, the authors design a two-stage
stochastic and non-linear programming model, and apply SAA and L-shaped methods.
Wang et al. [30] consider a container-slot allocation problem with uncertain shipping de-
mand. They propose a two-stage stochastic mixed-integer non-linear programming model
and solve the problem using the SAA method based on Lagrangian relaxation and dual
decomposition.

Summing up, two-stage stochastic programming is a popular approach to formulating
the stochastic fleet-assignment problem, and SAA is employed to solve the model. However,
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no one has studied the risk-averse airline fleet-assignment problem with uncertain fuel
price and passenger demand, combining the expected value and the CVaR into the objective
function. Although CVaR is applied in various research fields, to the best of our knowledge,
we are the first to present a risk-averse two-stage stochastic programming model and
develop an efficient heuristic algorithm for this problem.

To better understand the current research status, the comparison of the most related
works on fleet-assignment problem under uncertainty is reported in Table 1.

Table 1. Comparison of the most related research on stochastic airline fleet-assignment problem.

Uncertainties Objective

Literature Passenger Demand Fuel Price Expected Value CVaR Solution Approach

Sherali and Zhu [8] X X Benders decomposition algorithm
Pilla et al. [22] X X Statistical computer experiments approach
Pilla et al. [9] X X MARS-CP algorithm
Liu et al. [10] X X X SAA
Naumann, Suhl, and Friedemann [15] X X X Commercial solver
This paper X X X X String-based heuristic

3. Two-Stage Stochastic Fleet Assignment

In this section, we first state the problem under consideration and then a two-stage
stochastic programming model is established.

3.1. Problem Description

Similar to [8], our problem is also based on itinerary demands, where an itinerary
constitutes a passenger completing a journey from the departure airport to the destination
airport using a sequence of consecutive flight legs [1]. For example, if a passenger flies from
airport A to B and then to C, the itinerary comprises two flight legs (i.e., A–B and B–C).
To address airline scheduling problems, a time–space network is proposed because of its
advantage in modelling possible connections between arriving and departing flights [8,17].
The time–space network is also widely used in other research fields, including bus schedul-
ing [31], bicycle sharing systems [32], etc. In our work, the time–space network is used to
formulate the fleet-assignment problem within one day. Each event node in the network is
associated with the combination of an aircraft type, an arrival or departure time, and an
airport, representing a take-off or landing event. Since different aircraft types have different
attributes, each aircraft type is associated with one sub-network layer (e.g., Figure 1a,b),
and the time–space network is the combination of a series of sub-networks (e.g., Figure 1c).
In each sub-network, there are three types of arcs to connect all the nodes, including ground
arcs, flight arcs and wraparound arcs [8]. Taking Figure 1a as an example, the inclined
arrows represent the flight arcs (or flight legs) of an aircraft of type 1; the vertical dotted-line
arrows indicate that the aircraft stays at the airport during the time period, which are the
ground arcs; the wraparound arcs connect the last landing event with the first take-off
event of the day at each airport by dashed curved arrows. Moreover, in Figure 1a, flight
arcs A1 and C1 indicate that aircraft type 1 arrives at Airport 1 at different times, flight
arcs B1 and D1 mean aircraft type 1 departs from Airport 1, and flight arcs E1 and F1
represent the arrival and departure from airport 2, respectively. Similarly, flight arcs A2 to
F2 represent the arrival and departure at different airports of a type-2 aircraft, respectively.
The turn-around times of various aircraft types are different. Figure 1c represents the whole
time–space network for two types of aircraft with two airports and 12 flight legs.
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Figure 1. A time–space network (Adapted from [8]). (a) A time–space sub-network for type-1 aircraft.
(b) A time–space sub-network for type-2 aircraft. (c) A time–space network for two types of aircraft
with two airports and twelve flight legs.

Jet fuel cost occupies an important part of airline operational costs, and the fuel price
is highly volatile. Apart from passenger-demand uncertainty, our considered problem
also involves fuel-price uncertainty. We use a scenario s ∈ S to portray the realization of
random passenger demand and fuel price where S denotes the set of scenarios. Generally,
the fuel efficiency can be measured by the fuel consumption per kilometer of each aircraft.
For example, under the same conditions, the small aircraft B787-8 is more fuel-efficient than
the large aircraft A330-300. Please see Table 2, where the fuel consumption of a B787-8 is
6.45 L per kilometer (km), while an A330-300 burns about 11.51 L per kilometer. When more
fuel-efficient aircraft is assigned to flight legs, an airline transportation company can reduce
its total fuel cost. However, there could be a risk of the additional cost of passenger spillover
due to insufficient seating capacity [33]. Therefore, we hope to achieve a balance between
fuel cost and the cost induced by spilled passengers by rationally arranging different
aircraft types to flight legs. Similar to [8], the decision maker determines the assignment of
an aircraft family to a scheduled flight leg 10–12 weeks before the start of flight operations.
Then, the demand and fuel price are realized. After that, the decision maker can select
a specific aircraft type conforming to the aircraft family previously determined (from a
selfowned fleet of aircraft or leasing one at a large cost from other airline companies) for
the flight leg about 4–6 weeks before its execution.
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Table 2. Information of each aircraft type.

Aircraft Family K B787 A330 B737

Aircraft Type T 8 9 200 300 Max8 700HH

At 5 2 4 6 3 3
const 6.45 7.37 11.29 11.51 3.59 3.40
Capt 213 289 260 303 176 120
CASK 0.41 0.38 0.39 0.37 0.43 0.50

Note that the information of Capt comes from [34], the information of const (fuel consumption of aircraft type t
in litres per km) of B737-Max8 comes from [35], and the information of const of other aircraft comes from [36].
We divide the fuel consumption (kilogram/hour) by the average flying speed (kilometer/hour) and fuel density
(0.775 kg/L) to obtain the fuel consumption (litre/kilometer) of each aircraft.

This paper investigates a stochastic airline fleet-assignment problem to maximise
profit, where the passenger demand and fuel price are uncertain. We make assignment
decisions in a risk-averse fashion, i.e., combining the average-case value and the worst-
cases-oriented value (i.e., CVaR). For the addressed problem, in the first stage, a set K of
aircraft families are to be assigned to a set L of flight legs. In the second stage, after the
information of demand and fuel price is realized, a set of specific aircraft types (say, Tk)
within a previously determined family (say, the kth family) is assigned to the flight leg.
This work is based on the following assumptions:

1. The airline’s flight-leg network is given, and the passenger demand and fuel price are
uncertain 10–12 weeks before the departure of flights in the first-stage decision;

2. Airlines can no longer recapture the passengers they have lost;
3. Each flight leg l is covered by only one aircraft family k, and only one aircraft type t

of the family k can be selected for flight leg l. For example, if flight leg “airport A to
airport B” is assigned Airbus A330 family in the first stage, then in the second stage,
we can only select one aircraft from set {A330-200, A330-300} to fly this flight leg;

4. Considering that there may exist the violation of the available number At of selfowned
type-t aircraft in the stochastic environment, this violation can be addressed by leasing
an aircraft from other airline companies. Such a violation will also cause a huge cost
in the second-stage objective via ψt · Ps

t , where ψt is the leasing cost of one aircraft
with type t, and Ps

t records the number of aircraft with type t to be leased in scenario s.

3.2. The Stochastic Programming Model (Minimising Expected Value)

In this subsection, we first present a risk-neutral two-stage stochastic programming
model which minimises the expected total profit. Then, we further develop a risk-averse
formulation for the concerned problem, by modifying the original mean-risk objective
function. The following notation is presented before describing our model.

Input Parameters

K: set of aircraft families in the fleet, indexed by k;
Tk: set of aircraft types in aircraft family k, indexed by t, where k ∈ K;
T: set of aircraft types in the fleet, where T = ∪k∈KTk;
Nt: set of event nodes in aircraft type t′s sub-network, indexed by n, where t ∈ T;
Gt: set of ground arcs in aircraft type t′s sub-network, indexed by g, where t ∈ T;
L: set of flight legs in the flight schedule, indexed by l;
Lk: set of flight legs assigned to aircraft family k, indexed by l, where k ∈ K;
I: set of all itineraries, indexed by i;
Il : set of itineraries in I that contain flight leg l, indexed by i, where l ∈ L;
Ft: set of arcs traversing in time through a counting time line (i.e., flight legs l and

ground arcs g) in aircraft type t′s sub-network, where t ∈ T;
clt: cost of assigning aircraft type t to flight leg l (without considering jet fuel costs),

where l ∈ L, t ∈ T;
Capt: seating capacity of aircraft type t, where t ∈ T;
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S: set of scenarios corresponding to the realizations of passenger demand and fuel
price, indexed by s;

ds
i : demand realization for itinerary i in scenario s, where i ∈ I, s ∈ S;

f s
i : estimated average fare for itinerary i in scenario s, i ∈ I, s ∈ S;

ps: probability for scenario s, where s ∈ S;
At: available number of aircraft with type t, where t ∈ T;
δs: jet fuel price in scenario s;
ξs: vector of uncertain demands and fuel price in scenario s ∈ S, and ξs = [ds

1, ds
2, . . ., ds

|I|, δs],
where s ∈ S;

const: fuel consumption of aircraft type t in litres per km;
distl : distance of flight leg l in km;
ψt: an adequately large leasing cost of an aircraft with type t for exceeding the number

of available aircraft, where t ∈ T;

αln:


1 if flight leg l starts at node n (in aircraft type t’s sub-network);

−1 if flight leg l ends at node n (in aircraft type t’s sub-network);

0 otherwise, ∀l ∈ L, n ∈ Nt, t ∈ T;

βgn:


1 if ground arc g starts at node n (in aircraft type t’s sub-network);

−1 if ground arc g ends at node n (in aircraft type t’s sub-network);

0 otherwise, ∀g ∈ Gt, n ∈ Nt, t ∈ T.

Decision Variables

zlk: (first-stage variable) =1 if flight leg l is flown by aircraft family k, and =0 otherwise,
where l ∈ L and k ∈ K;

buys: (second-stage variable) fuel purchased in litres in scenario s, where s ∈ S;
xs

lt: (second-stage variable) =1 if flight leg l is flown by aircraft type t in scenario s,
and =0 otherwise, where l ∈ L, t ∈ T, s ∈ S;

ys
g: (second-stage variable) number of aircraft on ground arc g in scenario s (in aircraft

type t′s sub-network), where g ∈ Gt, t ∈ T, s ∈ S;
qs

i : (second-stage variable) accepted number of passengers travelling on itinerary i in
scenario s, where i ∈ I, s ∈ S;

Ps
t : (second-stage variable) number of aircraft type t to be leased from other airline

companies in scenario s, where t ∈ T, s ∈ S;
Cs: (second-stage variable) fuel cost in scenario s, where s ∈ S.

Accordingly, we formulate the first-stage problem as follows:
First-stage problem

maxE[Q(z, ξ)] (1)

subject to
∑
k∈K

zlk = 1, l ∈ L (2)

z ∈ {0, 1}|L|×|K| (3)

where E[Q(z, ξ)] = ∑s∈S ps ·Qs(z, ξs), and Qs(z, ξs) indicates the profit under scenario s.
Then, the second-stage formulation is defined for each scenario s ∈ S as follows:

Second-stage problem

Qs(z, ξs) = max

{
∑
i∈I

f s
i · qs

i −∑
l∈L

∑
t∈T

clt · xs
lt − ∑

t∈T
ψt · Ps

t − Cs

}
(4)

subject to
∑

t∈Tk

xs
lt = zlk, l ∈ L, k ∈ K, s ∈ S (5)

∑
l∈L

αln · xs
lt + ∑

g∈Gt

βgn · ys
g = 0, n ∈ Nt, t ∈ T, s ∈ S (6)
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∑
l∈Ft

xs
lt + ∑

g∈Ff

ys
g − Ps

t ≤ At, t ∈ T, s ∈ S (7)

∑
i∈Il

qs
i ≤ ∑

t∈T
Capt · xs

lt, l ∈ L, s ∈ S (8)

qs
i ≤ ds

i , i ∈ I, s ∈ S (9)

buys ≥ ∑
l∈L

∑
t∈T

xs
lt · distl · const, s ∈ S (10)

Cs = buys · δs, s ∈ S (11)

xs ∈ {0, 1}|L|×|T| (12)

ys, qs, Ps : non-negative integer variables, s ∈ S (13)

buys ≥ 0, s ∈ S (14)

In this formulation, the first-stage objective function (1) coupled with the second-stage
objective function (4) is to maximise the expected total profit. Constraint (2) ensures that
exactly one aircraft family is assigned to each flight leg l. Constraint (3) gives the domain
of first-stage decision variable z. Constraint (5) requires that flight leg l is assigned to only
one aircraft type t of the same family k. Constraints (6) and (7) assure the flow-conservation
at each node in the time–space network and the available number of aircraft in each aircraft
type is not exceeded. Constraints (8) and (9) guarantee that the number of passengers
accepted does not exceed the capacity of the aircraft deployed in each flight leg, and also
does not exceed the realized demand. Constraint (10) ensures that the amount of fuel
purchased is not less than the amount of fuel required. Equation (11) calculates the fuel
costs. Constraints (12)–(14) give ranges of second-stage decision variables.

3.3. Risk-Averse Model (Minimising the Weighted Sum of Expected Value and CVaR)

The risk-averse two-stage stochastic programming problem in the context of cost
minimisation can be typically expressed as

min
z∈Z
{E[ f (z, ζ)] + ρ ·CVaRα( f (z, ζ))}, (15)

where z is the vector of the first-stage decision variables; ζ is the random variable; f (z, ζ) is
the cost function of the second-stage problem and Z is the domain of z; the non-negative
trade-off coefficient ρ represents the weight of the conditional value-at-risk; and CVaRff
denotes the conditional value-at-risk at confidence level α. Considering that our goal in
this paper is to maximise the total profit (i.e., to minimise the negative of the total profit),
the risk-averse objective function in this work can be rewritten as

min
z∈Z
{E[−Q(z, ξ)] + ρ ·CVaRα(−Q(z, ξ))}, (16)

where Z .
= {0, 1}|L|×|K|. This risk-averse function incorporates both the expected value and

the CVaR.
The relevant definitions of risk measure CVaR are presented as follows.

Definition 1 ([37]). Let Fζ(λ) represent the cumulative distribution function of a random variable
ζ. The value at risk (VaR) at confidence level α is defined as
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VaRα(ζ) = min
λ∈R

{
λ | Fζ(λ) ≥ α

}
, (17)

where α ∈ (0, 1); VaRα(ζ) is the α quantile of the distribution of the random variable.
Then, the CVaR, also called mean excess loss (or tail VaR), can be defined as follows.

CVaRα(ζ) = E[ζ | ζ ≥ VaRα(ζ)], (18)

where the CVaRα(ζ) is the conditional expected value of ζ exceeding the VaRα(ζ).
To describe the function of CVaRα(ζ) more precisely, Rockafellar and Uryasev [37]

give an alternative definition of it, as shown in Definition 2.

Definition 2 ([37]). The CVaR at confidence level α can be defined as

CVaRα(ζ) = min
λ∈R

{
λ +

1
1− α

E[(ζ − λ)+]

}
, (19)

where (ζ − λ)+
.
= max{0, ζ − λ}, α ∈ (0, 1). To linearise the term, (ζ − λ)+, (19) can be

rewritten as

CVaRα(ζ) = min
λ∈R

{
λ +

1
1− α

E[v]
}

(20)

subject to
ζ − λ ≤ v

0 ≤ v
(21)

According to the above definitions and the assumption of finite probability space, we
present a mathematical formulation for the stochastic fleet-assignment problem considering
risk aversion as follows.

Risk-averse formulation

min

{
∑
s∈S

ps ·
(
−∑

i∈I
f s
i · qs

i + ∑
l∈L

∑
t∈T

clt · xs
lt + ∑

t∈T
ψt · Ps

t + Cs

)
+ ρ

(
λ +

1
1− α ∑

s∈S
ps · vs

)}
(22)

subject to Constraints (2), (3) and (5)–(14)(
−∑

i∈I
f s
i · qs

i + ∑
l∈L

∑
t∈T

clt · xs
lt + ∑

t∈T
ψt · Ps

t + Cs

)
− λ ≤ vs, s ∈ S (23)

0 ≤ vs, s ∈ S (24)

λ ∈ R (25)

Note that the variable λ can be interpreted as a first-stage variable, and the variables
vs can be seen as the second-stage variables.

4. Solution Approaches

Since there exists a large number of scenarios in real-life situations, commercial solvers
are too time-consuming to solve such a problem. Therefore, similar to [10], we introduce
a sample average approximation (SAA) algorithm to overcome this challenge. However,
SAA only works well with small-scale problems. In order to address large-scale problems
more efficiently, we further develop a string-based heuristic, built on the novel concept of
flight-leg string, which we will explain later.

4.1. SAA Method

SAA is a well-known approach for solving stochastic programs based on Monte-Carlo
simulation [38–41]. In this work, a set of scenarios is randomly generated, corresponding to
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Ω realisations of uncertain vector ξ. The original expected second-stage objective function
is approximated by the sample average function 1

Ω ∑Ω
ω=1 Hω(z, λ, ξω), where we define

Hω(z, λ, ξω) as

Hω(z, λ, ξω) = min

{
−∑

i∈I
f ω
i · qω

i + ∑
l∈L

∑
t∈T

clt · xω
lt + ∑

t∈T
ψt · Pω

t + Cω + ρ · 1
1− α

· vω

}
(26)

subject to Constraints (2), (3), (5)–(14) and (23)–(25)
where s is replaced by ω, and S is replaced by {1, · · · , Ω}.

Accordingly, the original problem approximated by SAA can be specifically written
as follows.

min

{
1
Ω

Ω

∑
ω=1

(
−∑

i∈I
f ω
i · qω

i + ∑
l∈L

∑
t∈T

clt · xω
lt + ∑

t∈T
ψt · Pω

t + Cω + ρ · 1
1− α

· vω

)
+ ρ · λ

}
(27)

subject to Constraints (2), (3), (5)–(14) and (23)–(25)
where s is replaced by ω, and S is replaced by {1, · · · , Ω}. The objective value will converge
to the true optimal value when Ω→ ∞ [42].

The steps of the SAA algorithm are as follows:

• Step 1. Generate a sample of size Ω, and solve the SAA model repeatedly, M times.

rm
Ω = min

z∈Z,λ∈R

{
1
Ω

Ω

∑
ω=1

Hω(z, λ, ξω) + ρ · λ
}

(28)

Store the optimal objective value rm
Ω and optimal solutions

{
ẑm

Ω, λ̂m
Ω
}

, where m =
1, . . ., M.

• Step 2. Calculate r̄M
Ω and estimate the corresponding variance σ2

r̄M
Ω

.

r̄M
Ω =

1
M

M

∑
m=1

rm
Ω (29)

σ2
r̄M

Ω
=

1
M(M− 1)

M

∑
m=1

(
rm

ω − r̄M
Ω

)2
(30)

where r̄M
Ω denotes the statistical upper bound of the objective value because statistically

it is greater than or equal to the original value.
• Step 3. Select one of the first-stage solutions denoted by

{
ẑ, λ̂
}

. Generate a sample
of size Ω′ >> Ω, and estimate the true objective function rΩ′(ẑ, λ̂) and its variance
σ2

rΩ′ (ẑ,λ̂)
.

rΩ′(ẑ, λ̂) =
1

Ω′
Ω′

∑
ω=1

Hω
(
ẑ, λ̂, ξω)+ ρ · λ̂ (31)

σ2
rΩ′ (ẑ,λ̂) =

1
Ω′(Ω′ − 1)

Ω′

∑
ω=1

(
Hω
(
ẑ, λ̂, ξω)+ ρ · λ̂− rΩ′(ẑ, λ̂)

)2
(32)

where rΩ′(ẑ, λ̂) denotes the statistical lower bound of the objective value which is an
unbiased estimator of E

[
H
(
ẑ, λ̂, ξ

)]
+ ρ · λ̂.

• Step 4. Compute the optimality gap and the corresponding estimate variance.

gapΩ,M,Ω′(ẑ, λ̂) =
r̄M

Ω − rΩ′(ẑ, λ̂)

r̄M
Ω

(33)

σ2
gap =

σ2
r̄M

Ω
+ σ2

rΩ′ (ẑ,λ̂)(
r̄M

Ω
)2 (34)
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The confidence interval for the optimality gap at confidence level α can be calculated as[
gapΩ,M,Ω′(ẑ, λ̂)− zα

(
σgap

)
, gapΩ,M,Ω′(ẑ, λ̂) + zα

(
σgap

)]
(35)

with zα = Φ−1(1 − α), where Φ(z) is the cumulative distribution function of the
standard normal distribution.

4.2. The String-Based Heuristic Algorithm

In practice, the number of flight legs and fleet size are very large. However, because the
SAA is only suitable for small-scale problems, it is difficult to obtain the result of the model
in a large scale and short time. Therefore, in order to efficiently solve the problem, we
further develop a string-based heuristic algorithm. We first introduce the novel concept
of “flight-leg string” because each aircraft can be responsible for the execution of multiple
flight legs every day. That is, the flight legs that meet the connection requirements will
be linked together and different aircraft types will be assigned to the flight-leg strings.
Connection requirements mean that flight legs can only form a flight-leg string if they meet
a set of time and space constraints. These connection requirements will be described in
detail in Section 4.2.1. The benefit of using flight-leg strings is that it can significantly reduce
the number of aircraft required under the condition of satisfying the flow equilibrium.

As the same in Figure 1a, there are six flight legs, denoted by A to F, in the time–
space network in Figure 2 (the take-off and landing times, and the place of departure and
destination of each flight leg are known). However, the difference is that the aircraft type
of each flight leg in Figure 2 is unknown; thus, we need to deploy specific aircraft types
to these flight legs. First, we need to generate all feasible flight-leg strings. For example,
in Figure 2, if flight arcs (or flight legs) C and D are connected as a flight-leg string, it
means that tasks C and D are executed by the same specific aircraft type. When the aircraft
arrives at airport 1, it will stay for a period of time until the departure time of flight leg
D, and then fly flight leg D to the destination of airport 2. After that, we assign aircraft
types to each flight-leg string instead of assigning aircraft type for each leg in the previous
section. The string-based heuristic algorithm’s outline is as follows:

1. According to a given flight leg set, a set of feasible flight-leg strings is generated by
the DFS (Depth First Search) algorithm, which meets the given conditions;

2. With the goal of minimising the number of strings, the set of flight-leg strings covering
all flight legs is filtered out through an integer programming model;

3. A new two-stage stochastic programming model is established to efficiently assign
aircraft types to each string.

Tim
e

Space
Airport 1 Airport 2

24:00

00:00

12:00

06:00

18:00

C
A

B

D

E

F

Node 5

Node 1 

Node 2
Node 6

Node 7
Node 3

Node 4
Node 8

Flight arcs

Wraparound arcs

Ground arcs

Event node

Figure 2. A time–space network with two airports and six flight legs.
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Each step is detailed as follows.

4.2.1. Generate Feasible Flight-Leg Strings by DFS

First, all feasible flight-leg strings are searched through the DFS algorithm, whose
pseudo-code is given in Algorithm 1. The connection between flight legs need to meet the
following conditions:

1. Each aircraft to be selected should meet the minimum turn-around time requirement.
That is, there is a certain time interval between the arrival time of the previous flight
leg and the departure time of the next flight leg of the same aircraft;

2. For two adjacent flight legs, the destination airport of the previous flight leg should
be the same as the origin airport of the next flight leg;

3. If the arrival and departure times of two adjacent flight legs are not on the same day,
the two flight legs may form an overnight connection;

4. The aircraft must return to the overnight airport before 24:00 every day.

The specific algorithm (Algorithm 1) of finding feasible flight-leg strings works as
follows: first, given a set of flight legs (Flight), pick a seed flight leg ( f liseed ∈ Flight)
or called root, and put it into the search path (Path). When the search path is not empty,
put the last flight leg in the path into an empty set ( f liahead). Then, search for all flight
legs (Flitailsetall) from the initial set of flight legs (Flight) that can connect with f liahead
under four connection conditions mentioned above. After that, find all feasible flight
legs (Flitailset) from the Flitailsetall which is not in the path. If the feasible flight leg set
(Flitailset) is not empty, then select a flight leg from it and add it to the last position of the
path (Path). If the feasible flight leg set (Flitailset) is empty, save the existing path (Path)
and delete the last flight leg from the path. Jump out of the second loop when the path
(Path) is empty, then traverse the next seed flight leg until all flight legs are traversed.

Figure 3 illustrates the search process of DFS for feasible flight-leg strings. Based on
Figure 2, there are a set of six flight legs (i.e., A, B, . . ., F). We first select flight leg A as a
root into the path. By searching all the flight legs except A, flight legs B and D are found
which can be connected to A. Flight legs B and D are put into the Flitailset. Then, flight leg
B is selected from the Flitailset and placed behind A in the path. At this time, there is no
flight leg that can be connected to B in the remaining flight leg set, so flight legs A and B
form a flight-leg string A→ B. After that, flight leg B is deleted and D put into the path. It
can be found that there are no more flight legs that can be connected to D in the remaining
flight legs. Therefore, flight legs A and D also form a flight-leg string A→ D. Then, flight
leg D is deleted from the path. Apparently, there is no flight leg that can connect with A
any more. Thus, flight leg A is recorded as a flight-leg string, and then A deleted from
the path. At this time, all traversals with A as the root are over, and flight legs B, C, . . ., F
are selected as the root flight leg iteratively to traverse to find all feasible flight-leg strings.
The algorithm of DFS is shown in Algorithm 1.

B C D E F

D C E F

D C E F

C E F

C E F

The remaining flight legs Flight leg string

A C D E F

BA

DA

A

A
root

B

A

A

B

A

DA

leaf

Path

............

Figure 3. The formation of flight-leg strings under DFS algorithm (the rectangle in shade represents
the flight leg that meets the connection requirements, the star means the selected flight leg, and the
circle in shade represents the flight leg string).
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Algorithm 1: DFS for feasible flight-leg string generation.
Input: A set of flight legs: Flight.
Output: A set of feasible flight-leg strings: Flightstring.

1 Flightstring← ∅, Path← ∅;
2 for f light ∈ Flight do
3 f liseed← f light; % Select a seed flight leg from Flight in turn
4 Flirest← Flight\ f liseed; % Set of remaining optional flight legs
5 Path← Path ∪ f liseed; % Put the seed flight leg into the Path
6 while Path 6= ∅ do
7 f liahead← Path(end); % Put the last flight leg in the Path into f liahead
8 Flitailsetall ← Search for all flight legs that can connect with f liahead

under four connection conditions mentioned above;
9 Flitailset← Flitailsetall ∩ Flirest; % Exclude flight legs that are already in

the Path
10 if Flitailset = ∅ then
11 Flightstring← Flightstring ∪ Path; % Update Flightstring
12 Path← Path\Path(end); % Delete the last flight leg in the Path
13 else
14 f litail ← Select the flight leg in the Flitailset with smallest index;
15 Path← Path ∪ f litail; % Put f litail into the Path
16 Flightstring← Flightstring ∪ Path; % Update Flightstring
17 Flirest← Flirest\ f litail; % Update Flirest by deleting the flight leg put

in the Path
18 end
19 end
20 end
21 Flightstring← A set of non-repeated feasible Flightstring.

4.2.2. Filter Feasible Flight Strings

There are many feasible flight-leg strings obtained by the DFS algorithm, so it is
necessary to filter the feasible flight-leg strings for computational efficiency. The flight-leg
strings to be filtered out need to cover all flight legs, and we ensure that the number of
aircraft needed is as small as possible. Therefore, we develop an integer programming
model to minimise the number of flight-leg strings. Different strings contain different
numbers of flight legs. In an extreme case, if all the strings we filtered out each contains
only one leg, we are back to the original mathematical model (22)–(25). In another extreme
case, if we filter out a set of strings such that each string contains as many legs as possible,
then we placed too many restrictions on the original model (22)–(25). Clearly, the length of
strings is a key parameter to tune the restrictions put on the original model. Therefore, we
introduce such a parameter. In addition, we also prefer short strings, as they resemble the
single legs used in the original model. Therefore, we also introduce a weight parameter
to penalize a long string if selected. The input parameters, decision variables and new
(restricted) mathematical model are as follows.

Input parameters

L: set of flight legs in the schedule, indexed by l, and |L| denotes the number of flight
arcs;

Str: set of feasible flight-leg strings, indexed by r;
βr: non-negative weight for each flight-leg string r;
br: the number of flight legs per flight-leg string r;
alr: =1 if flight leg l is covered by feasible flight-leg string r; =0, otherwise.

Decision variables

xr: =1 if feasible flight string r is selected, and =0 otherwise.
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min ∑
r∈Str

βr · br · xr (36)

subject to
∑

r∈Str
alrxr = 1, l ∈ L (37)

xr ∈ {0, 1}, r ∈ Str (38)

The objective function (36) is to minimise the weighted sum of all flight-leg strings
selected. Note that we can output different flight string sets by adjusting the weight βr.
We select an appropriate one using previous parameter tuning, and then use the following
model (in Section 4.2.3) to evaluate the performance. Constraint (37) ensures that each
flight leg l is covered by one and only one flight-leg string r. Constraint (38) gives the
domain of x. Note that the integer programming model (36)–(38) output a set of flight-leg
strings which can cover all the flight legs exactly once. In other words, all flight legs are
covered and no flight leg can be covered more than once. This is because our objective
function (36) prefers a shorter string, if constraints are satisfied.

4.2.3. String-Based Stochastic Two-Stage Programming Model

After filtering out the flight-leg strings, it is necessary to assign a specific aircraft type
to each flight-leg string. Therefore, this subsection establishes a new two-stage stochastic
programming model, based on the model in (22)–(25), to efficiently assign aircraft types
to flight-leg strings. Only new input parameters and decision variables are introduced in
the following.

Input Parameters

Str: set of flight-leg strings in the flight schedule, indexed by r;
alr: =1 if flight leg l is covered by flight-leg string r, and =0 otherwise;
M̄: a large enough number.

Decision Variables

z̄rk: (first-stage variable) =1 if flight-leg string r is flown by aircraft family k, and =0
otherwise, where r ∈ Str and k ∈ K.

Accordingly, we formulate the model based on the model (22)–(25) as follows:

Objective function (22) (39)

subject to Constraints (2), (3), (5)–(14), (23)–(25)

∑
k∈K

z̄rk = 1, r ∈ Str (40)

zlk > z̄rk − M̄(1− alr), l ∈ L, r ∈ Str, k ∈ K (41)

zlk 6 z̄rk + M̄(1− alr), l ∈ L, r ∈ Str, k ∈ K (42)

z̄ ∈ {0, 1}|Str|×|K| (43)

Constraint (40) ensures that exactly one aircraft family is assigned to each flight-leg
string r. Constraints (41) and (42) establish the connect between z̄ and z, which means if
alr = 1, then z̄ = z, expressing that only one aircraft family can be assigned to each flight
leg. Constraint (43) gives the domain of decision variable z̄rk.

5. Numerical Experiment

In this section, numerical experiments are conducted to evaluate the performance of
our proposed solution approaches. The stochastic programming model is implemented
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by the off-the-shelf commercial optimisation solver CPLEX 12.8. Numerical experiments
are run on a PC with Core I7 3.4 GHz processor and 8 GB RAM under Windows 10
Operating System.

5.1. Data Description

The flight-leg network in our computational experiments originates from [43], which
covers 24 flight legs. Suppose the set of aircraft families is K = {1, 2, 3} and the set of
aircraft types is T = {1, 2, 3, 4, 5, 6} corresponding to B787-8, B787-9, A330-200, A330-300,
B737-Max8 and B737-700HH, respectively [10]. The fuel consumption const, available
number of type-t aircraft At, seating capacity Capt, and cost per available seat kilometre
(CASK) of each aircraft type are given in Table 2.

Since the passenger demand is confidential enterprise information, truncated normal
distribution is adopted to randomly generate the passenger demand by Monte-Carlo
simulation for each itinerary [8,44]. In order to better reflect the relationship between
ticket price and demand, we regard ticket price as a linear function of passenger demand.
The basic ticket price is generated according to the flight leg distance of the itinerary and
CASK, and then different ticket prices under different scenarios are calculated, so as to
estimate the target revenue correctly. Similarly, by means of historical fuel prices, the prices
of jet fuel are produced in a truncated normal distribution with a standard deviation equal
to 100% of its average. Considering the complexity of the problem, the running time of the
SAA is limited to 3600 s.

For ease of profit analysis, we only use the negative of the objective value in (22),
and do the same for the SAA and the string-based heuristic.

5.2. Computational Results

In general, a smaller gap and more accurate solutions can be found with a larger
sample size Ω. In order to explore the relationship between upper and lower bounds with
the change of sample size Ω in SAA, we set the sample size Ω with fixed number of samples
M = 5, Ω′ = 300, ρ = 0.5, α = 0.95. It can be observed from Table 3, the statistical upper
bound (denoted by UB) of the objective decreases rapidly and converges gradually with
the increase of sample size Ω. On the contrary, the statistical lower bound (denoted by LB)
shows a gradual rise. Moreover, as shown in Table 3, the optimality gap drops from 37.98%
to 1.59%, and 95% confidence interval narrows from [28.74, 47.23] to [−1.04, 4.22] when
Ω increases from 5 to 100. This indicates that a solution closer to the true optimal value
can be obtained with a larger sample size Ω. This can be explained by the fact that a larger
sample size can more effectively capture changes in passenger demand and fuel price, so
as to obtain a more realistic optimal solution. Therefore, when a larger sample size is used,
a smaller optimality gap and a tighter optimality confidence interval can be found. Figure 4
illustrates the trends.

Table 3. Impacts of various sample size Ω on results for SAA (M = 5, S′ = 300).

Ω LB UB Gap (%) 95% Confidence Interval

5 1,140,886.30 1,839,616.95 37.98 [28.74, 47.23]
10 1,384,242.37 1,728,597.22 19.92 [11.83, 28.02]
20 1,515,947.98 1,736,227.64 12.69 [5.42, 19.96]
50 1,566,319.57 1,641,263.24 4.57 [−1.66, 10.80]
80 1,571,783.13 1,651,733.70 4.84 [0.88, 8.80]
100 1,592,381.59 1,618,120.93 1.59 [−1.04, 4.22]

Gap is calculated by UB − LB
UB × 100%.

The performance of the string-based heuristic by comparing it with the SAA method
is shown in Table 4 with fixed ρ = 0.5, α = 0.95. The first column in Table 4 rep-
resents the number of scenarios. The second and third columns report the average
value and computational time of SAA. The fourth and fifth columns give the average
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value and computational time of our string-based heuristic. The gap is calculated by
SAA objective − String-based heuristic objective

SAA objective × 100%, presented in the sixth column.
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Figure 4. The illustration of SAA algprithm performance with various sample sizes.

Table 4. Results by the SAA and the string-based heuristic algorithm.

SAA Algorithm String-Based Heuristic

Ω Obj (×106) Time (s) Obj (×106) Time (s) Gap (%)

5 1,839,616.95 0.86 1,792,602.17 0.79 2.56
10 1,728,597.22 2.37 1,690,696.77 2.21 2.19
20 1,736,227.64 6.05 1,640,814.05 3.87 5.50
40 1,704,595.29 22.72 1,632,981.88 12.51 4.20
50 1,641,263.24 35.47 1,576,778.13 15.16 3.93
60 1,663,659.90 87.44 1,550,432.61 19.03 6.81
80 1,651,733.70 124.43 1,524,294.09 21.18 7.72
100 1,618,120.93 327.32 1,505,504.50 46.89 6.96
200 1,589,559.99 2909.68 1,450,192.18 353.19 8.77
250 - - 1,424,505.36 1365.51 -
average 390.70 63.33 5.37 *

The average computational time of string-based heuristic is calculated except in the scenario size equal to 250. ‘-’:
there is no feasible solution. ‘*’: calculate the average gap except for the ‘-’ cases.

It can be found from Table 4 that when the sample size Ω is small, the calculation
time of SAA is slightly smaller than that of the string-based heuristic. However, with the
increase in sample size, the calculation time of the former is much longer than the latter.
In addition, as the size of the problem increases, for example, when Ω ≥ 200, SAA cannot
achieve a feasible solution in the limited time of 3600 s. In contrast, the computational time
of the string-based heuristic increases relatively in line with the increase in the number of
scenarios. These results show that the computational speed of our string-based heuristic
is about six times faster than SAA. In terms of solution quality, we can find that SAA’s
objective is higher than that of our string-based heuristic, and the average gap between
them is 5.37%. The reason may be that SAA can maximise the passenger demand of each
flight leg, while the string-based heuristic is to maximise the passenger demand of each
flight-leg string, so the string-based heuristic is inferior to SAA in terms of demand capture.
However, the string-based heuristic ensures that an aircraft can fly more than one flight leg
in one day and improves the daily utilization rate of the aircraft.
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5.3. Sensitivity Analysis

For airline companies, different risk preferences may produce different expected
profits. Therefore, we discuss the influence of different risk levels ρ and confidence level
α on the decision making in SAA. Table 5 shows the computational results of the weight
parameter ρ representing the risk level in the interval [0,1] with fixed M = 5 and the
sample size Ω = 50. As shown in Table 5, both the lower and upper bounds of tje objective
value increase with the increase in risk level ρ. This phenomenon implies that, with the
increase in risk level, the uncertainty also increases in the objective value obtained. If the
decision maker wants to adopt a more risky attitude, the larger computational budget
should be given.

Table 5. Impact of different risk level ρ on objective value (α = 0.95) for SAA.

Risk Level (ρ) LB UB Gap (%) 95% Confidence Interval

0 1,369,021.16 1,377,434.98 0.61 [−2.57, 3.79]
0.1 1,383,874.70 1,411,807.76 1.98 [−2.88, 6.84]
0.2 1,413,732.27 1,469,021.49 3.76 [−1.68, 9.21]
0.3 1,504,980.43 1,532,751.88 1.81 [−7.02, 10.64]
0.4 1,520,653.48 1,565,837.49 2.89 [−2.30, 8.07]
0.5 1,566,319.57 1,641,263.24 4.57 [−1.66, 10.80]
0.6 1,638,038.23 1,695,416.14 3.38 [−2.52, 9.28]
0.7 1,652,787.03 1,674,949.02 1.32 [−6.13, 8.78]
0.8 1,697,087.96 1,761,609.05 3.66 [−2.56, 9.88]
0.9 1,785,408.35 1,884,734.35 5.27 [−4.32, 14.86]
1 1,889,730.75 1,979,785.04 4.55 [−5.02,14.12]

Table 6 shows the computational results with different confidence levels α. It can be
observed that the upper and lower bounds of the objective value decrease with the increase
in α. A larger confidence level α means fewer scenarios are regarded as worse scenarios,
which must record a worse CVaR value (i.e., a higher CVaR in our minimization model).
The gap decreases first and then increases. This means an appropriate confidence level may
save computational budget, e.g., α = 0.75.

Table 6. Impact of different confidence level α on objective value (ρ = 0.5) for SAA.

α LB UB Gap (%) 95% Confidence Interval

0.65 1,818,377.19 1,882,036.82 3.38 [2.39, 4.37]
0.70 1,807,080.04 1,867,932.98 3.26 [1.94, 4.57]
0.75 1,793,029.32 1,830,669.71 2.06 [0.19, 3.92]
0.80 1,732,724.52 1,803,608.19 3.93 [1.45, 6.41]
0.85 1,708,538.75 1,761,950.01 3.03 [−0.65, 6.72]
0.90 1,672,544.65 1,758,560.76 4.89 [0.41, 9.38]
0.95 1,566,319.57 1,641,263.24 4.57 [−1.66, 10.80]
0.99 1,472,215.07 1,606,160.13 8.34 [−2.42, 19.10]

Considering that the degree of fluctuations in passenger demand will vary with the
seasons and important events of the year, we change the standard deviation of passenger
demand to reflect the effect on the objective value. Table 7 shows that both in SAA and
the string-based heuristic, the objective value increases with the growth in the standard
deviation of the demand fluctuation. It can be found that when the standard deviation of
demand fluctuation is less than 100%, the results of the string-based heuristic are better
than that of SAA, indicating that in the case of small demand fluctuations, fleet assignment
based on flight-leg strings can result in more profits. When the demand fluctuations become
large, the objective value of our string-based heuristic is slightly lower than that of SAA.
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Table 7. Impact of the standard deviation of demand for SAA and string-based heuristic.

std.dev_demand (%) SAA String-Based Heuristic Gap (%)

20 1,117,808.60 1,306,114.31 −16.85
50 1,198,492.66 1,271,366.31 −6.08
100 1,641,263.24 1,576,778.13 3.93
150 2,370,769.47 2,154,198.83 9.14
200 2,773,488.68 2,791,479.11 4.40

Gap is calculated by SAA − string-based heuristic
SAA × 100%.

Figures 5–7 show the impact of changes in demand, fuel prices, and risk levels on the
quantity of different aircraft types required by the SAA method. Note that the quantity of
different aircraft types required was calculated as the average of five sampling experiment
results and rounded up.

Figure 5 represents the quantity of different aircraft types required when the standard
deviation of demand fluctuation increases from 20% to 200% with the standard deviation
of fuel-price fluctuation set at 20% and risk level ρ set as 0.5. We can see that when the
standard deviation of demand fluctuation is 20%, the demand of B737-Max8 is the largest,
which is 16. When the standard deviation of demand fluctuation increases from 50% to
200%, the demand for B787-8, B737-Max8 and B737-700HH decreases, while the demand for
B787-9 and A330-300 increases, and there is no significant change in demand for A330-200.
The results indicate that (1) under the known aircraft capacity A330-300 > B787-9 > A330-200
> B787-8 > B737-Max8 > B737-700HH, when the standard deviation of demand fluctuation
is small (that is, the demand is relatively stable), the small- and medium-sized aircraft
types (i.e., B787-8, B737-Max8 and B737-700HH) are more popular; (2) when the demand
fluctuates greatly, the medium and large aircraft types (i.e., B787-9 and A330-300) are more
popular, indicating that when the demand is unstable but the fuel price is relatively stable,
the use of medium and large aircraft types to meet the demand as much as possible can
obtain more profits; (3) the capacity of the A330-200 is not much different from that of the
B787-9, but the fuel consumption per kilometer of the A330-200 is relatively large, so the
A330-200 has never been dominant under different demand fluctuations.

Figure 5. Impact of demand for required quantity of different aircraft types.

Figure 6 represents the required quantity of different aircraft types when the standard
deviation of the fuel-price fluctuation increases from 20% to 100% with the standard
deviation of the demand fluctuation set at 50% and risk level ρ set as 0.5. According to
Figure 6, we can find that (1) as the standard deviation of fuel-price fluctuation increases,
the demand for small aircraft types (i.e., B737-Max8 and B737-700HH) increases because
the fuel consumption per kilometer of these two aircraft types is the smallest. However,
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in comparison, B737-Max8 has more advantages, because the unit fuel consumptions of
B737-Max8 and B737-700HH are both similar, but the former has a larger capacity and can
better meet the demand fluctuation of 50%; (2) with the increase in fuel-price fluctuations,
the demand for medium and large aircraft (i.e., B787-8 and B787-9) decreases, but they
still have a great advantage in the required quantity; (3) the aircraft types A300-200 and
A330-300 have no obvious demand advantage under the fluctuation in fuel price. This is
because A330 aircraft is fuel inefficient and when fuel prices fluctuate, fuel costs are too
high, so they are not used, which seems to be consistent with reality.

Figure 6. Impact of fuel price for required quantity of different aircraft types.

Figure 7 represents the required quantity of different aircraft types when the risk level
ρ increases from 0 (risk neutral) to 1 with the standard deviation of demand fluctuation set
at 50% and the standard deviation of the fuel-price fluctuation set at 40%. It can be found
that with the increase in the risk level, the demand for B737-Max8 increases. Meanwhile,
the demand for B787-8 and B787-9 decreases, and the demand for A330-200, A330-300 and
B737-700HH does not change significantly. This shows that when demand and fuel prices
fluctuate significantly, as risk aversion increases, the aircraft with smaller capacities and
higher fuel efficiency is more popular because they are more flexible for controlling costs.
It is worth noting that, due to a certain degree of demand fluctuation (i.e., 50%) in this
experiment, although the B737-700HH has high fuel efficiency, the capacity is too small to
be dominant under demand fluctuations.

Figure 7. Impact of risk level for required quantity of different aircraft types.

In sum, the following managerial insights can be drawn:
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1. A larger computational budget should be given if the decision maker wants to adopt
a more risky attitude.

2. In the case of small demand fluctuations, fleet assignment based on flight-leg strings
can generate more profits. When the demand fluctuates significantly, the airline can
give priority to the aircraft with moderate fuel efficiency and capacity, such as B787-8
and B787-9.

3. When the fuel price fluctuates greatly, the demand for B737-Max8 with high fuel
efficiency rises markedly. However, with almost the same fuel efficiency as B737-
Max8, the advantage of B737-700HH is not significant, because its small capacity is
not a good choice for 50% fluctuation in demand. In addition, the medium and large
aircraft such as B787-8 and B787-9 are good choices when the fuel prices fluctuate
very little.

4. As the degree of risk aversion increases, among the six aircraft types studied in this
paper, the required proportion of B737-Max8 increases.

5. In the context of uncertainty, large capacity and fuel-inefficient aircraft such as the
A330-200 and A330-300 do not have advantages, while more fuel-efficient aircraft
such as B737-Max8 are clearly more popular.

6. Conclusions

In this work, we investigated a risk-averse stochastic airline fleet-assignment prob-
lem, in which both passenger demand and fuel price are assumed to be uncertain. Our
established model differs from the traditional two-stage stochastic programming models
by incorporating the risk-averse CVaR measure. The aim is to maximise the expected
total profits under a given risk level. Then, the SAA algorithm is applied to solve our
problem. Further, we developed a string-based heuristic algorithm which is more efficient
at handling large-scale problems. Numerical experiments were carried out to illustrate the
effectiveness of the proposed algorithms.

In future research, we intend to (1) extend the presented programming model by inte-
grating aircraft routing and crew-scheduling problems into the airline management [45,46];
(2) consider the multimodal transportation such as the air–rail intermodality to reduce
carbon emissions. These extensions may complicate the problem, and the realistic flight
network may contain hundreds or thousands of flights legs. In the environment of deep
uncertainty and data scarcity, more robust approaches and efficient heuristics should
be developed; (3) whether uncertainty is good or bad should also be investigated [47];
(4) although the paper considers aircraft with different fuel efficiency, their emissions are
not taken into account. Therefore, the incorporation of carbon-emission cost is a further
research direction [48].
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