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Abstract

:

The COVID-19 pandemic took valuable lives all around the world. The virus was so contagious and lethal that some of the doctors who worked with COVID-19 patients either were seriously infected or died, even after using personal protective equipment. Therefore, the challenge was not only to help communities recover from the pandemic, but also to protect the healthcare staff/professionals. In this regard, this paper presents a comprehensive design of a customized pseudo-humanoid robot to specifically deal with contagious patients by taking basic vitals through a healthcare staff member from a remote location amid the COVID-19 pandemic. The proposed design consists of two portions: (1) a complete design of mechanical, electrical/electronic, mechatronic, control, and communication parts along with complete assembly to make a complete multitask-performing robot that interacts with patients to take vitals, termed as RoboDoc, and (2) the design of the healthcare staff side (master/operator side) control of a joystick mechanism with haptic feedback. The proposed RoboDoc design can be majorly divided into three parts: (1) the locomotion part is composed of two-wheeled DC motors on a rover base and two omni wheels to support the movements of the robot; (2) the interaction part consists of a single degree-of-freedom (s-DOF) neck to have communication with different heights of patients and (3) two anthropomorphic arms with three degrees-of-freedom (3-DOF). These parts help RoboDoc to reach to patient’s location and take all of the vitals using relevant devices such as an IR temperature thermometer, pulse oximeter, and electronic stethoscope for taking live auscultations from the lungs and heart of the patient. The mechanical design was created using solid works, and the electronic control design was made via proteus 8.9. For haptic teleoperation, an XBOX 360 controller based on wireless communication is used at the master/operator side. For the convenience of the healthcare staff (operator), an interactive desktop-based GUI was developed for live monitoring of all the vital signs of patients. For the remote conversation between the healthcare staff and the patient, a tablet is mounted (that also serves as the robot’s face), and that tablet is controlled via a mobile application. For visual aid, a DSLR camera is integrated and controlled remotely, which helps the doctor monitor the patient’s location as well as examine the patient’s throat. Finally, successful experimental results of basic vitals of the remote patient such as temperature sensing, pulse oximeter, and heart rate (using haptic feedback) were obtained to show the significance of the proposed cost-effective RoboDoc design.
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1. Introduction


The field of robotics is evolving rapidly, and people are gradually becoming used to the presence of robotics in various applications such as in healthcare sectors, where a lot of work is being done through technology, for example tele-operated surgeries [1,2]. Robotic systems are also successfully delivering physical and occupational therapy [3] and replacing lost limb functions [4]. Interactive therapy robots could reduce the cost of clinical rehabilitative care using social assistive robots (SAR) [5]. Moreover, robots are widely being used with Autism Spectrum Disorder (ASD) patients [6,7]. In addition, social humanoid robots are used in various applications; many social robots are also developed to interact with humans around the globe, with particular focus on the robot’s facial emotional features that resemble human-like expressions. These humanoid robots are embedded with a machine learning algorithm to recognize people [7].



In the past, there has been significant research [8] conducted for the customized design of medical robots; for instance, a robot assistant, “Cody”, was developed to help caregivers with patient hygiene, specifically bed baths [9]. It uses a compliant arm and gentle force to perform “wiping motions”, similar to those used during bed baths. Another robotic nursing assistant [10] was designed to help caregivers with physically demanding tasks such as lifting and transferring patients. Similarly, a hair-washing robot [11] was designed to help caregivers wash patients’ hair. Lio robot is an autonomous personal care assistive robot that has been deployed in seven different healthcare institutions in Germany and Switzerland for assisting staff and patients [12]. However, medical staff and patients showed concerns for their data protection while interacting with this robot due to its multiple cameras [12].



After the COVID-19 pandemic, as mentioned earlier, a lot more work has been performed in the field of healthcare robotics, specifically [2,13]. According to [14], in early 2020, the coronavirus affected many businesses. Therefore, robot-making companies saw an unexpected surge in orders of healthcare robots, as these robots were used for interacting with patients while reducing the risk of medical staff and doctors coming into contact with infected patients and their immediate area, and they also helped in taking vitals. In addition, some of the robots were capable of taking samples from inside the human throat for testing for the virus using computer vision and machine learning [14]. Sanbot [15], another telepresence robot developed by a Chinese firm, is deployed at Circolo Hospital in Varese in Northern Italy. This robot not only connects the doctor and patient virtually, but it can also access patient data such as blood oxygen levels. Robots are also being used for disinfection using an ultraviolet-C light [15,16]. UVD robots [16] are deployed in many healthcare centers of China including Wuhan to disinfect patients’ rooms and to assist in operation theaters. These robots are fully autonomous and use simultaneous localization and mapping (SLAM) to navigate. Another robot, Moxi [17], is being used at hospitals for completing repetitive chores such as delivering supplies to patients’ rooms. For many other applications in the medical sector such as disinfecting and spraying, portable robots have been used as UVD-bots [16], HSRs (human support robots) [18], and iMap9 [16]. In addition, some hospitality robots were also introduced to replace care takers and para medical staff, such as Pepper [19]; many telepresence robots such as NIGA-BOT, Zorabot [19], etc., were also introduced in order to reduce doctor–patient interaction.



Figure 1 depicts the market size of medical robots over time. In this regard, China has led the world in industrial robot density over the past few years, having installed 154,000 robots in 2018. Japan, the United States, and South Korea are far behind, with only 55,200, 40,400, and 37,800 installations, respectively. Yet, installation of industrial robots continues to rise globally as COVID-19 is rapidly impacting the way we live, work, and advocate for our health [19], as also plotted in Figure 1.



One striking aspect of COVID-19 pandemic is the alarmingly high numbers of healthcare professionals (HCP) falling prey to its infection [20,21]. This is despite the availability of adequate number of Personal Protective Equipment (PPE), and adequately trained healthcare personnel. According to [22], as of 13 May 2020, 1004 healthcare workers’ (HCWs) deaths due to coronavirus disease 2019 (COVID-19) have been reported globally. A low-cost indigenous assistive robot which can be able to shield HCPs from direct exposure from the infected patients is a modern necessity.



In the above mentioned pandemic situation, the sudden chaos led us to the development of RoboDoc to protect HCPs dealing with contagious disease and avoid direct interaction with the infected patients. In this regard, the paper proposes to develop an interactive mobile Robot Doctor that can be termed as RoboDoc with essential medical observational tools/capabilities, which allows a physician to take vital measurements and clinically examine the patients. This robot can perform the basic direct interaction tasks of doctor and patient in an OPD environment as well as in isolation wards. The doctors can use this robot remotely (from a safe distance using a transparent partition from the patient) using a haptically controlled joystick (used in Xbox 360) at the operator side (HCP side), which would enable the doctors to use the RoboDoc arms as naturally as dealing with the patient directly. In addition, the other important features, such as providing communication medium interface to the isolated patients and behavioral modeling using AI techniques, provide value in addition to the hospitals using RoboDoc.



The proposed RoboDoc is composed of four wheels in the chassis-base with two omni wheels and two regular ones. It has two anthropomorphic arms of 3-DOF that are tele-operated via an Xbox 360 controller by HCPs. The left arm contains an e-stethoscope attached to a linear actuator as an end-effector that takes a person’s heartbeat data. The right arm of the RoboDoc holds a pulse oximeter to take the patients oxygen saturation level and pulse rate (to detect any abnormality or irregularity in pulses). The RoboDoc shoulder is equipped with a DSLR camera (digital single-lens reflex camera) for examining internal mouth/throat. The camera’s tilt and zoom controls may be operated remotely by HCP via Raspberry Pi 4 interface, which is connected to the HCP’s server through WiFi. All the information of the patient can be streamed via live video through DSLR to the doctor sitting behind the room monitoring all the vital data as well. A tablet is installed in the RoboDoc’s face, which has a microphone through which doctor and patient can easily communicate. In addition, all the modules are connected via a Bluetooth protocol to transfer the data collected to the doctors PC (personal computer). Haptic feedback is indulged with e-stethoscope via FSR sensor (Force Sensitive Resistor Sensor) for monitoring interaction forces to avoid any excessive pressure on the patient’s body.



As far as the humanoid robot designs are concerned, the field of robotics (including humanoid ones) is evolving so fast and the people are gradually adapting the impact of robotics in many areas such as healthcare, entertainment, household, etc. [1,23]. These humanoid robots are making drastic accomplishments and improvements with the passage of time; specifically, their mechanical and electronic designs are their basic building blocks. There are some prominent robot designs summarized in Table 1 with respect to their design complexities, features, usage, etc. Humanoid robots such as ARMAR [24,25], JUSTIN [26,26,27,28], BHR-5 [29], and LOLA [30,31,32,33] are very complex and efficient designs, and most of them have a desktop application interface to control the robot. As different designs are reviewed, different applications in healthcare are found. For example, the mobile robot [34] was developed to help elderly people grasp objects. The most relevant medical Robot Rohni [35] was made to teleoperate in supermarkets during the pandemic, and was particularly able to detect masks, to take vitals such as SPO2 and body temperature, and also to help disinfecting people’s hands using sanitizer. In addition, it also had collision avoidance. Another medical assistive robot, Lio [12], is used to assist staff and patients with grasping objects. It was also capable of sensing touch thus having haptics feedback mechanisms in it. In this regard, Table 1 shows a brief survey of some of the humanoid robots with respect to their mechanical and electrical features. As far as the price of the proposed RoboDoc is concerned, the RoboDoc design is cost effective (around USD 1000) as compared to the robots that are commercially available in the market such as NAO, Pepper, etc., whose prices starts at 15,000 USD [36]. However, the direct cost comparison with other customized designs reported in the literature (as shown in Table 1) is not possible, as their costing details have not been provided.



The remaining part of paper is organized as follows. Section 2 elaborates the mechanical design and modeling of the proposed RoboDoc design. Section 3 provides the electronic control design interface of main sensors and motors. Section 4 elaborates the interfaces of vital-taking devices. Section 5 explains the haptic feedback interface between RoboDoc as slave and Xbox as master side. Section 6 provides the flowchart of control and communication mechanism between controller and peripherals followed by user interface designs. Section 7 elaborates the DSLR Camera interface for remote patient monitoring by the Doctor. Section 8 briefly gives an overview of complete working of RoboDoc. Section 9 discusses the live (streaming) experimental results of the proposed RoboDoc. Section 10 concludes the paper.




2. Modeling and Design of Mechanical Hardware


The proposed RoboDoc mechanical design is divided into five sections: (a) head design, (b) neck design, (c) arm design and prototyping, (d) body design, and (e) rover design. In this regard, the Solid Works platform was initially used to create 3D models of all these designs, and then the RoboDoc mechanical hardware was finally designed using fiber material with a design mold that gives it an appearance of a humanoid robot. The following are the details of each section of RoboDoc’s design.



2.1. Head Design


The robot’s head is kept at 180 mm in height, 270 mm in breadth, and 210 mm in length to be equivalent to human dimensions so as to look similar to humans for friendly interaction in a social environment. The front aperture is used to install a tablet (touch screen) which is 130 mm in length and 205 mm in breadth, while the two earholes, each of 32 mm diameter, are used to fix speakers to hear voice of the HCPs during interaction. Figure 2 shows the front and side view of RoboDoc head CAD model.




2.2. Single-DoF Neck Design


The up and down movement of the RoboDoc neck is performed by a fixed point called fulcrum. This movement is comprised of two mechanisms: one is the lead screw mechanism is coupled to a DC gear motor at one end which further rotates the screw while moving up and down on the lead, forming a linear or prismatic motion. The other mechanism is the cranked shaft mechanism that is used to convert the prismatic motion of the screw to re-revolute movement of the neck. This is done using a link rod coupled with a moveable end of the neck. Twist-to-linear conversion is provided by lead screw and linear to rotary motion is provided by crankshaft (link rod).



Given the head’s weight including tablet and peripherals, a direct motor-based neck control requires a considerably large motor occupying more volume and high energy consumption. Therefore, different mechanisms [39,40] were investigated to control the neck motor with the minimum area and low energy consumption, especially when in a no-movement condition. A novel lead-screw and crankshaft mechanism driven by 12 V 5 rpm DC motor is designed, whose simulation and fabrication is shown in Figure 3 and Figure 4.



Lead screw and crankshaft design for the neck mechanism were formulated using mechanical design via CAD modeling (Figure 3 shows the designed mechanism on SolidWorks software). The left and right rotation of the RoboDoc itself carries out the left and right movement of the neck. Since practically all the patients are seated in front of the robot, there is no specific need for left and right movement of the neck.



In order to limit the movement of the neck, mechanical limit switches are mounted at the front and rear sides as shown above in Figure 4a. The neck is limited to be raised by 80 mm. Figure 4b shows the link mechanism of neck and head.




2.3. Arm Design and Prototyping


The arms are of 3-DOF anthropomorphic design, where the shoulder joint has single-DOF, the elbow joint has single-DOF, and the end effector of the arm has single-DOF movement. The 3-DOF robotic arm is designed to be lightweight, simple, and cost-effective in construction. Both arms have two revolute joints, one at the shoulder and one at elbow, whereas the end effector of the left arm has a linear actuator to move the chest piece of the e-stethoscope in forward and backward directions. The end effector of the right arm has a servo motor responsible for rotating pulse oximeter and IR temperature thermometer attached on an L-shaped bracket which is mounted on servo motor shaft.



The left arm has three linear dimensions from the shoulder joint, as shown in Figure 5a such that the length from the shoulder joint to the elbow joint is L1 = 430 mm, and the length from the elbow joint to the linear actuator (end-effector) is L2 = 180 mm, i.e., including the fixed length of linear actuator. The linear actuator can have a variable length of 1 mm < L3 < 100 mm whereas the fixed rod length is 140 mm. Figure 5a shows the CAD design of the mechanical structure for the left arm, whereas Figure 5b shows its design implementation. The right arm consists of two joints, and the length of the shoulder to elbow joint is L4 = 450 mm and the length of the elbow joint to end-effector is L5 = 205 mm as shown in Figure 6a. The end-effector of the right arm is an L-shaped bracket to mount IR Temperature taking device and oximeter on each side as shown in Figure 6.



The shoulder joint is controlled using a 12 V, 5 rpm DC motor of high torque while RoboDoc digital servo motors are used at the elbow joints. DC motor’s linear actuator is used for variable length at the end of the left arm. The links used for support are made up of aluminum as it is lightweight. The material used for the outer mold of the arm is fiber glass with a thickness of 3 mm which is suitable for optimal mechanical characteristics. To limit the movement of both the arms, two limit switches are integrated at the front and rear side of each shoulder joint so that the arm can move between 0-to-135-degrees in order to avoid any inappropriate behavior.




2.4. Body Design


The body of RoboDoc is 4.5 ft tall and made up of fiber material using a design mold with an aesthetically pleasing appearance that is shown in Figure 7 below. The shape of the body is designed in such a way to give RoboDoc a humanoid appearance also the height of RoboDoc is considered to facilitate communication with adults. There is a provision on the torso of the RoboDoc where a secondary display or a logo can be placed. A rack is placed in the torso to hold the electronic circuitry of RoboDoc.




2.5. Rover Design


Figure 8 shows the rover design of RoboDoc with diameter of 178 mm made of ACM (aluminum composite material). It has four wheels attached to it; two wheels are coupled with controlled DC geared motors, whereas the other two wheels are omni wheels for the support and RoboDoc’s free motion in any direction. The battery, along with the controlling circuitry, is placed on the rover base due to its considerable weight. To avoid any collisions, two proximity sensors are mounted on the base of RoboDoc; it is a social robot thus this precaution is a necessity with the addition of remote teleoperation control. The popular HC SR 04 ultrasonic proximity sensor has been used, and this sensor has a useful detection range of 30 to 40 cm. The signal from this sensor is interlocked with the drive command to the locomotion motor driver such that the locomotion of the robot does not take place when an object is detected in its proximity.





3. Electrical and Electronic Design


Three units make up the electronic control circuitry: the control unit, the sensor unit, and the drive unit. Figure 9a displays the block diagram for each of the three parts as well as the connections between them, which are further explained in the subsequent sections. A detailed diagram for all the connections between electrical modules, motors, and sensors is shown in Figure 9b.



3.1. Control Unit


The control unit consists of an Xbox 360 controller that serves as both a master and a slave, which communicates commands to and from an Arduino mega 2560. The Xbox receiver delivers and receives commands through a USB host shield to the Arduino’s SPI control pins as shown in Figure 10.



Figure 11a displays the schematic for the aforementioned device to the main control unit, i.e., Arduino Mega 2560. Proteus 8.9 is used in the design of the electrical circuit. This diagram depicts how all of the modules discussed above are electrically connected to one another. The lead acid battery in the power supply block is rated at 12 V 12 Ah, and it is connected to an LM2596 DC-DC converter to decrease the voltage level for the servo motors in the motor unit as shown in Figure 11b.




3.2. Sensing Unit


The Sensing Unit has proximity sensors to avoid any collision as these sensors are linked with the base drivers to run (on) and stop (off) the RoboDoc. The mechanical limit switches are connected to the arms and neck to restrict movement and prevent abnormal movement as the RoboDoc is required to work with humans. The limit switches are set up to operate ‘normally closed’. When the switches are pressed, the motor’s power is immediately shut off, and the arms along with neck immediately stop moving. Additionally, an FSR (Force Sensing Resistor) is mounted on the rear of the e-stethoscope chest piece. When it makes contact with the patient’s chest, the force is detected at the surface area of the sensor and the HCP receives a sensory signal via vibrations on the Xbox 360 controller. Based on that, HCP stops moving the arm further.



Additionally, it is found that when the e-steth is applied at a specific pressure to the patient’s chest, it produces less noise and yields reliable auscultation results. As a result, there are different levels of sensory feedback obtained in such a way that if the chest piece is in contact with the patient’s chest, the doctor may feel a periodic vibration of lower intensity. However, if the pressure applied is appropriate and is not harming the patient, the vibrations becomes stronger and serve as a warning to the doctor to stop moving the e-steth any further. As a result, the FSR essentially sends a signal to the Xbox controller’s primary controller, activating vibrations that alert the doctor to halt the specific actuator. Figure 12 depicts the electrical linkage between the primary controller and the sensors.




3.3. Driver Unit


As soon as the L298N motor drivers get signals from the control unit, they turn on the required actuator responsible for locomotion, neck movement, and arm motions. The control circuitry first assesses the status of respective sensor and then gives command to driver circuitry to move the motor. There are five DC motors altogether, one linear actuator (also a DC motor), and three servo motors. Motor driver 1 is in charge of managing DC motors 1 and 2, which help the robot move, while motor driver 2 is in charge of managing DC motors 3 and 4, which are connected to the neck mechanism and the right arm shoulder, respectively as shown in Figure 13a,b. The elbow of the right arm houses servo motor 2 and the end effectors, such as the IR thermometer and pulse oximeter, are connected to servo motor 1. The elbow of the left arm is connected to servo motor 3. Motor driver 3 operates to drive the DC motor 5 attached to left arm’s shoulder. The linear actuator is attached with the e-steth to achieve forward (towards patient’s chest) and backward (away from patient’s chest) motion. The characteristics of the electronic components utilized in RoboDoc are displayed in Table 2.





4. Interfacing of Vital Taking Devices


A pulse oximeter, an electronic stethoscope known as a “e-steth”, and an IR-based temperature thermometer have all been added to RoboDoc so that it may collect important vitals from patients using its calibration. The FDA certification is taken into consideration when choosing these essential measuring tools so that healthcare professionals may be confident in the readings and data that they are gathering for such a delicate profession. The right arm of RoboDoc is mounted with the IR temperature thermometer and pulse oximeter while the left arm is integrated with the e-stethoscope. A top-notch digital stethoscope, the e-steth [41], offers doctors and nurses clear heart and lung sounds for improved diagnosis. It is an affordable solution for hospitals and basic healthcare facilities. It is possible to transmit sounds to a remote site during Teleconsultation since the data transfer technique is wireless, i.e., through Bluetooth interfacing. These gadgets are linked to the Raspberry Pi 4 using the BluetoothBluetooth protocol, and the Raspberry Pi communicates with the HCP remote server using WiFi.



The pulse oximeter [42] provides data on the heart rate, oxygen saturation, perfusion index, and any irregularities in the pulse. The IR temperature thermometer [43], used to monitor body temperature is the third gadget, which also uses a Bluetooth transmission protocol. These devices are mounted on a RoboDoc so that the doctor can monitor the patient’s vital signs remotely while staying in another room. To activate the devices, the doctor must click on the desktop application’s virtual buttons, which cause the Raspberry Pi to begin sending readings. If the doctor wants to record the readings, he must click on the record button. These devices were chosen keeping the COVID-19 pandemic and all the vital signs required by the doctor for examining a patient in mind. All the data is logged and sent to a desktop application for live monitoring via Raspberry pi 4 over WiFi as shown in Figure 14.




5. Haptics Feedback Interface Design for Stethoscope


Haptics means the use of technology to the senses of touch and motion, especially to replicate on a computer or by remote control the emotions that a user might feel while interacting with real-world objects [44].



By the use of haptics, the mechanism of heart-rate may be devised. In this regard, the chest piece of e-steth is attached to the end of a moveable rod of linear actuator as shown in Figure 15. When the doctor needs to hear the auscultations of heart or lungs of the patient, they can just signal the primary controller by pressing a button (responsible for moving linear actuator) on the Xbox 360 controller. Since the RoboDoc is teleoperated, motors are commanded to move forward/backward. The main challenge is that how to know that the chest piece of the e-steth is on a patient’s chest for that sensory feedback through an Xbox controller. A Force Sensing Resistor (FSR) is placed at the back of the e-steth when a force is applied that signals the primary controller, i.e., that it is in contact with a surface that furthers give signal to Xbox controller and it activates the vibratory motor periodically and the HCP feels less intense vibrations knowing that now the chest piece is in contact with the patient. To hear clear auscultations, a minimal pressure applied by the e-steth chest piece to the patient’s chest is found helpful. To avoid putting any excess pressure on the patient’s chest, a threshold for pressure is set and exceeding that pressure limit makes the Xbox vibrate strongly in order to alert the doctor that he needs to stop the actuator. In addition, an audible aid is also provided using the speaker.



In this RoboDoc design, we are just focusing on taking the Coronavirus (COVID-19) patients’ vitals via RoboDoc’s wireless control to avoid putting lives of HCPs in danger of catching the virus. To the best of the authors’ knowledge, wireless/IoT technologies have helped the isolated patients without any reported harms to the COVID-19 patients. Further, the limitation of Bluetooth and Wi-Fi connectivity for medical applications stems from the fact that these standards do not guarantee QoS at all times. Hence, they are not suitable for continuous monitoring and/or mission critical situations. In contrast, since the Bluetooth and Wi-Fi in the RoboDoc scenario are used for teleoperation while the healthcare worker is present, there are no similar risks involved. In the future, further research may be performed on the limitation of wireless/Bluetooth-run devices’ impact on the COVID affected patients [45,46].




6. Interactive Graphical User Interface


Since RoboDoc is a teleoperated medical robot, the doctor is given a desktop server with a dashboard (shown in Figure 16b) to interact with patients. From this server, the doctor can wirelessly access data from devices such as a pulse oximeter, an infrared thermometer, and an e-steth. The doctor presses the virtual buttons provided at the left corner of the screen as indicated in Figure 16b to activate the vital-taking devices. Additionally, using the virtual stream button as shown in Figure 17a, the doctor is able to access the live video streaming of the DSLR camera that is mounted on RoboDoc’s shoulder. As soon as the doctor presses the virtual stream button, a popup window displaying the live stream is open. The dashboard also includes a part where the doctor may enter a patient new record and view existing data using the patient’s given MR (medical record) number.



In order to have an interactive session between the HCP and the patient, there is also the option to have a live video chat through Skype call using the RoboDoc Tablet interface. This may be started by clicking the “Start meeting” button as shown at the top right corner of Figure 18.



Additionally, the tablet GUI that interacts with patients is controlled by a mobile app shown in Figure 19. However, the RoboDoc face is controlled by doctor or other medical personnel. The cell phone operating the robot face and the tablet mounted on the RoboDoc face are connected through a Bluetooth interface. RoboDoc’s expressions can be controlled easily. Additionally, text to voice functionality on mobile devices allows us to write text and then hit the mic-button to have RoboDoc speak the written text.




7. DSLR Camera Interface


RoboDoc is also capable of viewing the patient’s throat. The doctor may be able to remotely inspect the throat conditions via visual aid provided by a high resolution DSLR Camera. The DSLR Camera has been mounted on a frame made of fiber and installed on RoboDoc’s shoulder. As RoboDoc is being operated remotely, the camera is also required to be controlled remotely to get a clear view of throat. For achieving this purpose, two mechanisms have been introduced, namely: (1) Zoom Mechanism and (2) Tilt Mechanism. The tilt mechanism has been controlled by a DC gear motor, whereas the zoom mechanism has been controlled by a servo motor as shown in Figure 20.



The tilt and zoom mechanisms have been interfaced using Web Socket through Raspberry Pi webserver as shown in Figure 21. The HCP may be able to tilt the camera up or down and zoom in or out by pressing the respective buttons in order to locate and get a clear view of patient’s throat. A flashlight has also been provided so that the doctor can get a good look inside the patient’s mouth. In addition to tilt and zoom from the web-based control, the panning of camera is attained by rotating the robot on its axis. Furthermore, for RoboDoc to have a clear view of a remote patient’s throat, the patients can be instructed by the HCP to adjust according to the camera.




8. Complete Overview of Robodoc


The proposed RoboDoc, a social healthcare teleoperated robot, can capture all the fundamental vital signs, digitally engage with patients through video, inspect a patient’s throat using an HD camera, and record all the data remotely.



As depicted in Figure 22, the human doctor can control arm and robot movements using Xbox 360 controller, the mobile app can control robot’s face expressions, and the doctor can give commands to patients using text to speech technology. The desktop application handles the camera control, vital monitoring, and video streaming.



There are some safety and precautions added in the design of RoboDoc that are shown in Table 3.




9. Vital Experiment Results


We showcased RoboDoc at a crowded place to see how people interact with it and the results have been amazing, the people have been overwhelming and very comfortable with RoboDoc as shown in Figure 23.



9.1. Stethoscope Haptic Feedback


By pushing a chest piece of an e-steth attached to the end of left arm, over the patient’s chest as shown in Figure 24a. The doctor presses the virtual button “ESTETH” at the left side of desktop app as shown in Figure 24b, which pops up an audio streaming player after pressing the play button the doctor can listen to the auscultations on remote site at his computer. When placing the e-steth at the right place on patient’s chest, some thresholds are set for the force applied on patient’s chest. This is done by using a FSR to keep track of force being applied. When the robot exceeds a certain force, in our case an analogue signal of 900, the buzzer can beep and Xbox Controller starts vibrating, indicating the HCP not ot command the arm further forward otherwise it might hurt the patient. This haptic feedback helps us to avoid any harm to the patient.



The movement of linear actuator with the e-steth mounted in the front is controlled via the feedback implemented through FSR sensor and vibration actuator of the x-box controller. The FSR sensitivity is correlated with the sound quality of the e-steth to modulate the vibration frequency of the x-box controller such that the vibration of the Xbox controller increases with the decrease in FSR resistance resulting from the pressing of e-steth when the linear actuator is extended pushing the e-steth against the patient. In this regard, an experiment of haptic feedback (vibratory feedback via Xbox Controller) vs. FSR Resistance is performed to establish a relationship between e-steth auscultation and vibratory feedback to the user as shown in Figure 24c. The less FSR resistance means continuous vibration means more e-steth auscultation and vice versa. Similarly, the more vibration means more discomfort on the patient. The range of FSR resistance corresponding to the comfort level of the patient against the push and the clarity of the auscultation from the e-steth are presented in Figure 24d and Table 4.




9.2. Wireless Temperature


The temperature of the patient is recorded using a smart infrared forehead temperature sensor. which is mounted to the RoboDoc’s right arm. To record the temperature of patient first, the doctor can bring the temperature sensor just in front of patient’s forehead (shown in Figure 25a) by giving commands to the right arm using the Xbox controller. After that, the doctor can press the virtual button “Temp” at the left corner of dashboard of RoboDoc desktop app that can be seen in Figure 25b and it can update the temperature of patient on the screen.




9.3. Pulse Oximeter


The right arm of RoboDoc is mounted with a Bluetooth pulse oximeter. The RoboDoc is moved parallel to the subject’s hand and a verbal command by the HCP (through the tablet interface of RoboDoc) is issued instructing the patient to insert the finger into the oximeter clipper device as demonstrated in Figure 26. The doctor can then press the Virtual button “Oxy-meter” that can be seen in Figure 25b that can start displaying the pulse rate and oxygen level of the patient on the desktop application.





10. Conclusions


Remote doctor interaction via newly customized designed RoboDoc was successfully tested in a pandemic kind environment for taking basic vitals of contagious patent. RoboDoc is able to take successful readings of pulse oximeter, IR temperature, and e-steth from the remote patient and send all the important data of patient’s vitals. The live streaming of the patient is sent to the doctor, showing real conditions in real time from the patient side. Monitoring results of basic vitals show comfortable interaction of HCP dealing with a patient remotely by the proposed smart RoboDoc. In future, more complex tasks can be added using m-DOF haptic devices and more controls can be used to add time-delayed telepresence [47,48] for long distance patient and doctor interactions for remote and minimal invasive surgeries, etc. [49]. In addition, work on taking ECG signals will also be incorporated [50].
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Figure 1. Market Demand Growth of Robots in Health Sector Over Years [19]. 
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Figure 2. Head of Robo Doc: (a) Physical Design; (b) CAD Design. 
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Figure 3. Neck Design: (a) CAD Design of Neck Mechanism; (b) Physical Design of Neck Mechanism. 
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Figure 4. Neck View: (a) Side View of Neck; (b) Inside View of Neck (linking the head and neck of RoboDoc). 
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Figure 5. Left Arm of RoboDoc: (a) Left Arm CAD Design; (b) Physical Left Arm. 
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Figure 6. Right Arm of RoboDoc: (a) Right Arm CAD Design; (b) Physical Right Arm. 
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Figure 7. Torso: (a) CAD Design; (b) Physical Design. 
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Figure 8. Rover comprising of four wheels: two normal and two omni wheels. 
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Figure 9. Electronic Block Diagram and circuitry: (a) Block Flow Diagram; (b) physical electronic circuitry. 






Figure 9. Electronic Block Diagram and circuitry: (a) Block Flow Diagram; (b) physical electronic circuitry.



[image: Sustainability 15 01647 g009a][image: Sustainability 15 01647 g009b]







[image: Sustainability 15 01647 g010 550] 





Figure 10. Control Unit Block. 
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Figure 11. Control Unit Block Circuit Diagrams: (a) Main Control Unit (MCU); (b) Power Supply Block. 
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Figure 12. Sensor Block Circuit Diagram: (a) FSR Sensor; (b) Proximity Sensor. 
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Figure 13. The Detailed Connection Description of Motor Driver (L298N) and the Motors: (a) Driver Block; (b) Motors Block. 
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Figure 14. Medical Tools Connected to Desktop Application Via Bluetooth and WiFi. 
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Figure 15. Haptics feedback: (a) Electronic Digital Stethoscope connected to the End of Linear Actuator; (b) Haptics Feedback Mechanism. 
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Figure 16. Desktop Application Dashboard: (a) E-Stethoscope Audio Auscultations; (b) Main Screen. 
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Figure 17. Desktop Application Dashboard: (a) Streaming Virtual Button; (b) Camera Live Streaming. 
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Figure 18. Video Calling Interface. 
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Figure 19. Tablet Control Mobile Application: (a) Switching Face Expressions of RoboDoc; (b) Pre-Written Text Window. 
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Figure 20. DSLR Camera Mechanism of RoboDoc: (a) Tilt Mechanism; (b) Zoom Mechanism. 
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Figure 21. DSLR Camera Control using Web Socket. 
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Figure 22. RoboDoc Block Diagram. 
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Figure 23. RoboDoc Interacting with People. 
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Figure 24. Demonstration of RoboDoc with a e-steth recording the Auscultations of the Subject: (a) RoboDoc Taking Data; (b) Live Audio Streaming on Remote Desktop Application (c) FSR Resistance vs. Vibratory Feedback (d) FSR Resistance vs. Patient Discomfort. 
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Figure 25. Demonstration of RoboDoc Recording the Temperature of the Subject: (a) RoboDoc Taking Data; (b) Demonstration of Live Data on Remote Desktop Application. 
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Figure 26. Demonstration of RoboDoc taking the pulse rate and SpO2 level of a subject and RoboDoc taking data (similar to Figure 25b). 
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Table 1. An overview of humanoid robotic platforms mechatronic design over a period of time.
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S. NO

	
Robotic Platforms

	
Mechanical Design

	
Electrical Design

	
Ai

	
Haptics

	
Desktop Interface

	
Data Logging

	
Tele Operated

	
Soft Robotics

	
References




	
Dof

	
End Effector

	
Rover

	
Motor

	
Sensor

	
Controller




	
Neck

	
Arm

	
Torso






	
1

	
ROHNI-1

	
2

	
4

	
×

	
Dispenser valve, pulse oximeter

	
✓

	
Servo, dc motor

	
HC-SR04, MLX90614, Ardu Cam PTZ, Quadrature Encoder Motor

	
Raspberry Pi 3B+, PIC 18F4550

	
✓

	
×

	
×

	
×

	
✓

	
✓

	
[35]




	
2

	
LIO

	
×

	
6

	
×

	
Gripper

	
✓

	

	
LiDARs, Distance sensor, Infrared floor sensors, Intel RealSense D435 Depth Camera, FSR

	
4 embedded computing units: Intel NUC, Nvidia Jetson AGX Xavier, Raspberry Pi and an embedded PC with Atom processor

	
✓

	
✓

	
×

	
×

	
×

	
✓

	
[12]




	
3

	
ARMAR

	
3

	
7

	
4

	
Gripper

	
✓

	
dc motors

	
ultrasonic sensors, a planar laser-scanner, angle encoders, artificial skin, stereo camera system, stain gauges, gyroscopes and acceleration sensors, FasTrak (pos sensor), joint encoders, Artificial skin (tactile sensor)

	
PC, C-167 micro-controllers, position joint controllers, 80C167 (microcontroller for motor), pc

	
×

	
✓

	
✓

	
×

	
×

	
×

	
[24,25]




	
4

	
JUSTIN

	
2

	
7

	
3

	
4 fingers

	
×

	

	
Torque sensor, (joints), 6-dof force/torque sensor at finger tips. Joint torque sensors, laser-range scanner, laser-stripe profiler, stereo camera sensor

	
Torque and impedance controllers, local signal processor (embedded PC running linux),

	
✓

	
-

	
✓

	
×

	
×

	
×

	
[26,26,27,28]




	
5

	
ARMAR III

	
4

	
7

	
3

	
5 fingers

	
×

	
Servo

	
Encoder, Tactile sensor, strain gauge, load cells, optical sensor, quasi absolute angular sensor

	
two PC-104s, four Universal Controller Modules (UCoM), A/D converter, DC/DC converters and force-moment controllers

	
×

	
✓

	
✓

	
×

	
×

	
×

	
[37]




	
6

	
BHR-5

	
2

	
7

	
2

	
tennis

	
×

	
brushless DC motors

	
Cameras, gyroscopes, accelerometers, six-axis force/torque sensors, encoder

	
Inertial sensor processor, motor controllers

	
✓

	
×

	
✓

	
×

	
✓

	
×

	
[29]




	
7

	
MOBILE HUMANOID ROBOT

	
2

	
6

	
0

	
gripper(2dof)

	
×

	
6 dc motors, 8 servos

	
Webcams(1.4 MP), Microphone laser range finder(URG-04LX-UG01), Potentiometers are used as the angle encoder for each joint with a resolution of 0.1 degrees

	
PC

	
✓

	
×

	
✓

	
×

	
×

	
×

	
[34]




	
8

	
ALDEBARAN HUMANOID ROBOT

	
2

	
5

	
1

	
3 Fingers

	
×

	
DC motors

	
USB camera, microphones, speakers, proprioceptive sensors. (locomotion sensors), accelerometer, gyroscopic sensor, resistance strain gauge (fsr)

	
MOTHER BOARD: Korebot board, SERVO BOARD: Micro controller for PID control and I2C communication

	
×

	
×

	
×

	
×

	
×

	
×

	
[38]




	
9

	
HUMANOID ROBOT LOLA

	
3

	
3

	
2

	

	
×

	
PMSMs

	
Angular sensor, camera, incremental rotary encoder, limit switch, fiber-optic gyroscopes, MEMS accelerometers, two six-axis force/torque sensors, strain gauges, temperature sensor, light-barrier, altitude sensor

	
PC, central control unit (CCU- Core 2Duo Mobile, 2.33 GHz, running the QNX Neutrino real-time operating system) 3elmos controllers over CAN, inertial measuring unit {IMU iMAR iVRU-FC-C167

	
✓

	
×

	
✓

	
-

	
✓

	
×

	
[30,31,32,33]
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Table 2. Electrical and electronics components characteristics.
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Components

	
Amps/Volts

	
Specifications






	
Sensors

	
HC-SR04 (Ultra-Sonic sensor)

	
15 mA, 5 V DC

	
Measuring Range: 2–400 cm, accuracy: 3 mm




	
Micro Limit switch

	
5 V

	
Three pins: normally open (NO), normally closed (NC), neutral




	
Force Sensitive Resistor (FSR)

	
<1 mA, 5 V

	
Diameter: 12.5 mm, Force Range: (0 to 100 Newtons), Resistance Range: 100 KΩ (light pressure) to 200 Ω (max pressure)




	
Actuators

	
DHV840 Servo motor

	
6–7.4 V

	
Torque: 34 kg-cm/6.0 V; 38 kg-cm/7.4 V, Speed: 0.21 s/60°/6.0 V; 0.18 s/60°/7.4 V




	
HP300 Servo Motor

	
12–24 V

	
Maximum torque: 300 kg/500 kg·cm (24 V), Operating Speed: 24 V 0.5 s/60° at no-load




	
RDS5160 Servo Motor

	
6–8.4 V

	
Torque: 58 kg·cm.at (6 v)

65 kg·cm.at (7.4 v)

70 kg·cm.at (8.4 v) Speed: 0.17 s/60 degree at (6 v)

0.15 s/60 degree at (7.4 v)

0.13 s/60 degree at (8.4 v)




	
XD-60GA775 DC, 5/50 RPM

	
3 A, 12–24 V

	
Speed: 5/50 rpm Power: 35 W




	
Micro linear actuator

	
12 V

	
100 mm Stroke




	
Motor Driver

	
L2986N

	
2 A, 12 V

	




	
Controller

	
Arduino Atmega 2560

	
2 A. 5 V

	
Dimensions and weight: 101.52 × 53.3 mm, 37 g




	
Raspberry Pi 4

	
3 A, 5 V

	
Power via USB Type-C, 4 GB RAM




	
Power Supply

	
Lead Acid Battery

	
12 Ah, 12 V

	
3.9 kg




	
LM2596 (Buck Converter)

	
4.75 V–35 V

	
Output voltage:1.25–26 V(Adjustable)

Output current: Rated current is 2 A, maximum 3 A (Additional heat sink is required)











[image: Table] 





Table 3. Safety and Precautions.






Table 3. Safety and Precautions.





	S. No.
	Component
	Safety & Precautions





	1
	Arms motor
	Mercury limit switches to limit the arm movement in order to avoid wire twisting/stretching and collision with the camera stand



	2
	Camera Zoom motor & Tilt Motor
	Use of 270-degree servo instead of continuous servo to avoid over rotation of the zoom lenses. Use of lever limit switches to limit the camera tilt.



	3
	Main PCB circuit
	Fuses for overcurrent protection, free-wheeling diode to suppress regenerative breaking, C3 Ac input cord for reverse polarity protection, use of crimp-seal connectors, screw terminals, lugs, heat shrink tubes to avoid loose connections. Replaceable modules and drivers. Thick tracks are used in PCBs are used to sustain any major current influx. Major connectors, connecting peripherals, are placed on one side of the PCB to avoid mishandling. Moreover, proper PCB labelling is ensured to mitigate any unforeseen safety hurdle. Proper labelling also ensures engineers/designers to place components properly. A blueprint (schematic) was created before designing the PCBs, and was thoroughly reviewed before production process.



	4
	Neck movement
	Use of lever limit switches to limit the Head-Up and Head-Down movements.



	5
	Collision Avoidance
	HC-SR04 Ultrasonic Proximity Sensor



	6
	Linear Actuator
	Built-in micro limit switches to avoid over linear extension. The actuators used have limit switches on its either side.



	7
	Wiring channel
	Use of wire sleeve conduits to through the wire along and provide flexible/safe movement while moving arm, with rubber bush endings. Major sections of wiring are kept isolated from each other in order to avoid any sparks. Proper heat sleaves adhere to maximum safety precautions.



	8
	Battery Over-discharge protection
	Use of cut-off circuit with the battery which will cut the robot’s supply if voltage drops below 10.5 V to protect it from over discharge.



	9
	Battery Over-Charge protection
	Use of a standard battery charger which has built-in charging cut-off circuit when the battery is fully charged.



	10
	Low Battery Alarm Indicator
	A LED push button with built-in LED has been used which will light up as an alarm when the cut-off circuit cut the robot supply in case the battery is low.



	11
	On charging operation
	The charging system is designed in such a way that we can also operate the robot even if it is charging. We do not need to wait for battery to get charged first.
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Table 4. FSR resistance vs. patient comfort vs. vibration feedback.






Table 4. FSR resistance vs. patient comfort vs. vibration feedback.





	S. No.
	Resistance
	Comfort Level of the Patient
	Quality of Heartbeat Sound
	Stage
	Xbox Vibration Feedback





	1
	>20 KΩ
	x
	No Heartbeat sound or pure noise
	When stethoscope does not touch the body
	No Vibration



	2
	20 KΩ to 8 KΩ
	Easily bearable for patient
	Noisy Unclear heartbeat sound wi
	When stethoscope has just touched the body
	Pulsating vibration with more delay



	3
	8 KΩ to 1.5 KΩ
	Bearable for patient but not for long period of time
	Audible heartbeat sound but the intensity is low
	When Stethoscope slightly presses on the body
	Pulsating vibration with less delay



	4
	<1.5 KΩ
	Unbearable for patient after few seconds
	Clear heartbeat sound
	When Stethoscope presses hardly on the body
	Continuously vibrating
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