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Abstract: COVID-19’s rapid spread has disrupted educational initiatives. Schools worldwide have
been implementing more possibilities for distance learning because of the worldwide epidemic of the
COVID-19 virus, and Pakistan is no exception. However, this has resulted in several problems for
students, including reduced access to technology, apathy, and unstable internet connections. It has
become more challenging due to the rapid change to evaluate students’ academic development in a
remote setting. A hybrid deep learning approach has been presented to evaluate the effectiveness of
online education in Pakistan’s fight against the COVID-19 epidemic. Through the use of multiple data
sources, including the demographics of students, online activity, learning patterns, and assessment
results, this study seeks to realize the goal of precision education. The proposed research makes use
of a dataset of Pakistani learners that was compiled during the COVID-19 pandemic. To properly
assess the complex and heterogeneous data associated with online learning, the proposed framework
employs several deep learning techniques, including 1D Convolutional Neural Networks (CNNs)
and Long Short-Term Memory (LSTM) networks. With the 98.8% accuracy rate for the trained
model, it was clear that the deep learning framework could beat the performance of any other
models currently in use. It has improved student performance assessment, which can inform tailored
learning interventions and improve Pakistan’s online education. Finally, we compare the findings
of this study to those of other, more established studies on evaluating student progress toward
educational precision.

Keywords: deep learning framework; educational data mining; online learning; learning analytics;
COVID-19; classification framework

1. Introduction

Educational opportunity is a human right [1] and directly correlates to a country’s
progress. New colleges and universities have been established by both the public and
commercial sectors in recent years to improve students” access to higher education and
the quality of their education as a whole [2,3]. It has become increasingly challenging to
achieve educational precision in Pakistan due to several new issues in the system. The
education sector, aware of its difficulties in meeting its pupils’ needs, has actively sought
ways to improve its practices [4].

To give each student an education that is specifically designed for them, educators
are increasingly turning to data analytics and technological advancements. The result is
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supposed to be improved academic achievement and a higher level of student engagement
due to catering to each student’s specific needs and learning preferences. Collecting and
analyzing data on student achievement, behaviors, and preferences to craft individualized
learning experiences is what we mean by “precision education” [5]. Precision education
uses modern technological advancements to provide students with immediate access
to tutoring and guidance, allowing them to maintain their current pace and complete
their coursework.

Precision education uses digital learning platforms to collect and analyze student
data to give each student an individualized and precise assessment of their progress [6].
Multiple types of student connections, including students’ appearance, learning patterns,
and behavior, can be gathered with the help of these platforms. Due to factors such
as students’ lack of motivation and incapacity to strike a work-study balance, precision
education has taken on increased importance at the university level.

The success of the Pakistani educational system depends on the regular assessment of
its effectiveness [4]. To boost institutional performance and guarantee on-time graduation
for all students, it is crucial to pinpoint the barriers that slow them down. The key to
success here is a helpful application of abundant student data. When working with many
learners’ data, it can be difficult for teachers to mine data to identify problem areas. In
contrast, data mining methods streamline and enliven the process while negating the
need for instructors to participate. Data Mining (DM) techniques can probe data and
unearth hidden patterns [7]. Educational data mining (EDM) refers to approaches and
algorithms used to glean useful information from educational databases. Some procedures
for extracting valuable knowledge from data are shown in Figure 1. Learning analytics (LA)
and educational data mining (EDM) are two areas Siemens and Long [8] have identified for
making use of educational data collected via digital podiums [9]. Researchers in EDM and
LA have focused on studying various student demographics, learning preferences, and
online instructional strategies.

Flow of Data

Mining Process

Figure 1. Steps involved in the data mining process.

Educational data mining (EDM) is a relatively new field that employs a wide variety
of data mining techniques and strategies to identify specific subsets of data obtained from
learning environments [10,11] and then uses this information to comprehend better how
students perform in different classroom settings [12]. With this all-encompassing knowl-
edge, educators can better manage classroom instruction, evaluate student performance,
and foster more effective learning strategies. In 2008, Montreal, Canada, played host
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to the first-ever global scientific session on EDM, which paved the way for forming the
Intercontinental EDM Society in 2011 and the launch of the Journal of EDM in 2009 [13].

Currently, EDM is being incorporated with course management systems like Moodle
and Blackboard, allowing for the systematic collection and analysis of vast educational
data [14]. Using educational data mining makes it easier to keep track of learner records
and datasets, and it can also be used to mine relevant information from online education
systems for insights that may be used in hypothesis testing and the identification of students’
unique learning styles. To better utilize technical relations gleaned from course-learning
databases, EDM-based commendation systems are working toward this goal. Using a
competency-based approach, these systems are meant to assist students throughout a
course or program. Therefore, this method is essential in efficiently utilizing data to enhance
pedagogical outcomes [15].

Online education [16] has grown in popularity among schools since its inception in
the 1990s [17] with the advent of the World Wide Web (WWW) and the Internet. Over time,
teaching and learning strategies have evolved [18] in response to the ever-evolving nature
of information technology [19]. The findings regarding the efficacy of distance education are
either similar to or far superior to those of conventional methods of instruction, according
to a study of studies comparing traditional and online environments published by the
United States Department of Education [20].

Students can now receive a great education regardless of their location, thanks to
the proliferation of online learning, which has also reduced the number of obstacles that
stand in the way of effective contact between instructors and students and freed them from
the restrictions of time [21]. As a result of the COVID-19 pandemic, online information
platforms have seen a dramatic increase in use and popularity [22]. Although some research
indicates that students are receptive to online learning [23], other research conducted
during the epidemic [24] has discovered that students had negative opinions toward
online learning [25]. A survey of Pakistani students found that 77% of those polled held
unfavorable opinions, while 84% experienced a narrower gap in communication between
themselves and their instructors thanks to online instruction in the face of the pandemic [26].
Issues like students’ disinterest in coursework can be traced back to these discrepancies.
As a result, students and teachers alike are encountering new difficulties due to the rapid
expansion of online education [27].

Recent research has revealed the following shortcomings through a review of the
relevant literature [18-27]:

e Previous studies have made models specifically designed for learner prediction rele-
vant to only a single course, which made the model too specific.

e  Recent studies that include the models for learner prediction under individual course
is not an efficient strategy because it requires allocating resources to each model
individually, which is an overburden. Therefore, a more generic model is needed.

e  Recent studies have encountered the major limitation of lacking the number of re-
sponses used as a dataset for training the model, raising the issue of scalability in these
developed models.

e  The efficiency of current approaches is hindered by several challenges, such as data
imbalance, misclassification, and insufficient feature set of factors considered while
assessing student performance.

The following are the contributions made by the current study to address the limita-
tions mentioned above:

e  The current study has proposed a framework that helps to predict the performance
of learners for multiple courses. This helps prevent the creation of separate models
that predict performance under a single course. In short, this study has proposed a
framework that is generic enough to make sound and valid predictions considering
multiple factors in view.

e To develop a reliable and effective learner outcome prediction model, a deep learning
hybrid model has been presented. Combining deep learning classifiers (such as 1D-
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CNN and LSTM) produces a robust model that can more accurately predict learner
performance outcomes based on student performance in online learning during the
COVID-19 term.

e  After the collection of online responses through a survey from all higher education
students, their performance has been analyzed, and it has enabled to make the use of
this available information to develop an adaptable model that considers a sufficient
number of data points that could have an impact on student performance in any way.

e  Thisresearch utilized the SMOTE method for data resampling and the Median Filtering
approach for data imputation. Layers of CNN have automatically performed feature
extraction and attribute selection to determine which features most significantly affect
the result of predictions made about learners.

e  The hybrid deep learning model utilized in this research has improved accuracy in
visualizing the presence of experts in the field of advanced study and has helped to
attain precision education by assisting weak students.

The structure of the following research is as follows. The literature review is presented
in Section 2, and it consists primarily of a summary of previous research on Precision
Education and LA as they pertain to distance education. In the third section, we introduce
the methodology that will be used to evaluate the effectiveness of the proposed framework
and the learners” performance. The fourth section discusses the entire research project
and its results, whereas the fifth section provides a conclusion and recommendations for
future research.

2. Literature Review

Globally, the COVID-19 pandemic has clogged up the educational system. One recent
investigation [28] found that the lack of immediate feedback responses to students during
the COVID-19 outbreak had a negative impact on their academic performance. To address
this problem, the research suggests employing a model educated using an enhanced, fully
connected network (FCN). The methods used in this study are typical of DM research.
After the initial phase, data was gathered from the most widely used database (“OULAD”).
Online students’” demographic information, study habits, and other details are all cap-
tured in this dataset. There were 32,593 records stored there, covering eight months and
22 different classes. Following collection, the information was entered into a database for
students. This was followed by data cleansing, which included the removal of duplicates
and missing values. The model was trained using data converted from descriptive terms to
numerical values, normalized, and separated into the testing and training sets. Algorithms
for FCN and optimization helped achieve this goal. This analysis considered 21 data at-
tributes. The accuracy of the FCN model used in the PYTHON environment has increased
while the model successfully provides students with feedback. Greater accuracy than that
of a conventional ANN model (84% to be exact) was attained using the proposed method.

Recently, another work was proposed for the student performance assessment during
online learning using a deep learning model [29]. The chief goal of this work stayed towards
reducing the time required for envisaging the makespan of a certain system state. This
was achieved using training and executing an artificial neural network (ANN) that follows
the framework of the successful AlphaZero method. The study addresses the challenges
related to online scheduling involving interconnected automation systems. The pretrained
data was used to train the model. The pretraining scenarios were twice the number used
for self-play in the proposed approach. The study utilized a greedy algorithm to minimize
the period between a job’s operations and reduce the overall makespan. This approach
served as a good foundation for pretraining the AlphaZero ANN. The hyperparameters,
including the quantity of slabs, bias, number of neurons, and dropout percentage, were
optimized using grid-search-based optimization. Finally, the best version of the ANN was
trained. According to the outcome, the network trained in the experiment was observed to
have high accuracy of over 95% in predicting favorable actions. Additionally, it can guess
the makespan along with loss value which was less than 3%.
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For assessing student academic performance in the blended learning environment,
another work was proposed using the data fusion technique [30]. The data used in the
study was obtained from 57 first-year Electrical Engineering students at the University
of Cordoba (UCO-Spain) who took the Introduction to Computer Science course in the
foremost semester of the 2017-2018 study year. Data includes different details of students:
their final exam results, practical sessions, theory classes, and online Moodle sessions. The
study conducted four experiments to assess the academic performance of a university
course using discretized data and preprocessed numerically. Four different data fusion
methods and numerous classification procedures were utilized for this purpose. This study
identified the best method for information fusion in envisaging academic performance
in a university course. The results showed that the technique of collections and selecting
the optimal features with slightly ordered facts provided superlative estimates. The study
also found that the degree of concentration in Moodle examination results, classroom
conferences, and Moodle discussion involvement were the most consistent predictors of
students” academic achievement in the program.

The issue of class imbalance was considered in a recent study [31] so that the model
could perform well in both classes with good and poor results. To counter this problem,
the study has proposed a hyper model involving two classifiers, CNN, and LSTM of deep
learning, for timely student interventions. This work aimed to develop a scheme that may
implicitly excerpt meaningful features from the unstructured information about Massive
Open Online Courses (MOOCs) and use them to envisage if a learner will fail or complete
the course. Two datasets of students studying at the University of Stanford were taken
to perform this study. Two different MOOC platforms were considered for this task. The
first dataset comprised five courses, and the second consisted of 39 courses. The dataset
contained a huge number of responses. The data from both datasets were collected for a
Record Period of 30 days for each course respectively. During preprocessing, inappropriate
facts, such as blank columns and actions before a learner’s official registration, were filtered
out. The data were anonymized to protect student’s personal information, and students’
identities were determined using a unique ID. Later, the filtered data was passed on to
the next phase for extraction of optimal characteristics utilising the feature engineering
technique. After training the model through CNN and LSTM, the custom loss function was
applied to optimize the model’s performance. The Adam boost classifier was applied as
an optimizer. The consequence of the study demonstrates that the proposed framework
helped predict students’ performance, which educators and stakeholders can use to create
an LA framework and make decisions that support and guide students. Also, the proposed
improved performance compared to other deep learning models.

The prediction of student performance and their dropout rate was assessed in a recent
study [32] based on students’ learning behaviour during online sessions. This work aimed
to provide learners and instructors with valuable insights into learner behavior, allowing
for a better understanding of the learning process. To conduct this research work, the author
utilized a platform designed for the training of teachers in Africa, known as “UNESCO-
IICBA (International Institute for Capacity Building in Africa)”. Some of the features were
extracted to make predictions out of the student data which was available to them. As
students’ learning behaviour constitutes the time series big data, the author has applied
the RNN classifier of deep learning because it can better handle the time series data. To
train the model and test its efficiency, three architectures of RNN have applied training
of the model: Simple RNN, GRU, and LSTM. After the extraction of behavioral features
and pre-processing of data model was trained. The model concluded that simple RNN
performed better than its other two architectures. Also, model efficiency can be improved
by considering more behavioral features of students learning during online sessions.

Recent work was proposed to assess student academic performance during interactive
online sessions [33]. To experiment DEEDS dataset was employed, which is commonly
known for extracting real-time data from students. Six lab sessions were considered for this
study. In the data pre-processing phase, discrepancies, missing data, and irrelevant data
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values were handled. Later feature engineering was deployed. Thirty features were selected
in the feature extraction phase, which was then reduced into three comprehensive features:
Activities, statistics based on timing, and secondary activities of students. Using entropy-
based procedures, data features were given ranks for the determination of correlation
between the data variables, upon which these features were later selected for the model’s
training. To assess the performance accurately, three experiments were performed. In the
first experiment, the model was assessed considering all the data features. The second
was conducted using a reduced set of features which was selected through the technique
of entropy. The third experiment was performed to compare the proposed model with
a previously developed model to evaluate the efficiency of the model. 5 classifiers were
employed for model training, which includes RE, SVM, RF, LR, and NB. The outcome
exposed that Random Forest has outperformed all other algorithms, with a high accuracy
value of 97.4%.

A different research investigation was made to evaluate the psychological well-being
of students throughout the COVID-19 lockdown and to observe the effects of this global
pandemic on their mental health [34]. This work emphasized the significance and employ-
ment of operational tools and digital knowledge in COVID-19. It specifically discovered the
impact of physical isolation, confinement, and remoteness on college learners” emotional
and psychological well-being. To classify the challenges confronted by scholars in online
schooling through the COVID-19 crisis, the author conducted a SWOT analysis. This
research study has employed an online inquiry form to assemble statistics from scholars
of various Arab republics, given numerous factors such as study outlines, sleeping habits,
psychological state, and demographic information. The dataset consisted of 1766 responses.
Before model training, the collected data underwent a pre-processing phase. Numerous
machine learning algorithms were employed to build a predictive system for student assess-
ment, considering the impact of online learning methods both before and afterwards the
COVID-19 plague. The dataset was fragmented into a training set (70%) and a validation
set (30%). The model’s success was estimated using chi-square and ANOVA tests. This
research concluded that there is a constructive correlation between online erudition and
learner presentation through the epidemic.

Research work was steered to explore the influence of online teaching on student
gratification during COVID-19 [35]. The main aim of the research was to predict learners’
academic performance and discover ways to improve the efficacy of online knowledge-
gaining platforms. This work utilised an actual dataset to gather information on learner
gratification plans and online education practices in COVID-19. Statistics were gained over
an operational inquiry form administered to students from seven educational institutions
in Egypt during the 2021-2022 academic year. It encompassed 18,691 responses and
comprised assessments of students’ practices with online learning. The dataset underwent
preprocessing to get rid of flawed data. To select the most appropriate features, 11 different
meta-heuristic processes were employed. The dataset from Kafrelsheikh University and
Mansoura University in Mansoura, Egypt, was then used to train two machine learning
classifiers: Support Vector Machine (SVM) and k-NN. The research was directed using
Python, and performance metrics were applied to evaluate the model’s effectiveness. The
results showed a precision rate of 100%, indicating a robust model.

The research study described in [36] focused on identifying student learning behaviors
in traditional in-class courses through the COVID-19 plague and their impression of student
presentation. The research specifically targeted a small population of students enrolled
in mechanical engineering undergraduate programs. Data for the study was collected
through a survey administered via a mobile app, resulting in 133 responses representing
four different sections. The dataset was alienated into a training set (70%) and a testing set
(30%). The dataset included student information related to class attendance, participation in
class activities, and other relevant factors, except for homework, which was not considered
in this study. The collected data underwent preprocessing, including converting student
grades to letter grades and applying the SMOTE method to poise the dataset. This work
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utilized various algorithms of machine learning, like decision trees, support vector machine,
logistic regression, random forest, ensemble learning, and k-nearest neighbors, to train
the model. An insignificant set of facts and figures was used for training with the 10-fold
cross-validation procedure to avoid overfitting. The grid search procedure was employed
to enhance the performance of each machine learning algorithm. The results demonstrated
that ensemble learning outperformed other classifiers, achieving an impressive accuracy
of 84%.

Another study [37] predicted the creation of an automated method to measure online
learners’ performance based on COVID-19 data. This study used data from 20062017,
which included information from over a thousand current and previous college students
enrolled in 15 distinct courses. Following error removal in preprocessing, the IITR-APE
dataset was used as the basis for precise performance forecasting. The Variational Auto-
encoder Method (VAM) was then used for the data to extract the most essential features.
Student performance was predicted using these derived features. Classifiers including
“extra tree”, “linear regression”, “random forest”, “XGBoost”, “K-nearest neighbors”, and
“multi-layer perceptron” were all used. Mean squared error, mean absolute error, root-
mean-squared error, and the R2-score were some metrics used to assess the model’s efficacy.
The outcomes highlighted the efficacy of deep learning models in making precise forecasts.
The extra tree classifier had the best R2-score (0.720), MAE (5.943), MSE (77.709), and RMSE
(8.581) of all the classifiers tried. The potential contributions of several previous studies are
highlighted in Table 1.

Table 1. Comparison of extant techniques employed in several previous studies.

Paper Contribution Technique Results Limitations
Proposed model for Less accuracy of
[28] student assessment Improved FCN 84% accuracy the mo dely
and feedback ’
Proposed an efficient A greedy approach
[29] performance ANN 95% accuracy needs to be considered
assessment model. for better outcomes.
Multimode model for . Successfully predicted Lack of semantic
[30] Data fusion the performance .
student assessment feature extraction.
of learners
Proposed hyper model . . e
[31] for assessment LSTM and CNN Successfully predicted Mlsc.lass1f1cat10n
of students student drop-out in data.
Predicted leaner Successfully in Less behavioral
[32] behavior using RNN, GRU LSTM predicting student features are considered
deep learning behavior '
[33] ML model for stl{dgnt RF NB, SVM, MLP Achieved 97% accuracy Feature extraction is
performance prediction and LR done poorly.
Model for Predmtmg LR, SVC, DT, AdaBoost M.oFlels performed Model overf1tt1.ng and
[34] psychological health and XGB efficiently except for take more time
of students AdaBoost for computations.
Proposed model for o i
[35] assessment of KNN and SVM Both classifiers KNN cl.a551f1er takes
student satisfaction performed well more time to learn.
Identification of Ensemble Learning, Ensemble Learnin
[36] student SVM, RF, DT, LR achieved 84% accuragc Small dataset.
learning behavior and KNN ? y
[37] Automated system for LR, RF, XGBoost, Extra  Extra Tree showed the Model overfittin
: learner assessment Tree, KNN and MLP highest performance &
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Optimizer

3. Proposed Framework for Performance Assessment

This section outlines how online courses will be graded and how students’ perfor-
mance will be tracked during the COVID-19 wave in Pakistan. The framework uses a
machine learning-based hybrid ensemble learning approach. As a result of the pandemic,
there has been a significant increase in the use of online learning platforms, resulting in
several variables that can affect a student’s ability to master the material. A questionnaire
was used to collect student responses to evaluate these possible influences. The feedback is
compiled and examined to determine the factors most important in determining a student’s
final grade.

Figure 2 shows the procedures that must be taken during the online learning phase
to achieve precision education. In the first stage, pre-processing, the obtained dataset
was cleaned up by removing anomalies and bad information. To resample the data, the
SMOTE technique was used. After the required resampling, a pre-processing technique
known as median filtering was used for the dataset. Through a layer of 1-convent CNN,
essential characteristics have been automatically identified and prioritized. After settling
on these details, a deep learning—inspired hybrid learning model was used to fine-tune the
model. SGD optimizer and a specialized loss function were used to improve the model’s
effectiveness. Finally, formal validation measures were employed to estimate the model’s
efficacy and precision.

Data
Resampling

Data
Acquisition

Questionnaire

By | Responses -
= ]

Data Pre-
processing

Classification N
Model Training QRSN =717 Median
Engineering - Filtering

é N AT RISK

Figure 2. Proposed hybrid framework based on deep learning techniques to predict online higher
education students’ academic performance.
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3.1. Materials & Methods

The following section presents a full discussion of each phase, stressing their contribu-
tions and function in obtaining precision education as indicated in the above-given Figure 2.
The technique was carried out in an organized approach by following these steps in order.

3.1.1. Data Acquisition

In the first phase, data are acquired by surveying Pakistani college students. A Google
Forms-created online questionnaire was distributed to several educational institutions to
collect the required data. The survey was designed to gather information about factors
considered significant in determining students’ final grades for the COVID-19 term. In total,
there were 30 questions. Responses from college and university students were collected in
large numbers (11,000, to be exact).

3.1.2. Resampling Data

Once the data has been collected, the next step is to evaluate whether or not a resample
is required. The Synthetic Minority Over-Sampling Technique (SMOTE) was implemented
during the resampling procedure to guarantee its precision. SMOTE classifier solves the
problem of an unbalanced dataset by creating synthetic examples for the underrepresented
group. In contrast to traditional resampling approaches, SMOTE generates additional
samples by combining nearby instances of the reduced class. It can help portray minority
social groups more accurately and make them more relatable to mainstream social groups.
As a result, classifiers can improve their prediction abilities using a refined training set. The
mathematical formula for SMOTE is:

vi =yi+ o (yi—yj) 1)

in the above Equation (1), y; denotes the new result that comes through the combination of
y; and y;, whereas a represents the any number between 0 and 1. It shows how the new
values are imputed to create new samples.

3.1.3. Data Pre-Processing Stage

The next critical stage is the primary preparation of data, during which outliers,
duplicates, and other irregularities are removed. To accomplish this preliminary processing,
the “median filtering” method was used.

When used for educational data analysis, the median filtering method can be a helpful
strategy. There is typically noise [38] or outliers in educational data points like student
scores, grades, or performance measures, which might prevent precise analysis. Median
filtering can eliminate these outliers and shed light on underlying patterns and tendencies.
The median value is determined within each window, defined by moving the window
across the dataset. After determining the median, the value is discarded, and the original
value in the middle of the window is substituted. Several emerging methods for data pre-
processing are shown in the accompanying Figure 3. The method used for pre-processing
out of these methods is “median filtering”:
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Data

Acquisition

Mean, Median &

Imputing Value

Mode Filtering

Handling
outliers
Min-Max
Normalization

Drop missing
values
Dropping Column
or Row
Algo for
supporting missing values

KNN, RF &

Naive Bayes

Figure 3. Data pre-processing methods.

The following Equation (2) demonstrates how using median filtering can help educa-
tors acquire more trustworthy insights from their data and use those insights to improve
teaching and learning.

u(m) =median (v(m —j),vm —j+1),...,(m),...,v(im+j—1), v(m+j)) 2)

where u(m) in the above-given Equation (2) corresponds to the output that comes as the
result of filtering, j resembles the window size. The window includes the information
points from v (m — j) to v (m + j). It shows how the missing value is imputed from the
defined window.

3.1.4. Feature Selection and Extraction

To select the best input data and extract the most valuable features from it, convo-
lutional neural networks (CNNSs) are used. With CNN, automatic feature selection and
extraction are possible, and the network can also help simplify data [39]. A CNN’s convo-
lutional layers are trained to selectively emphasize important features while downplaying
or disregarding less important or noisy ones. Convolutional neural networks (CNNs) are
optimized for retrieving features from grid-like data structures like snapshots. CNNs can
capture local patterns and characteristics because of the filters applied by the convolutional
layers. Once trained, the system can use these filters to uncover facts about the world
without being explicitly told. One of CNNs’ greatest assets is their capacity for adaptive
learning, feature selection, and feature extraction.
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3.1.5. Machine Learning Classifiers

There are numerous general classification techniques which can be used for making
predictions. These techniques include decision trees, random forests, support vector
machines, k-nearest neighbor, and logistic regression [40]. Depending on the nature and
complexity of the data, some intelligent classification techniques of deep learning are
also utilized, which include Feedforward neural network, recurrent neural network, long-
short term memory, convolutional neural network, and deep enforcement learning. The
following segment defined two intelligent DL algorithms deployed for the proposed work.
Depending on the nature of the data, using the combo of CNN and LSTM was to handle
students’ time series data and deal with complex data patterns improving generalization.
The key optimal features of the hybrid model considered during data collection include
capable of processing multimodal data, dependency on sequential and temporal data and
reducing overfitting.

Convolutional Neural Networks (CNN)

A 1D Convolutional Neural Network (CNN) is a powerful deep learning model
widely used for feature extraction in numerous applications, which includes time series
analysis and sequential data processing. It can successfully capture meaningful patterns
and features. CNN architecture upholds four layers: Convolution, ReLU, Pooling and Fully
Connected [41], as made known in below given Figure 4:

Signals | OO0 [ N Input
=(1,2..,L) ‘ Layer
1 (S Y T RO O T O O O O 6
Convolutional L ® ® @ [T T T T T TT1TT11
Feature Signals [ ] OO [TTT T T T T 1717 Convolutional
Cc=(1,2..L) o Layer
1 ©eee [ T TTTTTTTI1]

Pooling [T —®®® T I [TTTTTTT]
Feature Signals [ ereren I | Pooling

P=(1,2.,L) Layer
e ee T TTTTTTTTT]
\ 4 o
o o o o o o o o o | Cotitsctad
—1 Layer

Figure 4. 1D-convent CNN layers.

Extracting useful characteristics from incoming data is the job of CNN layers, which
do so by performing convolutions. Convolutional filters multiply the input values by the
filter weights as they slide across the data. Feature maps and significant spatial patterns
are created by CNN this way. The spatial dimensions are decreased, but the necessary
information is preserved by down-sampling the feature maps in pooling layers. When
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flattening a layer, the attribute mappings are transformed into a vector in only one dimen-
sion. All neurons in one layer are linked to those in the next, allowing the network to
perform categorization.

Long-Short Term Memory (LSTM)

To address the vanishing gradient issue, researchers developed a special type of Re-
current Neural Network (RNN) called Long Short-Term Memory (LSTM) [42]. Therefore,
LSTM replaces simple RNN because of its superior performance on data with long-term
dependencies. To remember such intricate details over such extended periods, it employs
a highly sophisticated network of memory cells. An LSTM consists of input, forget, and
output gates and memory cells [43]. After passing through these filters, it remembers only
the most relevant details and forgets the rest. Using a sigmoid function, the forget gate is
the crucial operator for determining which pieces of data can be safely discarded in the final
stage. Backpropagation trains LSTM, allowing it to learn from past experiences and adjust its
current state accordingly. When applied to time series data, LSTM becomes a highly effective
tool. The LSTM model’s workings are outlined in the following Equations (3)—(7):

inp(u) = o(wg_inp x [hdn(u — 1), y(u)] + bias_inp) 3)
forget(u) = o(wg_forget x [hdn(u — 1), y(u)] + bias_forget) 4)
out(u) = o(wg_out x [hidden(u — 1), y(u)] + bias_out) (5)

cs(u) = forget(u) x cs(u — 1) + inp(u) x tanh (wg_cs x [hdn(u — 1), y(u)] + bias_cs) (6)

hdn(u) = out(u) x tanh(cs(u)) (7)

where in the above equations, u denotes the current time, y(u) represents the input at that
time, inp(u), out(u) and forget(u) are the input, output and forget gate, respectively. cs(u)
denotes the cell state, hdn(u — 1) signifies the hidden state, the sigmoid activation function
is denoted by o, wg_inp, wg_forget, wg_out, wg_cs are the weight of matrices and bias_inp,
bias_forget, bias_out, bias_cs are values of bias vectors. These equations show how the
values related to bias and weight are adjusted and then passed on to the neural layers for
learning the pattern to give a certain expected outcome.

3.1.6. Performance Authentication of Model

Confusion matrices are used to evaluate the model’s efficiency within the scope of
this research. It’s a 2 x 2 matrix with one side showing predicted values based on a good
model’s classification and the other showing the actual values from the dataset. Here,
we break down the meaning of several performance metrics, such as the F1 score, recall,
precision, and accuracy.

Accuracy = P+ TN
Y= TP IN + FP + EN

®)

Equation (8) above shows that the accuracy indicates the model’s general extrapolative
ability, representing the quantity of properly classified data points from total instances.
Precision works by quantifying the model’s ability to appropriately categorize positive
cases without misleadingly labeling negative cases as positive ones, as it is represented by
the following formula in Equation (9):

TP

Precision = TP+ TP

)
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Recall, similarly recognized as sensitivity or true positive rate, is a performance
measure tactic deployed to assess the efficacy of a classification model. It computes the
proportion of true positive instances properly identified by the model out of all actual
positive cases in the dataset. It is assumed by following Equation (10):

TP

Recall = ——
A = TP EN

(10)

A combination of precision and recall is presented through a single value in F1-score. It
provides a stable measure of a classification model’s efficiency. It considers both the ability of
the model to appropriately identify positive cases (precision) and its capability to capture all
actual positive cases (recall). Mathematically, it is given by following Equation (11):

2 x (Precision x Recall)

F _ =
measure (Precision + Recall)

(11)

Above Equations (8)—(11), TN indicates the true negative case, TP shows the value of
the true positive instance, FN characterizes the false negative case, and FP labels the case of
false positive.

4. Experiment and Results
Dataset Description

This study’s data collection process has been centred on assembling the necessary
data for analysis. The dataset was carefully collected to ensure it contained all the informa-
tion and variables needed for the study. The dataset collection period was four months,
between January and April, 2023. After data collection, the accuracy of the data has been
meticulously checked, as it will serve as the foundation for our analysis and conclusions.
To check the validity of the dataset, a peer review was conducted. It was cross-checked by
the industrial expert in this domain to enhance the readability of the findings. To assess
students’ progress throughout the COVID-19 cycle, an adaptable Google Forms-based
survey was developed. The survey covered all the bases in terms of questions needed to
measure the impact of the lockdown on students. It was disseminated to different colleges
and universities all over Pakistan to solicit input from their student bodjies.

A total of 30 questions were included in the questionnaire. The type of data was
numerical, and the data of the responses were in the form of “.csv” format. However, after
much deliberation, only 28 questions were chosen for further analysis, and the rest was
ignored. These questions were considered important factors in determining how accurately
grades were calculated. The decision class chosen for prediction was the ‘final result’, either
pass or fail. Below, Table 2 lists some of the questions from the survey and how many
responses were received against each of the responses.

Each question from the questionnaire is listed above; SA in the table represents
“strongly agree”, A represents “agree”, N represents “normal”, D represents “disagree”,
and SD represents “strongly disagree”. While making predictions of student performance,
class imbalance is the key problem. As the SMOTE technique, besides its limitations,
works well in handling the class imbalance problem, so after collecting the data, the
SMOTE method was used to conduct a resample to correct the skewed results. Instances of
minorities benefiting from SMOTE have grown. Before applying, SMOTE data collected
was 11,000 in number. By resampling the data, it has helped with generalization and with
lowering bias. The resampled data has increased the responses to 14,000. Out of these total
responses, 85.79% of responses were of Safe label, and 14.21% were of At-Risk label.

A total of 14,000 initial responses were gathered after the resampling phase. The
dataset was reduced to 12,000 responses during the pre-processing stage. These responses
were collected from students actively enrolled during the COVID-19 pandemic. These
students studied computer science, software engineering, information technology, business
administration, and management sciences. About 68% of the students in this data set were
undergrads, 20% had master’s degrees, and 12% had doctoral degrees.
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Table 2. Survey questions involved in the dataset.

Learners’ Feedback

Characteristics
5 4 3 2 1

Mentors were guiding properly. 1540 3990 2055 1800 1615
Lectures were taken timely. 2365 6950 845 380 460
Free time was available. 2820 4750 1360 1095 975
Avail of the feedback option after the lecture. 2190 7095 975 325 415
Book reading habit. 4120 5770 145 555 310
Made proper notes during the lecture. 2845 3910 1280 1500 1465
Stress while revising lectures. 2880 4610 1350 870 1290
Knowledge retaining ability. 2040 4190 2155 1850 765
Having healthy relationships with family members. 2600 6220 277 1018 885
Enough income. 3160 5345 720 660 1115
Practicals are conducted weekly. 1930 7434 525 772 339
Strong internet connection. 2372 7550 248 450 380
Healthy diet pattern. 1445 7660 540 1185 170
Exercise daily. 1372 8429 135 623 441
Last semester’s GPA was fine. 1888 6656 576 1360 520
The quiz was taken weekly. 4189 5170 622 576 443
Assignments are uploaded regularly. 2814 5889 544 1432 421
Used social media applications. 3859 5590 966 240 345
Involved in social gatherings. 1540 3990 2055 1800 1615
Attended lecture attentively. 2365 6950 845 380 460
Did a part-time job during studies. 1445 7660 540 1185 170
The nature of the job was online. 1372 8429 135 623 441
The presentation was given online. 1888 6656 576 1360 520
Decision Label SA A N D SD

Figure 5 shows how the valuable characteristics learned from students are distributed
statistically. The number of students is shown along the vertical axis, and their responses to
each question are shown along the horizontal. It just depicts the feedback given by students
regarding the factors shown in Figure 5. Pre-processing of collected data via filtering
was used to perform data imputations following data resampling. It was used to deal
with missing values and outliers and impute and discard noisy data that wasn’t necessary.
Following data preparation, a 1D-convent CNN was used, with choosing features, and
extraction was performed implicitly by the network.
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Figure 5. Data distribution for the valuable characteristics learned from students.
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Figure 6 above shows how different data attributes affect a student’s final grade.
Figure 6 displays the outcome for some of the factors that were predicted by the model that
these factors have or do not have any effect on the student’s performance. Learners’ physical
and mental well-being, as well as their prospects for further study and employment, are
all affected by the variables depicted in the figure. Both the safe and risky influences of
these input characteristics have been identified. If the x-axis label is a zero, the students are
secure and have done well academically.
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Figure 6. Impact of various factors on the result of students.
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In contrast, students deemed at risk of dropping out and who would benefit from
immediate intervention are indicated by the brown color and labelled “1”. Student feedback
on their online learning experiences during COVID-19 is plotted along the y-axis. More
people who responded “yes” or “no” to that criterion or who gave an average response are
represented by the thicker section. Figure 7 displays a taxonomy of the entire body of work.

Students Performance Assessment

* ¢ * ) Evalration
. Confusion Matrix
Software Algorithms Aim
| LSTM 195, Saf Precision
Googﬂe Collab Z'- |: dls Accuracy
CNN At—Risk Recall
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Figure 7. Taxonomy of proposed work.

The valuable input features selected and extracted by CNN are depicted in Figure 7
above and include the following: quizzes, homework, screen time, number of clicks, social
media, group meetings, class participation, age, gender, admission score, attendance,
midterms, presentations, part-time work, diet, internet access, income, family, sleep, mental
health, stress, books read, notes taken, feedback received, mentor, and free time. These
traits were already imparted to the model during its training phase.

Four input features are graphically represented in Figure 8. These features are plat-
forms, lectures, suggestions, and studying. The y-axis represents the total number of
students, while the x-axis displays the various data attributes. Coloration based on whether
or not students were happy with the lecture delivery platforms is shown in dark blue. If the
teacher’s lectures were held on time, they would be represented by a green bar. A student’s
ability to comment on class discussions is represented by a light blue. Finally, the yellow
block represents responses from students about whether or not they were given adequate
reading and learning materials for their courses.
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Figure 8. Graphical representation of input features.

The dataset was then made available in.csv format following the collection of data
attributes. The information was initially transformed into a numerical format. The Google
Collab platform was implemented in the model train. The “tensorflow” and ‘keras’ neural
network libraries, as well as the ‘NumPy’ numerical computing library and the “pandas’
data structure library, must be imported before the task can be executed. To ensure that
results could be replicated, we later used the sklearn library to divide the data into a testing
set and a training set, with a test size of 0.3 and a random state of 42. The model setup is
shown in Figure 9 below.

convld_2_input | input: [(None, 59, 1)]
InputLayer output: | [(None, 59, 1)]

'

convld_2 | input: (None, 59, 1)
ConvlD | output: | (INone, 57, 64)

convld_3 | input: (None, 57, 64)
ConvlD | output: | (INone, 55, 64)

Istm_1 | input: (None, 55, 64)
LSTM | output: (None, 64)

I

dense_1 | input: | (None, 64)

Dense output: | (None, 1)

Figure 9. Model’s configuration.
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The model’s ‘Sequential’ class structure allows for linear layer stacking. There were
three distinct layers of the model’s structure. Potential features were extracted from the
input layer using two 1D convolutional layers. The ReLU activation function was used
in the first ‘Conv1D’ layer, containing 64 filters with a kernel size of 3. The ReLU was
used again in the second ‘Conv1D’ layer, comprised of 64 filters with a kernel size of
3. The next layer is the long short-term memory (LSTM) layer, utilized with 64 units to
capture orderly dependent variables in classifying the gathered attributes. We used dropout
regularization to reduce overfitting with an input and recurrent connection dropout rate of
0.2. To produce the final binary classification output, a dense layer was added at the end,
comprising a single unit and the sigmoid activation function. The model’s performance was
fine-tuned using the SGD classifier and the ‘binary_crossentropy’ method, which worked
well to address binary classification issues. The combined use of 1D-CNN and LSTM has
been shown to accurately predict students” outcomes in the pursuit of precision education
to 98.8%. Correctly predicted occurrences for safe and risky categories are displayed in
Figure 10 below.

Safe

At Risk

Figure 10. Classification of data points into safe and at-risk classes.

Figure 10 emphasizes the sum of correctly classified instances for both classes. The
predicted percentages of safe students and those at risk for academic failure in the near
future were 86.79 and 13.21, respectively.

Figure 11 below shows the accuracy achieved during training and validation. X-axis
indicates the number of epochs, and Y-axis shows the accuracy. The total number of epochs
was 50. The blue line shows the training accuracy, which reached up to 98%. The orange
line demonstrates the validation accuracy, which reached up to 98.8%.

The same goes for Figure 12 below, which portrays the value of loss achieved during
training and validation. X-axis shows the number of epochs, and y-axis gives the loss value.
The total number of epochs was 50. The blue line shows the training accuracy, which has
given a loss value of 0.7%. The orange line demonstrates the validation loss, which has
given a loss value of 1%.
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Figure 12. Training and validation loss.

Recall, precision, and F1-measure scores were generated after the model had made its
predictions and were used to assess the model’s validity. The model’s safe classification
performance was 97.1 percent recall, 99.5 percent precision, and 98.1 percent F1 measure.
The model’s performance in identifying high-risk individuals was 97.5 percent recall,
97.5 percent precision, and 97.5 percent F1 measure as shown in following Table 3.

Table 3. Detailed performance analysis for both classes.

Classification Accuracy Precision F1-Score Recall

Safe 98.8% 99.4% 98.1% 97.6%
At Risk 98.2% 97.9% 97.4% 97.5%
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Figure 13 is a 2 x 2 confusion matrix demonstrating the predicted conclusion using
a deep learning model, which may affect students” grades. A comparison of the model’s
predicted value and its observed value has been plotted in this matrix.

8500
8478 476 =i
Safe

0.77% (0.04%) 4500

2
8 2500

%
= 1500

At Risk; 242 1623 -500

(0.02%) (0.14%)
-300

Safe At Risk
Predicted Label

Figure 13. Confusion matrix for deep learning framework.

The proposed framework has been seen to achieve state-of-the-art performance by
combining two deep learning models. In Table 4, we compare the findings of this study to
those of other, more established studies on evaluating student progress toward educational
precision. Evaluation methods, feature selection classifiers, the number of valuable features
chosen, and accuracy are all compared across these works. Also, Table 5 below compares
the proposed work with deep learning models.

Table 4. Comparison of some recent studies with deep learning framework.

Paper Technique FS Algorithm Chosen Attributes Accuracy
[42] KNN, DT, NB, ANN & SVM GA 10 91.12%
[44] NB, KNN, DT & DISC SBS, SFS & DE 6 83.09%
[45] ANN, AdaBoost & SVM WES & CFS 9 91%
[46] CatBoost Pearson Correlation Coefficient 15 96.8%
[47] KNN, DT, SVM, NB & LR HHO, PSO & HGSO 25 98.6%

[Our work] LSTM, CNN 1D-CNN 28 98.8%

Table 5. Comparison with existing deep learning models.

Paper Technique FS Algorithm Accuracy
[48] CNN + RNN Galactic Rider Swarm Optimization 94%
[49] CNN + LSTM CNN 80.52%
[50] LSTM + RF + GB LSTM 96%
[51] 2D CNN CNN 88%

[Our work] CNN + LSTM 1D-CNN 98.8%

5. Conclusions and Future Recommendations

It is essential to implement more precise teaching methods to increase the number of
students who graduate from advanced educational institutions and provide an education
of the highest possible quality. This necessitates preventative measures for keeping tabs on
and bettering student performance. The information gleaned from data mining techniques
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is invaluable because it enables the discovery of valuable outlines that can be implemented
in the classroom. Additionally, deep learning and machine learning regressors have both
contributed significantly to the advancement of precision education. In this study, we look
at how deep learning architecture can improve online education, specifically during the
COVID-19 outbreak in Pakistan. While there are established models for estimating student
performance, some have low generalizability and use a small number of hand-picked
attributes. Overfitting is possible as a result of these restrictions due to insufficient data. A
web-based survey was developed for this purpose and distributed to all Pakistani academic
institutions. Bachelor’s, Master’s, and Doctoral students all filled Performa positions. A
total of 14,000 records were gathered for the dataset. Eleven thousand responses were
gathered after initial processing was complete so the study could proceed. Twenty-eight
useful features were gleaned and passed along to the model-training stage. The model
was trained using a deep learning framework with a 1ID-CNN and LSTM. Predictions
made using the trained model have shown superior performance to all other models,
with an increased accuracy of 98.8% and a loss of only 1.2%. According to the results
of this study, deep learning frameworks help produce reliable forecasts. Therefore, this
research accurately predicted students” performance, allowing for timely interventions
and precision education. Finally, we compare the findings of this study to those of other
studies on evaluating student progress toward educational precision in terms of features
considered and with the existing deep learning models. The limitation of the study is that
the usage of the large dataset with 28 features for prediction may make it less practical for
researchers with limited computing capabilities.

To predict student performance in both traditional and online educational systems
beyond the COVID-19 period, the following work needs to be extended in the future:

Putting deep learning architecture into action for the period after COVID-19.
Researchers could explore feature reduction techniques or alternative models that bal-
ance predictive performance and computational efficiency to mitigate computational
challenges, such as simpler RNN variants or attention-based models.

e Increasing the size of the dataset and looking into data augmentation techniques can
help prevent overfitting and lead to a more generalized model.

e  The proposed framework could be an example for other developing nations facing
similar difficulties due to the COVID-19 pandemic.

e Deploying pre-tuned models through transfer learning to improve a model’s perfor-
mance even further.

e  Exploring alternative deep learning architectures like recurrent neural nets (RNNs),
GRU, or transformers to enhance efficiency and gather multifaceted student perfor-
mance data.

e A combination of synchronous and asynchronous learning opportunities across vari-
ous subject areas should be a focus of future development.
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