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Abstract: In this paper, a support vector regression (SVR) adaptive optimization rolling composite
model with a sooty tern optimization algorithm (STOA) has been proposed for temperature prediction.
Firstly, aiming at the problem that the algorithm tends to fall into the local optimum, the model
introduces an adaptive Gauss–Cauchy mutation operator to effectively increase the population
diversity and search space and uses the improved algorithm to optimize the key parameters of the
SVR model, so that the SVR model can mine the linear and nonlinear information in the data well.
Secondly, the rolling prediction is integrated into the SVR prediction model, and the real-time update
and self-regulation principles are used to continuously update the prediction, which greatly improves
the prediction accuracy. Finally, the optimized STOA-SVR rolling forecast model is used to predict the
final temperature. In this study, the global mean temperature data set from 1880 to 2022 is used for
empirical analysis, and a comparative experiment is set up to verify the accuracy of the model. The
results show that compared with the seasonal autoregressive integrated moving average (SARIMA),
feedforward neural network (FNN) and unoptimized STOA-SVR-LSTM, the prediction performance
of the proposed model is better, and the root mean square error is reduced by 6.33–29.62%. The mean
relative error is reduced by 2.74–47.27%; the goodness of fit increases by 4.67–19.94%. Finally, the
global mean temperature is predicted to increase by about 0.4976 ◦C in the next 20 years, with an
increase rate of 3.43%. The model proposed in this paper not only has a good prediction accuracy,
but also can provide an effective reference for the development and formulation of meteorological
policies in the future.

Keywords: temperature prediction; support vector regression model; sooty tern optimization;
Cauchy–Gaussian variation; rolling prediction

1. Introduction

Meteorology plays a vital role in human production, life and health, and global
temperature change has become one of the main indicators to measure meteorological
change [1]. Since the industrial revolution, all countries have entered a period of rapid
economic development, and the massive use of fossil energy is causing CO2 emissions
to increase year by year. However, the resources that can absorb CO2, such as forests
and wetlands, are being excessively destroyed, the energy absorbed and released by the
Earth’s atmospheric system is becoming unbalanced and the greenhouse effect continues to
accumulate, leading to a steady rise in global temperature [2]. Especially since the beginning
of the 21st century, a large number of countries or regions have reported surprisingly high
temperatures, and climate warming has become a major challenge for humanity [3]. In order
to prevent the adverse effects of these extremely high temperatures on society in advance,
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it is necessary to unearth the hidden information in the existing historical temperature data
and use this information to accurately predict the future temperature.

A temperature time series includes the interaction of many aspects, and the final result
is non-linear and unstable, and the data are very random, making it difficult to predict
accurately. However, refined temperature prediction results can not only guide people to
arrange their work and daily life in an orderly manner, but also provide decision support
for early warning of potential meteorological disasters, which is of great significance for
national policy development and people’s lives [4,5]. Therefore, in recent years, more and
more scholars have started to study temperature prediction and analyze the causes of global
warming. Accurate temperature prediction and the study of the causes and influencing
factors of temperature change have become the focus of scientific and social circles.

At present, most researchers focus on the application of various models for prediction.
However, they lack further optimization of the model itself, and they often choose empirical
values for some important super-parameters in machine learning, which may weaken the
prediction accuracy. Second, most studies mainly use static data sources in the data matrix
for prediction analysis. Since temperature prediction is a long-term data prediction, static
data may lead to an increase in the final error, resulting in a decrease in the accuracy of the
prediction results. To this end, this study has made improvements on the above points, and
the main contributions are as follows:

(1) The key parameters of the SVR model are optimized by using the sooty tern algorithm.
Considering the problem that the sooty tern algorithm tends to fall into the local
optimum, the model introduces the adaptive Gauss–Cauchy mutation operator to
effectively increase the population diversity and search space.

(2) This paper integrates the real-time updating and self-regulation principle based on
rolling prediction into the SVR model, and it uses the updated data by eliminating
the earliest data series so as to effectively improve the problem of accuracy decline
caused by the long prediction cycle.

(3) The SVR and long short-term memory (LSTM) models are applied to the research
of temperature prediction. LSTM models can solve the problem that the traditional
neural network model is unable to process the long time series to predict the residual
error of SVR, so as to further improve the prediction accuracy.

The rest of the paper is organized as follows: Section 2 is a summary of the relevant
literature from the two aspects of the single method prediction model and the combination
method prediction model; Section 3 presents the sources of the data used in this study and
pre-processes the collected global annual mean temperature data. Section 4 introduces
the proposed optimization algorithm and a research model for long-term temperature
prediction. In Section 5, the data set is divided into training and test sets, and the model
proposed in this paper is used for empirical analysis. Section 6 compares the prediction
performance of the proposed model with other typical advanced methods, discusses the
validity and accuracy of the model, and predicts the data for the next 20 years. Section 7
summarizes the main results of this paper.

2. Related Works

In order to accurately predict the temperature, many scholars have conducted a lot of
research; there are a lot of temperature prediction methods, including the establishment of a
single model for forecasting and the establishment of a combination model for forecasting.

2.1. Predictive Model Based on a Single Method

The establishment of a prediction model based on a single method aimed mainly to
use the original data set, mining the historical law of the data, and then use the model to
continue the law, so as to make predictions. This prediction method mainly includes the
mathematical statistics prediction method and the machine learning prediction method.

In terms of the mathematical statistical forecasting methods, Harnack et al. [6] used
jackknifed regression and a measure of intra-seasonal atmospheric circulation variability
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to predict the pacific sea surface temperature (SST). By greatly increasing the effective
independent sample size, the introduction of jackknifed regression makes the prediction
technique more quantifiable than in previous studies. Zhang et al. [7] proposed a new
multivariate gray prediction model considering the spatial proximity effect for time series
prediction, constructed the spatial proximity effect term, incorporated it into the traditional
discrete multivariate gray model and established a new model to overcome the problem of
ignoring spatial features in the traditional gray model. The experimental results show that
the proposed method is robust and can be widely applied. Liang [8] used the autoregressive
integrated moving average (ARIMA) model to study the air temperature prediction in
Antarctica and analyzed the factors affecting the surface air temperature in Antarctica.
Saha et al. [9] developed a space-time autoregressive moving average (STARMA) model
based on a fuzzy inference system (FIS) weight matrix, which accurately predicted the
temperature of West Bengal in India. The proposed fuzzy rule-based weighted STARMA
model was found to be superior to both the STARMA and ARIMA models. In the case
of temperature forecasts, Möller et al. [10] proposed combining the state-of-the-art en-
semble model output statistics (EMOS) with an ensemble adjusted by an autoregressive
process fitted to the respective error series by a spread-adjusted linear pool to reduce
the uncertainty in the outputs of numerical weather prediction (NWP) models. Moti-
vated by the observation that adjacent regions usually show similar temperature trends,
Shi et al. [11] considered temperature prediction as a spatiotemporal sequence prediction
problem and proposed a new self-attention joint spatiotemporal network (SA-JSTN) deep
learning model for temperature prediction which is able to integrate the global spatial cor-
relation into the temperature series prediction problem, thus showing better performance
especially in short-term prediction. Kim et al. [12] established hierarchical models with time-
varying parameters by considering the coefficient and variance of the state-space model,
discussed the Bayesian inference of such models and applied them to hemispheric surface
temperature prediction.

For the machine learning forecasting method, Fister et al. [13] used three different
computational frameworks for temperature forecasting: a convolutional neural network
(CNN) with video-to-image translation, several ML approaches including lasso regression,
decision trees and random forest, and finally a CNN with a preprocessing step using
recurrence plots that convert time series into images. Using these frameworks, very good
forecasting capabilities were obtained for the Paris and Cordoba regions. Joshi et al. [14] pre-
dicted the extreme temperature (maximum and minimum temperature) of the Himalayas in
winter based on an artificial neural network (ANN), which has obvious advantages in the
application of temperature prediction. Wei et al. [15] separated the SST time series data into
climatological monthly mean and monthly anomaly data sets and constructed two ANN
models. The combination of these two models provides the final SST prediction results.
This method was applied to the 12-month lead time SST prediction in the South China Sea.
The results show that the proposed training method provides good prediction accuracy.
Haq et al. [16] used the LSTM model to predict the ambient temperature in Himachal
Pradesh with data sets, and the result reflected that the LSTM performed better than the
ANN in the time series verification of single parameters. Alomar et al. [17] used a variety
of machine learning algorithms such as regression tree (RT), SVR, quantified regression
tree (QRT), random forest (RF) and gradient lift regression (GBR) to predict short and
medium term (daily and weekly) air temperatures over the North American continental
climate. It was found that both RT and SVR performed very well in predicting weekly
temperatures. Radhika et al. [18] used SVM to predict temperature and compared the pre-
diction results of SVM with those of multi-layer perceptron (MLP) and ANN, finding that
SVM always had better prediction performance. Chen et al. [19] proposed a data-driven
model, ResGraphNet, which improved prediction accuracy by embedding the residual
module, and they compared the results with 11 other prediction models, finding that
ResGraphNet had the best prediction performance. Aghelpour et al. [20] established a
seasonal autoregressive integrated moving average (SARIMA) stochastic mode to predict
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the average temperature data of several cities in Iran. The accuracy of the proposed model
was compared with SVR and its merged type with firefly optimization algorithm (SVR-FA)
in long-term forecasting of monthly mean temperature. The results showed that the models
had better performance in extra-arid and warm (Abadan) and then extra-arid and cold
(Isfahan) climates in long-term forecasting. Zhang et al. [21] designed a convolutional recur-
rent neural network (CRNN) model based on a CNN and recurrent neural network (RNN)
to predict the temperature in mainland China, and the error was about 0.0907 ◦C. Fister
et al. [13] proposed three different computational frameworks for long-term summer air
temperature prediction: a CNN with video-to-image translation, several machine learning
(ML) approaches including lasso regression, decision trees and random forest, and finally a
CNN with a preprocessing step using recurrence plots that convert time series into images,
which facilitated a very good prediction ability in both the Paris and Córdoba regions.
Karevan et al. [22] developed a data-driven transductive LSTM (T-LSTM) for temperature
prediction based on the LSTM network model and taking into account the quadratic cost
function of the regression problem. In practice, the T-LSTM gave a better result than the
LSTM. Baareh et al. [23] used a non-linear model structure to predict the temperature at
Mumbai city airport in India using the fuzzy logic technique. The results of the fuzzy logic
model were satisfactory, as was the error calculation.

2.2. Predictive Model Based on a Combination of Different Methods

For forecasting problems, models that use a single method to predict changes in
variables have their own limitations. To make the prediction more accurate, some scholars
have proposed various combination prediction models based on the advantages of different
models. The types of these models can be mainly divided into the following four categories:

The first method is to combine the time series model with the machine learning model.
For example, Jin et al. [24] used the hybrid forecasting model of ARIMA-LSTM to predict
the changing trend of COVID-19 in China in the upcoming 50–60 days (11 October 2022
to 9 December 2022). Su [25] used a combined ARIMA-SVR model to perform forecasting
analysis of financial markets. The linear and nonlinear characteristics of the ARIMA and
SVR models were considered. The results show that the combined ARIMA-SVR model has
a better forecasting effect and higher forecasting accuracy than the single ARIMA or SVR
model. Guo et al. [26] proposed the LSTM-CP combination model, which is composed of the
LSTM and Chebyshev polynomial (CP), for precipitation forecasting. Through theoretical
analysis and experimental comparison, the LSTM-CP combination model requires fewer
parameters and a shorter running time than the LSTM network. Meanwhile, the prediction
accuracy of the LSTM-CP combination model is significantly improved compared to the
SVR model, ARIMA model and MLP model. LSTM and Informer were used by Ji et al. [27]
to predict the trend and residual components, respectively. The two predicted values above
were then added together with the seasonal component to obtain the final predicted value
of the rabbit hutch environment.

The second type is the combinatorial prediction model based on a variety of machine
learning. With the rapid development of deep learning, the combinatorial optimization of
machine learning models has gradually become a research hotspot in the academic field.
The prediction performance of three deep neural networks, MLP, LSTM and combined
CNN-LSTM, were compared by Roy [28]; the results show that the combined CNN-LSTM
model outperforms the other models in both prediction horizons. Xiao et al. [29] built
a spatiotemporal deep learning model based on convolutional long short-term memory
(ConvLSTM) to predict the trend of sea surface temperature change, which has a good
application prospect in short- and medium-term sea surface temperature field prediction.
For the same problem, Yang et al. [30] combined two models of deep bidirectional and
unidirectional long short-term memory (DBULSTM) and Adaboost strong learner. The
DBULSTM-Adaboost model was proposed to predict sea surface temperature. The results
show that the model is superior to other classical models in different sea areas and at
different forecast levels. Nketiah et al. [31] used the LSTM-RNN model to predict the
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atmospheric temperature of five cities in China. Compared with other basic models, this
model proved to be the best model for predicting the atmospheric temperature of the
corresponding cities.

The third type of literature is the combined prediction model based on intelligent
algorithms and machine learning. With the integration and application of intelligent opti-
mization algorithms in recent years, more and more researchers are combining intelligent
algorithms with machine learning models to search the solution space of problems more
efficiently. Tran et al. [32] used genetic algorithm (GA) meta-learning principles to optimize
the super-parameters of ANN, RNN and LSTM networks to overcome the parameter limi-
tations of traditional prediction models. The results show that the hybrid model of LSTM
and GA outperforms other models for long lead time forecasting. Tao et al. [33] proposed a
novel intelligence model (ANFIS-muSG) by hybridizing an adaptive neuro-fuzzy inference
system (ANFIS) with two metaheuristic optimization algorithms, the salp swarm algo-
rithm (SSA) and the grasshopper optimization algorithm (GOA), for global solar radiation
prediction at different locations in North Dakota, USA. The performance of the proposed
ANFIS-muSG model was compared with classical algorithms, which showed 25.7–54.8%
higher performance accuracy in terms of root mean square error at different locations of
the study areas.

The fourth type is the combinatorial forecasting model based on the decomposition
integration algorithm. Some scholars integrate the decomposition integration algorithm
into the traditional forecasting model for temperature prediction. Based on the good
decomposition-reconstruction characteristics of complementary ensemble empirical mode
decomposition (CEEMD) for uncertain time series and the advantages of bi-directional
LSTM (BiLSTM), a coupled CEEMD-BiLSTM temperature model was constructed by
Zhang et al. [34] to solve stochastic prediction and applied to the prediction of monthly
temperature in Zhengzhou City. Ahmed et al. [35] established a hybrid forecasting model
based on the combination of wavelet decomposition (WD) and seasonal autoregressive
integrated moving average with exogenous variables (multiple seasonal time series model,
SARIMAX), which realized the accurate prediction of temperature in Delhi, India.

A comparison of the major methods used in the existing literature is listed in Table 1.
There is a large body of literature using different methods to predict temperature to varying
degrees. All of these prediction models show good accuracy and stability and have a high
generalization ability. From the literature summarized above, it can be seen that the main
method of temperature prediction is to find the historical law of the data change and then
use the model to continue its law to make the prediction. The most important thing is to
train the model, make the model close to the data, and improve the degree of fit between the
model predicted value and the test set data. However, most of the existing research mainly
focuses on applying different models for prediction and lacks further optimization of the
model itself. Some important hyperparameters in machine learning are often empirical
values. Second, most studies mainly use the static data in the data matrix for prediction
analysis. As temperature prediction is a long-term prediction, it may increase the final error
and decrease the accuracy of the prediction results. In addition, there is little literature on
temperature prediction by combining the two types of machine learning algorithms.
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Table 1. Comparison between the main methods used in the existing literature.

Methods Advantages Disadvantages

Mathematical statistical-based
forecasting methods

1© The main models include time series
models, gray prediction, differential
equation models, etc. These models can
fully utilize data information, compute
faster, require less data and can
determine model parameters dynamically.
2© Some models can show a significant

relationship between dependent
variables and independent variables and
have good statistical properties.

1© Over-reliance on existing data can lead
to large errors in long-term forecasting
and is only suitable for short-
term forecasting.
2© The model is relatively simple, the

factors considered are insufficient and the
forecasting results are one-sided.
3© Most mathematical statistical models

are linear models that cannot capture
non-linear segments of complex
time series.

Machine learning-based methods

1© The main models include ANN, CNN,
RNN, LSTM, GA models, etc. The
computation is simple, with strong
robustness, memory, and strong
self-learning ability.
2© Some machine learning, such as SVM,

is easy to find the global optimal solution;
suitable for small samples.

1© Sensitive to the selection of some
hyper-parameters, which requires
tedious parameter adjustment.
2© For some algorithms, such as neural

network and GA, the learning process
inside the model cannot be observed; the
output results are difficult to predict.
3© Learning time is too long, may not

achieve the purpose of learning.

Combination of different methods

1© Combined with the advantages of
mathematical statistics and machine
learning, it can capture the overall change
rules of data sets with complex motion
laws and reduce information loss.
2© It has higher prediction accuracy and

stability than a single prediction model.

It is necessary to select multi-dimensional
and huge training data for model
construction to improve the reliability of
the model and greatly increase the
computational complexity.

3. Data Preprocessing

Before the industrial revolution, the way of life and production in countries around
the world was mainly based on agriculture and handicrafts, so the human impact on
the ecological environment was not significant during this period. However, with the
advent of the Industrial Revolution, the gradual popularization of machine production
and the increasing consumption of fossil fuels such as coal, oil and natural gas have
greatly increased the emission of greenhouse gases. At the same time, deforestation
and the depletion of natural resources such as wood have further exacerbated the global
greenhouse effect.

Considering the impact of human activities on the environment, this paper selects the
temperature data series after the second industrial revolution (1880) to present for empirical
analysis. The data are taken from the website of the National Oceanic and Atmospheric
Administration [36]. The dataset records global annual mean temperature (both over land
and sea) from 1880 to 2022. Each temperature in the dataset is different from the 20th
century mean temperature (1901–2000). The 1901–2000 mean is known to be 13.9 ◦C, and
the difference value is used to reconstruct the real temperature data.

The difference value and the real value of the temperature are shown in Figure 1.
The red part of the cluster histogram indicates that the difference value is negative, i.e.,
the global annual mean temperature in that year was lower than the 1901–2000 mean
temperature of 13.9 ◦C. The blue part of the cluster indicates that the difference value is
positive, i.e., the annual mean temperature is higher than the 1901–2000 mean temperature.
The green line is the true global annual mean temperature from 1880 to 2022. As can be
seen in the figure below, 2016 was the year with the highest global mean temperature from
1880 to 2020, with an annual mean temperature of 14.93 ◦C. The lowest year was 1917, with
a temperature of 13.46 ◦C.
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In order to fully analyze the characteristics of the time series, trend separation is
performed on the original data. The long-term trend and the seasonal trend of the series
are shown in Figure 2.

Sustainability 2023, 15, x FOR PEER REVIEW 7 of 22 
 

 

1880 to 2020, with an annual mean temperature of 14.93 °C. The lowest year was 1917, 
with a temperature of 13.46 °C. 

 
Figure 1. Differences and true values of global mean temperature from 1880 to 2022. The green line 
is the true global annual mean temperature, the red part of the cluster histogram indicates that the 
difference value is negative, blue is positive. 

In order to fully analyze the characteristics of the time series, trend separation is per-
formed on the original data. The long-term trend and the seasonal trend of the series are 
shown in Figure 2. 

 
(a) 

 
(b) 

Figure 2. Series plot of the trend of temperature change, where (a) is the series plot of the long-term 
trend and (b) is the series plot of the seasonal trend. 
Figure 2. Series plot of the trend of temperature change, where (a) is the series plot of the long-term
trend and (b) is the series plot of the seasonal trend.



Sustainability 2023, 15, 11068 8 of 22

The trend graph in Figure 2a shows the general direction of the data in the long time
series. It can be seen that the global mean temperature has a relatively smooth upward
trend. As can be seen in Figure 2b, the seasonal components show repeated trends in time,
direction and amplitude, and the original time series has obvious seasonal characteristics.

In this paper, 143 samples of global annual mean temperature data from 1880 to 2022
were selected, of which 70% is the training set and the remaining 30% is the test set to test
the prediction performance of the model.

4. Methodology

In this paper, an adaptive Gauss–Cauchy mutation operator is introduced to effectively
increase the population diversity and search space and to improve the STOA, which is prone
to local optimum problems. The key parameters of the SVR model are optimized by using
the improved sooty tern algorithm so that the SVR model can mine the linear and nonlinear
information in the data well. Through the optimized SVR rolling prediction model, the
final temperature prediction results are obtained. The principle of an adaptive STOA-SVR
rolling combination prediction model proposed in this study is shown in Figure 3.
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As shown in Figure 3, the method used in this paper can be divided into three steps:
Firstly, to avoid the possibility of the sooty tern algorithm stalling after finding the local
optimal solution, the Gauss–Cauchy mutation operator is introduced on the basis of the
traditional sooty tern algorithm. After each iteration, the improved sooty tern algorithm
perturbs the current optimal individual position to obtain a new position. This perturba-
tion strategy expands the search space and improves the global search capability of the
algorithm. Secondly, it is found that the predictive performance of the SVR model is closely
related to the choice of its super-parameters. Therefore, the improved STOA algorithm is
introduced into the SVR model, and the optimized STOA algorithm is used to calculate the
optimal parameters according to the training set data. Then, the optimal parameters ob-
tained by the sooty tern algorithm are applied to the SVR model. According to the real-time
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updating and self-adjusting characteristics of rolling prediction, it is integrated into the
SVM prediction model. Finally, an adaptive and optimized STOA-SVR rolling temperature
prediction model is established based on the SVM, STOA and rolling prediction, and the
global average temperature for the next 20 years is predicted.

4.1. SVR with Fusion Rolling Prediction

By using appropriate kernel function parameters, SVR can capture linear and non-
linear relationships well in time series data and dig out historical laws of data, which has
a very good effect on temperature prediction. By integrating rolling prediction into the
SVR prediction model and using its real-time updating and self-adjusting principle, the
prediction accuracy can be greatly improved.

4.1.1. Introduction of the SVR

In this paper, the main objective is to use the historical temperature data for fitting,
find a function to fit the relationship between time and temperature series and expect to
obtain a result with minimum fitting error so that this function can be used to predict the
future temperature. This can be achieved by the SVM model [37], which mainly maps the
input to a high-dimensional feature space by nonlinear mapping (kernel function) and then
constructs the optimal classification hyperplane in this space. Therefore, it can provide the
fitting equation with very high accuracy without worrying about local optimization and
multicollinearity problems. For the existing global mean temperature data sample D, the
expression of the optimization problem corresponding to SVR is as follows:

min
w,b,ξi ,ξ̂i

1
2
‖w‖2 + C

m

∑
i=1

(ξi + ξ̂i) (1)

s.t.
{

f (xi)− yi ≤ ε + ξi, 0 ≤ ξi(i = 1, 2, · · · , m)
yi − f (xi) ≤ ε + ξ̂i, 0 ≤ ξ̂i(i = 1, 2, · · · , m)

(2)

where w is a weight vector that determines the direction of the hyperplane; C is a penalty
factor and a non-negative relaxation variable; ε is an insensitive loss function and represents
the allowable error between the regression value and the true value.

The Lagrange function is then introduced, the appropriate kernel function is deter-
mined according to the Karush–Kuhn–Tucker (KKT) condition and a series of transforma-
tions of the equation are performed to obtain the SVR regression function:

f (x) =
n

∑
i=1

(αi − α∗i )K(xi, x) + b (3)

where αi and α∗i are the Lagrange multipliers that satisfy the constraint conditions; K is the
kernel function; b is the offset of the regression function.

The appropriate choice of penalty factor, insensitive loss function and kernel function
is the key factor affecting the SVR function. The Gaussian radial basis kernel function
(RBF) has the advantages of few parameters, low computational complexity and easy
implementation, so in this study, the RBF function is selected as the kernel function of the
SVR regression model to improve the prediction performance of global mean temperature.
The expression of the RBF kernel function is:

K(xi, xj) = exp(−
∥∥xi − xj

∥∥2/2δ) (4)

where δ is the width parameter of the kernel function; xi is the input sample and xj is the
center of the kernel function.
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4.1.2. SVM Regression with Rolling Prediction

Traditional SVM prediction mainly uses static data sources in the data matrix for
prediction analysis. Therefore, only the fixed temperature data from 1880 to 2022 is used
for prediction, and the previously obtained prediction results cannot be incorporated into
the updated data series. This may lead to an increase in the final error so that the accuracy
of the long-term forecast results is seriously reduced.

Therefore, according to the real-time updating and self-adjusting application principle
of rolling forecast, it is integrated into the SVM forecasting model, and the earliest data
series is eliminated by using the updated data. By constantly updating the data formed at
the next moment, a closed ring forecast structure is formed, and then a series of forecast
data is obtained.

Finally, the temperature predicted by the model is compared with the actual tempera-
ture of the test set, and the error and goodness of fit are calculated to evaluate the accuracy
of the model prediction. This process can effectively improve the prediction of the SVM.
The specific steps are as follows:

Assuming that the rolling step size is N, the training set is divided into m sequences
according to the rolling step size. The real data at the first N times of the i-th subsequence
are known to be x1, x2, . . . , xN. The number of subsequences xN+1 at time N + 1 is predicted
according to the data of the first N moments of the known subsequence. When time N + 1
is reached, the data of that time are added to the real data and the data farthest from the
data point are removed. At this point, the time series is x2, x3, . . . , xN, xN+1. The time series
at this point is then used to predict the output interval of the sub-series at time N + 2. The
prediction is completed according to this rolling prediction mode. The input and output of
the rolling prediction training set are shown in Equation (5).

X =


x1 x2 · · · xN
x2 x3 · · · xN+1
...

...
...

xm xm+1 · · · xN+N−1

, Y =


xN+1
xN+2

...
xN+m

 (5)

where X is the training input sample and the training dimension is m × N; Y is the training
output sample; the training dimension is m. The calculation of the training output sample
is predicted by the SVM, and the prediction formula is as follows:

TxN+k =
N+k−1

∑
i=k

(αi − α∗i )K(xi, xN+k) + b (6)

where TxN+k is the predicted mean temperature of year xN+k, and k is the k-th training
output sample.

4.2. Improved STOA Optimization Algorithm

A large number of experimental experiences show that the main parameters affecting
the SVR regression effect are the penalty factor C, the insensitive loss function ε and the
width parameter δ of the kernel function.

The penalty factor C mainly determines the accuracy and degree of generalization of
the model. If C is too large, the model will be very complicated and may cause overfitting
problems; if C is too small, it is prone to underfitting problems. By controlling the size
of the regression error, the insensitive loss function determines the number of support
vectors that satisfy the condition. If ε is too large, the number of support vectors will be
small, resulting in an overly simple model and a lack of learning accuracy. If ε is too small,
the regression accuracy will be too high, but the model may be too complicated and the
degree of generalization of the model will be reduced. The width parameter δ of the kernel
function, which controls the radial range of the function, also has a great influence on
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the learning performance of SVR. Therefore, the selecting of a reasonable combination of
parameters is a necessary condition for obtaining highly accurate regression results.

In this paper, the key parameters (C, δ, ε) of SVR were optimized using the sooty tern
optimization algorithm (STOA), and a highly accurate SVR prediction model
was established.

4.2.1. Traditional STOA Optimization Algorithm

STOA is a new optimization algorithm proposed by Himan and Kaaur [38] in 2019 for
industrial engineering problems which is inspired by the foraging behavior of seabirds in
nature. The sooty tern is an omnivorous bird that feeds on earthworms, insects, fish and
other food. This algorithm has a strong global search capability and high precision. STOA
is a population-based approach divided into a global search phase and a local search phase.
The global search phase mainly consists of three parts: collision avoidance, convergence to
the optimal solution and position update.

(1) For the collision avoidance, the following mathematical formula can be used:

B = γ× P(k) (7)

γ = α− (k× (α−Maxiteration)) k = 0, 1, 2, · · · , Maxiteration (8)

where B is the safe position to ensure no collision between black terns; P(k) is the current
position of the black tern. γ is the collision avoidance factor; k is the number of iterations; α
is set to 2.

(2) Convergence to the optimal solution can be expressed by Equation (9).{
M = β× (Pb(k)− P(k))
β = 0.5× r

(9)

where: M is the optimal position of the black tern colony; Pb(k) is the current optimal
individual; β is a random regulator; r is a random number from [0, 1].

(3) The following formula can be used to update the position:

D = B + M (10)

where D is determined according to the current position and optimal position of the
sooty tern.

In the local exploration phase, the birds can use their wings to gain height and adjust
their speed and angle of attack during migration. Their hovering behavior when attacking
prey can be defined by the following mathematical model:

x′ = R× cos(θ)
y′ = R× cos(θ)
z′ = R× θ

r = u× ekv

(11)

where R is the spiral radius; θ is the angle of attack; the range is [0, 2π]; u and v are spiral
constants, set to 1. The formula for updating the position of the sooty tern can be expressed
by Equation (12):

P(k) = (D× (x′ × y′ × z′))× Pb(k) (12)

4.2.2. Improving the STOA Algorithm

In the late iteration period of the sooty tern optimization algorithm, the diversity of the
sooty tern population weakens and individuals are easily accumulated during migration, so
the probability of the algorithm falling into the local optimum solution is greatly increased.
To prevent the algorithm from stagnating after finding the local optimum, some researchers
introduced the Gaussian mutation strategy [39].
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To solve the problem that the sooty tern optimization algorithm tends to fall into
the local optimum solution in the late optimization period, an adaptive Gauss–Cauchy
mutation operator is introduced in this paper. The main part of the Cauchy mutation
operator is the Cauchy distribution. The Cauchy distribution is a special distribution in
probability theory and mathematical statistics. It has no expectation and no mean, and
its probability density function is large in the middle and small at both ends. The Cauchy
distribution is particularly perturbed because of its unique structure of flat and long shapes
at both ends. The probability density function of the standard Cauchy distribution is:

f (x) =
1

π(x2 + 1)
x ∈ (−∞,+∞) (13)

Figure 4 shows the probability density curve of the Cauchy and Gaussian distributions.
The Cauchy distribution reaches its peak at the origin and extends smoothly from the peak
to both ends. The peak value of the Gaussian distribution at zero is higher than that of
the Cauchy distribution, and the speed of the Gaussian distribution extending to both
ends is obviously faster than that of the Cauchy distribution, which will result in poor
disturbance capability. Therefore, based on the Gaussian perturbation, the Cauchy variation
is introduced into the sooty tern algorithm. After each iteration of the algorithm, the
Cauchy variation is performed on the current optimal individual position to obtain a new
position. If the new position after mutation is found to be better than the current individual
position, the new position after mutation is selected to enter the next iteration. Such a
perturbation strategy can effectively increase the diversity of the individual population,
thereby expanding the search space and improving the global search capability of the
algorithm. The optimal position is perturbed by Equation (14):

P(k)′ = P(k)× [1 + λ1Cauchy(0, 1) + λ2Gauss(0, 1)]

λ1 = 1− t2/Maxiteration
2

λ2 = t2/Maxiteration
2

(14)

where P(k)′ is the position after mutation in the t-th iteration; Cauchy(0,1) and Gauss(0,1) are
random variables satisfying the Cauchy and Gaussian distributions, respectively. Maxiteration
is the maximum number of iterations.
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From the above equation, it can be analyzed that in the early iteration, the value of λ1
is large and Cauchy perturbation is mainly performed to allow STOA to search in a large
area. At the later stage of the iteration, λ1 decreases while λ2 increases. At this point, the
Gaussian perturbation plays a dominant role, which enhances the local search capability of
the algorithm and significantly improves the convergence accuracy.

4.3. STOA-SVR Rolling Temperature Prediction Based on Adaptive Optimization

The time series in the global mean temperature problem studied in this paper obviously
contains more than one data feature belonging to a complex nonlinear series. Using a single
prediction model may not be able to describe each feature of the data well, resulting in some
bias in the prediction result. The combination model can alleviate this problem to some
extent. Since temperatures need to be predicted over several decades, using only data from
the training set can lead to a serious loss of accuracy in the later stages of the prediction.
Therefore, this paper advocates the method of rolling prediction, i.e., the temperature data
of the first 10 years in the original data are used to predict the temperature value of the next
year, which is then added to the original series as new data, and the data of the first year
are deleted. By constantly updating the prediction, the data are formed at the next moment.

As mentioned above, the main parameters affecting the SVR regression effect are the
penalty factor C, the insensitive loss function ε and the width parameter δ of the kernel
function. Therefore, selecting an appropriate combination of parameters is a necessary
condition for obtaining highly accurate regression results. In this paper, the key parameters
(C, δ, ε) of SVR are optimized by the improved sooty tern algorithm, and a highly accurate
SVR prediction model is established. Based on the above considerations, an STOA-SVR
rolling temperature prediction model based on adaptive optimization is proposed in
this paper: 

TxN+k =
N+k−1

∑
i=k

(αi − α∗i )K(xi, xN+k) + b

(C, δ, ε) = P(k)× [1 + λ1Cauchy(0, 1) + λ2Gauss(0, 1)]

P(k) = (D× (x′ × y′ × z′))× Pb(k)

K(xi, xN+k) = exp(−‖xi − xN+k‖2/2δ)

(15)

where TxN+k is the predicted temperature in year xN+k, K is the Gaussian kernel function
and δ is the optimal width parameter found after optimizing the STOA algorithm.

5. Results

Although SVR is a linear model, it can be extended to nonlinear cases by selecting
appropriate kernel functions. This means that SVR is good at capturing both linear and
nonlinear relationships in the data. Therefore, the research idea of this paper is to first use
the improved STOA algorithm to optimize the parameters of the Gaussian kernel function
of SVR, and then, based on the idea of rolling prediction, to use SVR to predict the trend of
time series to obtain results.

5.1. SVR Parameter Solution Based on Enhanced STOA

Based on the above model, the STOA algorithm is used to solve for the optimal
parameters of the SVR. The detailed procedure is shown in Algorithm 1:
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Algorithm 1: SVR parameter solution based on improved STOA

Input: Data set D, population size N, maximum number of iterations Maxiterations, maximum
Cmax and minimum Cmin of the penalty factor, maximum δmax and minimum δmin of the width
parameter, and maximum εmax and minimum εmin of the insensitive loss function.
Output: The best parameter (C, δ, ε) best
1: procedure STOA
2: Initialize the parameters γ and β

3: Calculate the fitness of each search agent
4: (C, δ, ε) best ← the initial best search agent
5: Calculate adaptive weights λ1 and λ2
6: Update the positions by using Equation (14)
7: (C, δ, ε) best ← the best search agent after perturbation
8: while (k < Maxiterations) do
9: for each search agent do
10: Update the positions of each agent by using Equation (12)
11: end for
12: Update the parameters γ and β

13: Calculate the fitness value of each search agent
14: Update (C, δ, ε) best if there is a better solution than previous optimal solution
15: k← k + 1
16: end while
17: return (C, δ, ε) best
18: end procedure

In this paper, Python [40] was used to write the code of the STOA optimization algorithm,
and the initial parameter was set as: population = 20; number of iterations = 200. The
coefficient of the RBF kernel function of the SVR was assumed to be 10. Based on the
adaptive STOA algorithm, when the optimal fitness value is 0.009279, the optimal parameter
of SVR is: C = 101.2689; δ = 10−1.6491; ε = 5.5943.

5.2. Results of the SVR Rolling Forecast

To solve the problem of decreasing forecasting accuracy caused by long time series,
the idea of rolling forecasting was adopted in this paper. The rolling step size was 10,
which was used to predict the following year’s data with the data of the first 10 years and
then solved again by Python. The prediction results based on the SVR model are shown in
Figure 5.
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It can be seen from Figure 5 that the model established in this paper is accurate in
predicting the change trend of global mean temperature, and the predicted value has a high
degree of agreement with the actual value, and the error of both is small, which indicates
that the model established in this paper has a good prediction ability.

6. Discussion

To verify the accuracy and applicability of the STOA-SVR rolling prediction model for
global mean temperature, several models were selected for comparative analysis of temper-
ature prediction, and the prediction performance indices of each model were calculated.
In addition, to verify the ability of the SVR model in this paper to capture the linear and
nonlinear relationship in the data, the residual sequence obtained by the STOA-SVR model
was considered to be modified by using the LSTM model to check whether the residual
was sufficiently small.

6.1. Comparative Experimental Results and Error Analysis

In this study, the global mean temperature data set from 1880 to 2022 was used
for analysis. The calculation results of the proposed method were compared with other
traditional methods to verify the accuracy of the model.

6.1.1. Comparative Experimental Results

In order to verify the accuracy and effectiveness of the STOA-SVR model for tem-
perature prediction, a single model SARIMA, a feedforward neural network FNN and a
combined model SVR-LSTM under traditional STOA optimization were selected as com-
parative models in this study. The comparative prediction results of each model are shown
in Figure 6.
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The comparative experiments in this study were carried out under the Pytorch frame-
work. In the SARIMA model, the parameters were (2, 1, 2) and the seasonal parameters
were (1, 1, 1, 12). The number of iterations of the FNN is 100, the number of layers is
three and the activation function is ReLU. In the unimproved STOA-SVR-LSTM model, the
number of hidden layers of the LSTM is 2, the number of hidden layer neurons is 24 and
the number of iterations is 200. Using the Adam optimizer, the penalty factor of the error
term of the SVR model is 100.5, the coefficient of the kernel function is 100.5 and the degree
of the polynomial kernel function is three by default.
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As can be seen from Figure 6, compared with the single SARIMA, FNN and STOA-
SVR-LSTM combined model, the STOA-SVR rolling temperature prediction model based
on adaptive optimization proposed in this paper can better fit the data change trend of
global mean temperature, and the prediction effect is better.

6.1.2. Error Analysis

To evaluate the temperature prediction performance of each model, three indices,
root mean square error (RMSE), mean absolute error (MAE) and goodness of fit (R2), are
selected as evaluation indices. The formulas are given in Equations (16)–(18):

RMSE =

√√√√ 1
N

N

∑
i=1

(yi − ŷi)
2 (16)

MAE =
1
N

N

∑
i=1
|yi − ŷi| (17)

R2 = 1−
n

∑
i=1

(yi − ŷi)
2/

n

∑
i=1

(yi − yi)
2 (18)

where yi and ŷi are the actual and predicted values of the global mean temperature in the
test set, respectively; ȳi is the mean true temperature; N is the number of test samples.

The prediction performance indicators of each model are shown in Table 2, and the
difference comparison is shown in Figure 7.

Table 2. Results of the prediction performance indicators for each model.

Methods SARIMA FNN Unimproved STOA-SVR-LSTM Model Our Model

RMSE 0.1283 0.1250 0.0964 0.0903
MAE 0.1479 0.0985 0.0802 0.0800

R2 0.7172 0.7175 0.8218 0.8722
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As can be seen from Table 2 and Figure 7, the STOA-SVR-LSTM rolling prediction
model proposed in this paper is the best model, followed by the unimproved combined
prediction model, and the SARIMA model has the worst prediction performance. At the
same time, the prediction results of both the SARIMA model and the FNN model are less
accurate than the unimproved combined model, which also indicates that the combined
model is better than the single model to some extent. Compared to these typical forecasting
models, the accuracy of the improved model is significantly improved and the RMSE is



Sustainability 2023, 15, 11068 17 of 22

reduced by 6.33–29.62%. The MAE is reduced by 2.74–47.27% and the R2 is increased by
4.67–19.94%. The comparison of the experimental results fully proves the correctness of the
proposed model algorithm and its applicability to temperature prediction.

6.2. Prediction for the Next 20 Years

According to the above analysis results, it can be concluded that the model proposed
in this paper has better temperature prediction ability. Therefore, this paper tries to apply it
to predict the global annual mean temperature in the next 20 years to help people better
understand the trend and possible impacts of future global climate change. In addition,
the prediction of future temperature facilitates long-term planning and decision-making
by governments and businesses to better cope with the challenges of climate change. The
results predicted by the model are shown in Figure 8.
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As can be seen in Figure 8, the global annual mean temperature for the next 20 years
still shows an overall increasing trend, but the rate of increase is somewhat slower than
that from 1880 to 2022, which may be due to the results of global policy adjustments
such as “carbon peak and carbon neutrality” in recent years. In addition, the end of
the projection has the characteristics of a “platforming” trend. Temperature stagnation
has been a hot topic in the scientific community. Knight et al. [41] and Kerr et al. [42]
conducted a comparative study of global temperature changes during 1998–2012 and the
previous period based on global measured temperature data and reanalysis data, and they
confirmed the existence of the phenomenon of climate warming stagnation. The Fifth
Assessment Report of the IPCC [43] also clearly pointed out that the linear warming trend
of global surface temperature during 1998–2012 has slowed down significantly compared
with the previous 30–60 years, being about 1/3~1/2 of the warming rate during 1951–2012.
According to the predicted results, this paper supports the view that the “warming hiatus”
phenomenon is likely to occur in the next few decades and agrees that the possible causes
are factors such as solar activity and volcanic eruption [44].

This paper predicts that the global annual mean temperature in the next 20 years
will increase by 0.4976 ◦C compared to the global annual mean temperature in 1995–2014
(14.4930 ◦C), with an increase rate of 3.43%. IPCC AR6 [45] reports that the global annual
mean temperature in the next 20 years will be 0.3–0.7 ◦C higher than that in 2001–2020
(14.6830 ◦C), and the calculated global mean temperature in 2021–2040 will be about
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14.9374 ◦C, about 0.3 ◦C higher than that in 2001–2020. This is within the range of the
report’s projections.

6.3. Modified Prediction Model Based on STOA-SVR-LSTM

Although SVR is a linear model, after selecting the Gaussian kernel function and
optimizing the parameters of the STOA algorithm, the model should be able to capture
the linear and nonlinear relationship in the data well, and the influence of SVR residuals
as nonlinear data on the prediction results should be very small. To verify this point, the
LSTM model was used to modify the residual series obtained by the STOA-SVR model,
and finally the two parts of the results were added in series to obtain the final temperature
prediction results. This method fully accounts for the influence of the SVR prediction
residual on the results. The algorithm flowchart of the model is shown in Figure 9.
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Figure 9. Flowchart of the STOA-SVR-LSTM algorithm.

Two hidden layers were set in the LSTM neural network, the number of hidden layer
neurons was set to 24, Adam was used as the optimizer, the learning rate was set to 0.01 and
MSE was used as the loss function. The residual sequence obtained from the STOA-SVR
model was divided, with the first 70% as the training set and the last 30% as the best LSTM
model to train the test machine. After many tests, the grid effect was best when the initial
learning rate set in this paper was 0.01, the learning efficiency decreased after 100 trainings
and the fading factor was 0.0106. The residual prediction result obtained by the LSTM
neural network is shown in Figure 10.
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It can be seen from Figure 10 that the predicted residual value has basically the same
trend as the real value, and the predicted residual value is in the order of 10−4, which is
very small. According to the calculation, the accuracy of the prediction results can only be
improved by about 1% after the introduction of the LSTM model to correct the residual
error, which has little impact on the final prediction results of temperature. From the above
analysis, it can be concluded that after the parameter optimization of the STOA algorithm,
the SVR model in this paper can capture the linear and nonlinear relationship in the data
well and has a very good effect on temperature prediction.

7. Conclusions

In this study, we proposed an adaptive STOA-SVR rolling forecast combination model
and trained the model using the global temperature data set from 1880 to 2022. The results
were compared with other traditional methods, and temperature changes were predicted
for the next 20 years. The main results are as follows:

(1) A Cauchy–Gaussian variation was added to the sooty tern algorithm to ensure the
diversity of the population and improve the ability of the algorithm to jump out of
the local optimum. Then, the optimal parameters of the SVR model were obtained
by using the improved STOA algorithm for rolling prediction to obtain the final
prediction results.

(2) Considering the influence of the SVR prediction residual on the results, the LSTM
model was used to predict the residual sequence obtained by the STOA-SVR model,
and the prediction accuracy was increased by about 1% by adding it to the prediction
results obtained by the STOA-SVR model.

(3) Three performance indices were used to evaluate the SARIMA, FNN, unimproved
STOA-SVR-LSTM and improved STOA-SVR-LSTM models. The performance com-
parison of the prediction results shows that the STOA-SVR-LSTM rolling prediction
model proposed in this paper can significantly improve the prediction accuracy.

(4) The model predicts that the global mean temperature will increase by about 0.4976 ◦C
in the next 20 years, with an increase rate of 3.43%.

Future work can be continuously improved with regard to the following aspects:
First, the prediction model proposed in this paper has a good prediction effect on the
global mean temperature data series, but the application of this model in different regions
of the world needs further research; second, a variety of hybrid improvement strate-
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gies are explored to further improve the prediction accuracy; third, climate change not
only causes the global annual mean temperature to continuously increase, but also in-
creases the frequency of extreme weather events such as tornadoes and high temperatures.
Since extreme weather is short-term weather, the time span of this study is one year, and
the impact of extreme weather on global annual mean temperature change is not em-
phasized in this paper. Follow-up studies can comprehensively consider more extreme
weather processes and try to dig deeper into the short-term temperature changes under
different environments.
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