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Abstract: Landslides are a typical geological disaster, and are a great challenge to land use manage-
ment. However, the traditional landslide displacement model has the defect of ignoring random
displacement. In order to solve this situation, this paper proposes a CNN–BiLSTM model that
combines a convolutional neural network (CNN) model and a bidirectional long short-term mem-
ory network (BiLSTM) model. In this model, the CEEMDAN method is innovatively proposed to
decompose landslide displacement. The GRA–MIC fusion correlation calculation method is used
to select the factors influencing landslide displacement, and finally the CNN–BiLSTM model is
used for prediction. The CNN–BiLSTM model was constructed to extract the temporal and spatial
characteristics of data for landslide displacement prediction. Two new concepts that evaluate the
state of a landslide and the trend of the landslide are proposed to improve the performance of the
prediction model. Then, we discuss the prediction performance of the CNN–BiLSTM model under
four different input conditions and compare it with seven other prediction models. The experimental
prediction results show that the model proposed in this paper can be popularized and applied in
areas with frequent landslides, and provide strong support for disaster prevention and reduction and
land use management.

Keywords: land use management; landslide displacement prediction; complete ensemble empirical
mode decomposition with adaptive noise; bidirectional long short-term memory

1. Introduction

As the seasons change, the weather warms, human activity expands, and the fre-
quency of natural disasters increases [1]. All kinds of natural disasters, such as soil erosion,
floods, volcanic eruptions, earthquakes, and tsunamis, among which landslides are the
most destructive and harmful [2], can lead to the severe loss of lives and properties [3–5].
Landslides are geomorphological processes that involve the mobilization of the ground,
rocks, debris, and the mud downslope under the action of gravity, causing local erosion
problems [6,7]. Human disturbance is also an important triggering mechanism for land-
slides [8]. In most countries, landslides have caused severe socioeconomic impacts on
people, cities, industrial establishments, and lifelines, including highways, railways, and
communication network systems [9]. China is among the countries most vulnerable to
landslides worldwide [10]. According to China’s 2020 China Statistical Yearbook, 4810 land-
slides occurred in China in 2020, accounting for 61.3 percent of the country’s total geological
disasters, causing many property losses and casualties [11]. Therefore, it is important to
obtain predictions and alerts for landslides, considering their causes and probability of
occurrence, to issue timely landslide hazard warnings and prevent similar tragedies [12].
This also plays an important role in the policymaking of land use management.

Over the years, the field of landslide displacement prediction has benefited from the
continuous development of artificial intelligence and landslide monitoring technologies. A
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variety of analytical methods and machine learning models have been used for landslide
displacement prediction [13–24]. Chenhui et al. [13] combined a genetic algorithm with the
Elman neural network, optimized the weight, threshold, and number of hidden neurons
of the Elman neural network, and solved the problem which Elman easily falls into, of
local minima and neuron data being difficult to determine. Yong et al. [14] fused the
predicted trend series with the sensitivity state to obtain the nonlinear prediction model.
S.H. et al. [15] constructed a weighted multi-kernel grey model based on grey theory, multi-
kernel learning and weighted learning. Lizhou et al. [16] proposed a nonlinear grey predic-
tion model with background value optimization (BNGM(1, 1, t2)) and compared it with
three kinds of grey Bernoulli models, illustrating the advantages of the proposed model.
Yanan et al. [17] proposed a new graph convolution network fused with the GRU model
(GC-GRU-N) and applied it to landslide displacement prediction. Cheng et al. [18] im-
proved the bootstrap method, used partial neural networks to construct PI, and used a
random vector functional link network (RVFLN) instead of ELM as the predictor of the
neural network. As a result, excellent landslide displacement interval prediction was
achieved. Jingjing et al. [19] proposed the multi-feature fusion transfer learning (MFTL)
method, utilizing the knowledge and skills gained from the Baijiapu landslide scenario,
to improve the prediction ability of other landslides. Peihong et al. [20] considered the
Laowuji landslide to be a research object, studied its dynamic failure mode, and finally
decided to use a variety of factors, including geological conditions, rainfall intensity and
human activities, as input and used a long short-term memory (LSTM) model to predict
landslide displacement. Heming et al. [21] recombined the mutation displacement data to
reduce the displacement of the mutation-affected data in the steady state and accurately
predicted the displacement of the landslide mutation segment. Shaohong et al. [22] com-
bined dual support vector regression with the Hausdorff derivative operator and adopted
the improved salp group algorithm to determine the model parameters, and the new model
was successfully used to predict the actual landslide displacement. Lizheng et al. [23]
proposed a low-cost landslide displacement prediction method, which used time series
measurements of acoustic emission (AE) and rainfall to predict the displacement, and they
verified the effectiveness of the proposed method with a landslide that occurred in Hollin
Hill, North Yorkshire, UK. Xinli et al. [24] combined empirical and data methods, and a
displacement prediction method was constructed based on the Verhulst inverse function
(VIF) and the random forest (RF) algorithm. The performance of the model was evaluated
using RMSE and MAPE.

Since landslide displacement changes gradually over time, experts have used the time
analysis method to analyze the landslide displacement in many studies [25–35]. Because
the moving average (MA) method has the advantage of eliminating the accidental change
factors and determining the development trend of things, it is used to analyze the landslide
displacement in time and decompose the landslide displacement into trend displacement
and periodic displacement for forecasting. Rubin et al. [25] built a landslide displacement
prediction model by combining the ELM model with the RS-SVR model of random search
support vector regression. They used the ELM model and RS-SVR model to predict
the trend displacement and periodic displacement, respectively, and then they summed
the two results to obtain the predicted total displacement. Yonggang et al. [26] used a
cubic polynomial to predict trend displacement and the GRU model to predict periodic
displacement and applied it to the Erdaohe landslide, which achieved good results. Beibei
et al. [27] selected input data by calculating the grey correlation degree, and the LSTM
model predicted the periodic displacement and used the real data of the Baishuihe landslide
and Bazimen landslide to simulate and test the performance of the model. Fasheng et al. [28]
established a dynamic model based on displacement observations and used GA-SVR to
predict periodic and random terms in displacement. Although the prediction accuracy of
random terms is not high, the trend can be reflected to a certain extent, which is helpful for
landslide prediction. Zhongqiang et al. [29] used three prediction models, GRU, RF, and
LSTM, to verify and compare the prediction effects of three landslides in the Three Gorges
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area, which illustrated the effectiveness of the three models in landslide displacement
prediction. Yankun et al. [30] compared five commonly used machine learning prediction
models on three landslide datasets. The Hodrick–Prescott filter was used to decompose
landslide displacement into trend displacement and periodic displacement, and double
exponential smoothing was used to predict trend displacement. The results show that no
model is optimal for the three landslides at the same time, and different models should be
selected for different landslides. Zian et al. [31] improved the time series analysis method
of landslides, using the WMA method to decompose the landslide displacement and the
LSTM model to predict the trend displacement, and obtained good results. Subsequently,
Zian et al. [32] further analyzed the composition of landslide displacement and improved
the theoretical method, using the EWMA method to decompose and the Double-BiLSTM
model to predict landslide displacement, which greatly improved the prediction results.
Zizheng et al. [33] and Qi et al. [34] both used the variational mode decomposition (VMD)
method, which is a data evaluation and decomposition method that adaptively realizes the
frequency domain division of the signal and the effective separation of each component.
Zizheng et al. [33] used VMD combined with a periodic neural network model, and Qi
et al. [34] used the VMD method combined with the WA-GWO-BP model to achieve the
accurate prediction of landslide displacement. Shiluo et al. [35] used the EMD method
to decompose Baijiabao landslide displacement data, and one-step-ahead prediction and
multistep-ahead prediction methods were used for prediction.

However, the method of time series analysis also has its shortcomings. In the analytical
process, the existence of random displacement will be ignored because the model cannot
accurately predict random displacement. To solve the shortcomings of the time series
analysis method, some experts propose the time frequency analysis method, which does
not ignore any part of the data and can effectively improve the accuracy of landslide
displacement measurements [36–38]. Zhenglong et al. [36] and Chao et al. [37] divided
landslide displacement into subsequences with different frequencies based on wavelet
transform theory. Faming et al. [38] improved wavelet transform theory by using the DWT
discrete wavelet transform to decompose landslide displacement, using chaos theory to
reconstruct each frequency, and finally using the ELM model for prediction.

Most of the previous landslide displacement models adopted the time series method,
taking landslide displacement as the data changing with time. Although those models
based on the time series method can predict landslide displacement, the method has a
disadvantage of ignoring random displacement. In addition, when selecting the input
variables of the prediction model, only one correlation calculation method is usually
used, which leads to insufficient comprehensiveness. And the choice of the displacement
prediction model cannot take into account the temporal and spatial attributes of the data.

In this paper, a landslide displacement prediction model based on time-frequency
analysis is proposed. This model uses the complete ensemble empirical mode decomposi-
tion with adaptive noise (CEEMDAN) method to analyze landslide displacement, which
can overcome the defects of the time series method. The model adopts the joint correlation
degree calculation method GRA–MIC to select the influencing factors of displacement,
and considers the input variables of the model from multiple perspectives. Finally, com-
bining the advantages of the CNN model and the BiLSTM model in data processing, the
CNN–BILSTM model is constructed to effectively extract the spatiotemporal characteristics
of the data, and finally achieve accurate displacement prediction. The research results in
this paper lay a foundation for the technical progress of landslide monitoring and early
warning systems in the future as an important part of disaster prevention and land use
management.

The main contributions of this paper are described as follows:

1. According to the principle of time frequency analysis, the CEEMDAN method [39–41]
is used to decompose the landslide displacement into multiple subsequences. In
this method, the original data are decomposed into different frequency data series
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with local characteristics, and the data characteristics of each frequency in landslide
displacement are highlighted.

2. This paper analyzes the landslide situation in the study area and proposed two new
concepts, using the landslide displacement of the previous month to represent the
current state of the landslide and quantifying the difference between two consecutive
months of displacement data as the trend of landslide change, adding relevant data
of landslide prediction and creating conditions for improving the performance of
landslide prediction.

3. To consider the factors affecting landslide displacement more comprehensively, this
paper combines two correlation degree calculation methods, GRA [42–44] and
MIC [45,46], to obtain the GRA–MIC method. This method comprehensively selects
the influencing factors from two perspectives, which is helpful to further improve the
accuracy of the landslide displacement prediction model.

4. Combined with the ability of the CNN model [47] to extract local features of data and
the BiLSTM model [48,49] to process time series data, the CNN–BiLSTM model was
constructed to predict landslide displacement. This paper combines the two models
to effectively improve the prediction performance [50].

2. Materials and Methods
2.1. Complete Ensemble Empirical Mode Decomposition with Adaptive Noise

Compared with EEMD, the CEEMDAN method adds adaptive white Gaussian noise at
each stage in the decomposition process and obtains each modal component by calculating
the unique margin signal. The decomposition process is complete, and the reconstruction
error is extremely low [39]. The CEEMDAN method can effectively solve the mode aliasing
problem of EMD and overcome the problems of low decomposition efficiency of EEMD
and difficulty in completely eliminating noise [40].

Ej(·) is defined as the Jth mode functions obtained by the EMD algorithm, X(t) is the
original data series, and ni(t) is the ith added white Gaussian noise satisfying the standard
normal distribution. The implementation steps of the CEEMDAN method are given as
follows [41]:

(1) Similar to EEMD, the signal X(t) + ε0ni(t) is decomposed n times by EMD in the
CEEMDAN method, and the first mode functions are obtained by mean calculation:

IMF1(t) =
1
N

N

∑
i=1

IMFi
1(t) (1)

(2) Calculate the first margin signal r1(t) as

r1(t) = X(t)− IMF1(t) (2)

(3) The EMD algorithm is used to decompose the signal r1(t) + ε1E1(ni(t)) n times and
then obtain the second mode functions as

IMF2(t) =
1
N

N

∑
i=1

E1(r1(t) + ε1E1(ni(t))) (3)

(4) For k = 2, . . . , K, calculate the kth residual signal as

rk(t) = rk−1(t)− IMFk(t) (4)

(5) The calculation process of step (3) is repeated, and the k + 1 mode functions are
obtained as

IMFk+1(t) =
1
N

N

∑
i=1

E1(rk(t) + εkEk(ni(t))) (5)
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(6) Steps (4) and (5) are repeated until the residual signal meets the termination condition
of the decomposition, and K mode functions are finally obtained. The final residual
signal of the decomposition is

R(t) = X(t)−
K

∑
k=1

IMFk(t) (6)

Then, the final original data signal can be decomposed into

X(t) =
K

∑
k=1

IMFk(t) + R(t) (7)

After the CEEMDAN method has been used to decompose the landslide displacement,
each displacement component will be predicted separately in this paper.

2.2. Grey Relation Analysis and Maximal Information Coefficient

The basic idea of grey relation analysis theory is to judge the degree of correlation
between factors according to the degree of similarity between curves, which can be used to
quantitatively analyze the dynamic development process of the system to determine the
degree of contribution of factors to a certain behavior or index [42]. In essence, grey correla-
tion analysis is used to find the main relationship between various factors and determine
the relevant factors that cannot be ignored to grasp the main contradiction of the devel-
opment of things. Grey correlation analysis includes the following three elements: the
main sequence, subsequence, and correlation degree. When the method is used to analyze
the influence degree, the main sequence is generally the main behavior or index used to
evaluate the system performance. The subsequence is made up of the various factors that
affect the system performance. The correlation degree is the correlation degree between
subsequence and main sequence obtained by grey correlation analysis [43]. In this paper,
landslide displacement is selected as the main sequence, and four subsequences constitute
sequence X. X = [X0, X1, X2, X3, X4] = [landslide displacement, precipitation, reservoir
level, trend of landslide, state of landslide]. The analysis and selection of the factors influ-
encing landslide displacement are presented in Section 3.2 of this paper. The process of
GRA is described as follows [44].

Because the physical interpretation of each type of data is different, resulting in
different ranges of resulting data, it is not suitable for direct comparison. Therefore, data
normalization needs to be performed in GRA. The following equation is the normalization
method for the data:

Xi(k)
′ = Xi(k)/

1
n

N

∑
i=1

Xi(k) (8)

where i = 0, 1, . . . , m; k = 0, 1, . . . , n, M is the number of types of influencing factors, and N
is the number of data affecting factors. After data normalization, correlation coefficients
between landslide displacement and the other four influencing factors and grey relational
grade could be calculated as follows:

ξ
(

x0(k)
′, xi(k)

′
)
=

minimink

∣∣∣xi(k)
′ − x0(k)

′
∣∣∣+ ρminimink

∣∣∣xi(k)
′ − x0(k)

′
∣∣∣∣∣∣xi(k)

′ − x0(k)
′
∣∣∣+ ρmaximaxk

∣∣∣xi(k)
′ − x0(k)

′
∣∣∣ (9)

r(x0, xi) =
1
n

n

∑
k=1

ξ
(

x0(k)
′, xi(k)

′
)

(10)

where ξ
(

x0(k)
′, xi(k)

′
)

is the correlation coefficient between xi and the sequence xj, ρ is the
resolution coefficient, the usual value is 0.5, and r(x0, xi) is the final grey relational grade.
Generally, factors with GRD > 0.65 are considered to be important influencing factors [51].
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The maximal information coefficient (MIC) was proposed by Reshef et al. [45] in 2011,
and it is developed based on mutual information (MI). Mutual information can be regarded
as the uncertainty of a random variable reduced by the knowledge of another random
variable, which is mainly used to measure the degree of correlation between linear or
nonlinear variables, and its value range is [0, 1]. If x and y are random variables, the mutual
information is defined as

I(x; y) = ∑
x

∑
y

p(x, y)log
p(x, y)

p(x)p(y)
(11)

where I(x; y) is the mutual information of variables x and y, p(x, y) is the joint probability
density function, and p(x) and p(y) are the marginal density functions. The greater the mu-
tual information between the two variables is, the stronger the correlation is [46]. Compared
with mutual information, MIC overcomes the disadvantage that mutual information cannot
be used to conveniently calculate continuous variables based on MI, and it has a higher
accuracy. MIC is a normalized maximum mutual information with low computational
complexity, good robustness, and higher accuracy than mutual information. When suffi-
cient statistical samples are available, MIC can capture a wide range of relationships and
better reflect the degree of association between attributes and features [52]. The scatterplot
composed of random variables x and y in two-dimensional space is gridded in m columns
and n rows, and then the MIC formula is:

MIC(x; y) = maxm∗n<B(n)(∑
x

∑
y

p(x, y)log
p(x, y)

p(x)p(y)
/ log min(m, n)) (12)

where m ∗ n < B(n) represents the constraints on the total number of meshes, and B(n) is
usually set to n0.6. The greater the MIC value between the two variables is, the stronger the
correlation is. Conversely, for the opposite, the weaker the correlation is. Generally, factors
with MIC > 0.3 are considered to be important influencing factors [48].

To better select the factors influencing landslide displacement, the factors selected in
this study need to meet both GRG > 0.65 and MIC > 0.3.

2.3. CNN–BiLSTM Model

A convolutional neural network (CNN) is a feedforward neural network [53]. A
typical CNN model is shown in Figure 1. It includes an input layer, convolutional layer,
pooling layer, fully connected layer, and output layer.
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The essence of the CNN model lies in the construction of multiple filters that can
extract data features, and the hidden topological features among data can be extracted
through layer-by-layer convolution and pooling of input data [47]. As the number of
layers increases, the extracted features become increasingly abstract. Finally, these abstract
features are merged through fully connected layers, and the classification and regression
problems are solved by softmax or sigmoid activation functions. One of the characteristics
of the CNN model is that it can extract local features of input data [54]. Moreover, the
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high-level features are abstracted and combined layer by layer, which can effectively realize
feature extraction in a complex landslide environment.

The LSTM model is a variant of the RNN model that transmits forward information
and processes current information. The LSTM model introduces a new internal state to
transmit linear cyclic information, outputs information to the hidden state, and selects to
retain or forget information through three control gate units (input gate, forget gate, and
output gate) [55]. The input gate controls how much input information needs to be retained
at the current time. The forget gate controls how much information needs to be discarded
at the last moment. The output gate controls how much information needs to be output to
the hidden state at the current time [56]. Although the LSTM model can obtain the feature
information over a long distance, the information it obtains is the information obtained
before the output time, instead of using the reverse information, while the BiLSTM model
can use the past and future information to make more perfect and detailed decisions [49].
The BiLSTM model is an improved version of the LSTM model, which is very suitable for
processing time series data [48]. The BiLSTM model is formulated as follows:

ft = σ
(

W f xt + U f ht−1 + b f

)
(13)

c̃t = tanh(Wcxt + Ucht−1 + bc) (14)

it = σ(Wixt + Uiht−1 + bi) (15)

ct = ft � ct−1 + it � c̃t (16)

ot = σ(Woxt + Uoht−1 + bo) (17)

→
h t =

→
LSTM(ht−1, xt, ct−1), t ∈ [1, T] (18)

←
h t =

←
LSTM(ht+1, xt, ct+1), t ∈ [T, 1] (19)

Ht =

[→
h t,
←
h t

]
(20)

where xt, ft, it, ot, ht, Ct, and C̃t denote the input data, forget gate, input gate, output gate,
output data, cell state, and temporary state of the cell, respectively; w f , wo, wi, and wc
denote the weight of the forget gate, the weight of the output gate, the weight of the input
gate, and the weight of the temporary state, respectively; and b f , bi, bo, and bc represent
the bias of the forget gate, the bias of the input gate, the bias of the output gate, and the
bias of the temporary state, respectively. [] is the connection between two vectors, tanh is

the tanh function, σ is the sigmoid function, � is the matrix product, and
→
h t and

←
h t are

the outputs of BiLSTM in two directions. Ht is the output of BiLSTM. Figure 2 shows the
BiLSTM architecture.
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CNN and BiLSTM are both mainstream deep learning models. CNN is more suitable
for spatial expansion, extracting local data features, and combining and abstracting them
into high-level features. BiLSTM is more suitable for time expansion; it has long-term
memory function, and it is more suitable for processing time series. In the feature extraction
of landslide displacement and environmental factor data, it is necessary to consider not
only the spatial relationship between different parameters, but also the change in data in the
temporal dimension. Therefore, this paper combines the CNN and BiLSTM models to pro-
pose a CNN–BiLSTM model, which enables the model to express features spatiotemporally.
The structure of the proposed model is shown in Figure 3.
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2.4. Performance Indicators

To evaluate the prediction effect of different artificial intelligence models, a variety
of indicators can be used to verify model performance [57]. In this paper, the root mean
square error (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE),
and correlation coefficient R2 were used to reflect the prediction effect.

MSE =

√√√√ 1
n

n

∑
i=1

(ŷi − yi)
2 (21)

MAE =
1
n

n

∑
i=1
|ŷi − yi| (22)
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MAPE =
100%

n

n

∑
i=1

∣∣∣∣ ŷi − yi
yi

∣∣∣∣ (23)

R2 = 1−

n
∑

i=1
(ŷi − yi)

2

n
∑

i=1
(yi − yi)

2
(24)

where ŷ = {ŷ1, ŷ2, . . . , ŷn} is the predicted value, y = {y1, y2, . . . yn} is the measured value,
y = {y1, y2, . . . yn} is the average of the measurements, and n is the number of samples.
The model is judged according to the results of RMSE, MAE, MAPE and R2, and the value
range of the results is [0, 1]. The closer to 0 the values of the first three evaluation indexes
are, the better the prediction performance of the model is. The closer to 1 R2 is, the better
the prediction performance of the model is.

3. Results
3.1. Real Case

The Baishuihe landslide is located on the right bank of the Yangtze River in Zigui
County, Three Gorges Reservoir Area, 56 km away from the Three Gorges Dam,
110◦32′09′′ east longitude, 31◦01′34′′ north latitude [58]. Surrounded by mountains on three
sides and water on one side, it is very conducive to the collection of rainfall. The elevation
of the terrain gradually increases from north to south, with a difference of approximately
330 m. The landslide is approximately 700 m wide from east to west and divided by bedrock
ridges on both sides. It runs north–south and has a length of approximately 770 m. The
overall slope of the landslide ranges from 30◦ to 35◦, the average thickness is 30 m, and the
volume is approximately 1260 × 104 m3. The Baishuihe landslide is an accumulation-type,
soil-like landslide with a loose structure; the sliding body is mainly composed of gravel
soil and silty clay mixed with gravel, the sliding zone soil is mostly silty clay mixed with
gravel or breccias, the underlying bedrock is argillaceous siltstone, mostly in the form of
moderate weathering, and the joint and fracture development is relatively obvious. The
terrain is stepped, steeper in the upper part and gentle in the middle, creating favorable
conditions for the accumulation of colluvial materials. The Baishuihe landslide is a flat
transition slide, and the thickness of the sliding body gradually increases from the rear
edge to the forward edge, especially in the middle and front of the landslide. Due to the
small deformation of the rear part of the landslide, it is in a relatively stable stage, so the
main risk of landslide is concentrated in the warning area of the landslide front. There
are obvious macroscopic deformations and house cracking on the surface of the landslide
in Baishuihe, and the nearby villagers have been relocated. Now, the risk of Baishuihe
landslide is mainly a threat to passing boats and roads within the landslide. Eleven Global
Positioning System (GPS) monitoring points were installed on the Baishuihe landslide.
Since the ZG118 monitoring point was installed in the central area of the whole Baishuihe
landslide, it can better reflect the situation of the Baishuihe landslide. Therefore, other
studies also use data from the ZG118 monitoring point [59]. The data of two horizontal
directions and one vertical direction are monitored for Baishuihe landslide monitoring
points, and the final displacement value is a vector calculation value of three directions.
Rainfall is based on the data from a local weather station. The reservoir water level is
based on the data provided by the Three Gorges hydrology station. The distribution of
GPS monitoring points is shown in Figure 4.
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In this paper, the rainfall data and reservoir water level data of the Baishuihe landslide
in the same period were monitored and recorded once a month. The time range was from
January 2004 to December 2012, with a total of 108 data points, as shown in Figure 5.
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Figure 5. Displacement and environmental data variation in the Baishuihe landslide.

In this paper, the first 96 data points were used as the training data for the model,
and the last 12 data points were used as the prediction data for the model test set. The
prediction results were compared with the actual measured data to evaluate the prediction
performance of the model.

3.2. Analysis of Factors Influencing Landslide Displacement

The Three Gorges area, where the Baishuihe landslide is located, is part of the sub-
tropical monsoon climate zone, with precipitation concentrated from April to August and
typically very little rainfall from January to March. Based on the historical data, when
rainfall increases, landslide displacement also increases, and when rainfall is scarce, land-
slide displacement hardly changes. The reason is that a large amount of rain washes the
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landslide and drives the soil on the slope to slide downward. The rain enters the landslide,
increasing the weight of the landslide and increasing the possibility of land sliding. A
large amount of rainwater infiltration leads to the saturation of the soil and rock layer on
the slope, and even water accumulation on the waterproof layer at the lower part of the
slope, thus increasing the weight of the sliding body and reducing the shear strength of the
soil and rock layer, resulting in landslides. When studying landslides, many researchers
consider rainfall to be one of the influencing factors [16,60], and some scholars also consider
rainfall to be the most important influencing factor [61].

Figure 5 shows that the landslide displacement changed the most in 2007, but the
rainfall was the largest in 2008 and 2010, which indicates that in addition to rainfall there
are other factors that also affect landslide displacement. Because the Baishuihe landslide is
on the right bank of the Yangtze River, close to the Three Gorges Dam, it is easily affected
by the release of water from the dam. Whenever the Three Gorges Dam opens the sluice to
release water, the water level of the reservoir drops and the water level of the Yangtze River
rises rapidly, impacting the surface of the Baishuihe landslide, and water flows into the
slope, increases the pore water pressure, softens the rock and soil, and increases the bulk
density of the landslide. The overall structure of the landslide has an impact that promotes
or induces the occurrence of land sliding.

The geological conditions of landslides are complex, and there is no clear and unified
standard. According to previous studies, landslides exist in a variety of different states,
and the corresponding stability of different states is also different [14,29]. The cumulative
displacement–time curve of the Baishuihe landslide presents an obvious ladder-like pattern.
In particular, the height of the ladder was highest in 2007. The maximum displacement
velocity of the Baishuihe landslide is greater than 26 mm/day, and the average annual
deformation rate is also above 250 mm. The displacement of the landslide moved slowly
from 2004 to 2006, and the displacement accelerated obviously in 2007. However, the
deformation speed dropped again at the beginning of 2008, and the displacement grew
slowly. The fastest increase in the deformation rate of the landslide occurred in July 2007,
which coincided with the decrease in rainfall and reservoir water level during this period.
We believe that the magnitude of landslide displacement is related to the stability of the
landslide. When the landslide is in a stable state, it is difficult for external factors to
lead to the occurrence of landslide displacement. When the landslide is in an unstable
state, relatively minor factors may lead to a more serious landslide collapse phenomenon.
Therefore, the landslide displacement can reflect a certain landslide state. This paper
intends to use the displacement of the previous month to represent the current state of the
landslide and participate in the prediction of landslide displacement.

Due to the influence of the landslide itself and environmental factors, it usually
produces a certain displacement every month. If the displacement of the previous month is
taken as the current state of the landslide, the difference in the displacement data of two
consecutive months is considered to be the change between the two states of the landslide,
which reflects the development trend of the landslide to a certain extent. When the change
is large, it reflects the development direction of the landslide, indicating that the landslide
is in a trend of unstable development and can change violently. To improve the accuracy of
landslide displacement prediction, this paper attempts to quantify the difference between
two consecutive months of displacement data as the trend of landslide change, which is
considered to be one of the inputs of the prediction model.

The selection of influencing factors will directly affect the training and prediction abil-
ity of the model [28]. Based on the above analysis, this study believes that the development
of landslide displacement is the result of the influence of rainfall, reservoir water level,
landslide trend and landslide state. Therefore, this paper considers these four factors to be
the factors influencing landslide displacement.
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3.3. Decomposition of Original Data

For the raw data, the CEEMDAN method decomposition training set of landslide
displacement, rainfall, and reservoir water level, with the status and trend of landslide
data, namely, 96 consecutive data points for decomposition, was used. The decomposition
of landslide displacement will obtain three components, the decomposition of rainfall will
obtain five components, the decomposition of the reservoir water level will obtain four
components, the decomposition of landslides will obtain three state variables, and the
decomposition of the landslide trend will yield six components. The results breakdown is
shown in Figures 6–11.
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3.4. GRA–MIC Algorithm Calculation of the Correlation

After the landslide displacement had been decomposed by the CEEMDAN method,
multiple subsequences with different frequencies could be obtained. However, not all
factors had an effect on landslide displacement. Using factors with less influence on
landslide displacement to train the prediction on model will reduce the prediction accuracy,
while using factors with greater influence will help improve the prediction performance
of the model. Many studies use the MIC algorithm or GRA algorithm to calculate the
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correlation degree between landslide displacement and environmental factors [61,62],
and both algorithms quantify the correlation degree from their own single perspective.
Considering these two algorithms, this study proposes a GRA–MIC algorithm and, when
combined with the GRA algorithm and the MIC algorithm, it can consider the correlation
between displacement and environmental factors from two perspectives and improve the
prediction accuracy. Moreover, in the Discussion section, the prediction is compared with
that using the GRA algorithm or the MIC algorithm alone. The correlation calculation
results are shown in Tables 1 and 2.

Table 1. GRA between landslide displacement and influencing factors.

Landslide
Displacement Influencing Factors

Influencing Factor Subsequences

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6

IMF1

Precipitation 0.794 0.712 0.715 0.674 0.622 /
Reservoir water level 0.791 0.782 0.712 0.623 / /

State of landslide 0.904 0.805 0.625 / / /
Trend of landslide 0.887 0.836 0.735 0.721 0.749 0.671

IMF2

Precipitation 0.755 0.691 0.707 0.672 0.616 /
Reservoir water level 0.755 0.738 0.689 0.622 / /

State of landslide 0.793 0.904 0.623 / / /
Trend of landslide 0.804 0.797 0.724 0.701 0.703 0.627

R

Precipitation 0.620 0.619 0.590 0.623 0.900 /
Reservoir water level 0.638 0.639 0.616 0.927 / /

State of landslide 0.605 0.603 0.989 / / /
Trend of landslide 0.623 0.628 0.602 0.726 0.607 0.491

Table 2. MIC between landslide displacement and influencing factors.

Landslide
Displacement Influencing Factors

Influencing Factor Subsequences

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6

IMF1

Precipitation 0.194 0.212 0.264 0.269 0.337 /
Reservoir water level 0.263 0.235 0.290 0.337 / /

State of landslide 0.338 0.266 0.337 / / /
Trend of landslide 0.304 0.291 0.247 0.273 0.329 0.337

IMF2

Precipitation 0.255 0.300 0.337 0.482 0.531 /
Reservoir water level 0.268 0.238 0.331 0.381 / /

State of landslide 0.319 0.757 0.531 / / /
Trend of landslide 0.179 0.304 0.306 0.303 0.400 0.512

R

Precipitation 0.309 0.370 0.954 0.852 0.913 /
Reservoir water level 0.423 0.468 0.837 0.789 / /

State of landslide 0.323 0.538 0.679 / / /
Trend of landslide 0.236 0.382 0.598 0.978 0.842 0.877

After obtaining the results of the correlation calculation with the GRA–MIC algorithm,
it is necessary to select appropriate factors to participate in the training and prediction of
the model. Selecting factors with a correlation that is too low will result in the selection
of too many data that are not related to landslide displacement, which will reduce the
accuracy of the landslide displacement prediction. Although the selection of factors with a
high correlation is beneficial to the prediction process, there are few qualified data, which
will lead to insufficient training of the model, affecting the prediction performance of
the model. In this paper, data satisfying the conditional GRA > 0.65 and the conditional
MIC > 0.3 were selected.

3.5. Predicted Landslide Displacement

According to the results in Tables 1 and 2, the input data of the IMF1 component
of landslide prediction finally selected six influencing factor subseries, the input data
of the IMF2 component of landslide prediction finally selected nine influencing factor
subseries, and the input data of the R component of landslide prediction finally selected
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five influencing factor subseries. The first 96 selected data were used to train the CNN–
BiLSTM model, and the last 12 data were used to test the prediction accuracy. The learning
rate of the CNN–BiLSTM model was set to 0.01, the number of iterations was set to 1000,
and the number of hidden stratification points was set to 100. The prediction results of the
three components of landslide displacement are shown in Figure 12a–c. The final predicted
landslide displacement can be obtained by adding the three components, as shown in
Figure 12d. The prediction model proposed in this paper can predict the displacement of
the Baishuihe landslide.
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After the GRA–MIC algorithm screening, the CNN–BiLSTM model could achieve
good results in both the displacement component and total displacement prediction, and
the error between the final results and the actual measured data was controlled within a
limited range.

4. Discussion

To better verify the performance of the proposed model, when other conditions
are the same, in this paper, CNN–BiLSTM with GRA–MIC, CNN–BiLSTM with MIC,
CNN–BiLSTM with GRA and CNN–BiLSTM without GRA–MIC were used to predict
and compare the three components of landslide displacement. The comparison results of
the CNN–BiLSTM model for each component and the total displacement are shown in
Figure 13.
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When the CNN–BiLSTM model was used for prediction, good prediction results could
be achieved under different quantitative correlation algorithms, which reflects the excellent
prediction performance of the CNN–BiLSTM model. For a better comparison, this paper
uses four evaluation indicators to quantify the prediction performance, and the comparison
results are shown in Table 3.

Table 3. Comparison of prediction performances of the CNN–BiLSTM model under different inputs.

Models MAE MAPE RMSE R2 (%) Minimum Error Maximum Error Total Error

CNN–BiLSTM 1.789 0.078 2.206 99.84 0.02 6.77 25.62

CNN–BiLSTM with GRA 2.335 0.103 2.981 99.70 0.02 6.54 28.02

CNN–BiLSTM with MIC 2.323 0.102 3.240 99.65 0.18 7.51 28.04

CNN–BiLSTM without Both 3.630 0.161 4.238 99.40 0.82 8.52 43.56

As shown in Table 3, when the GRA or MIC algorithms were used, appropriate
influencing factors could be effectively selected, and the result was better than that when
neither of the two algorithms were used, which reflects the role played by the GRA and
MIC algorithms. When the GRA–MIC algorithm was used in the model, better influencing
factors were selected from two different perspectives, and data with low correlations were
removed. Compared with the GRA or MIC algorithms, the prediction results of the model
were further improved. Due to the reduction in input data, the GRA–MIC algorithm
not only improved the efficiency of the whole prediction process of the model, but also
improved the prediction performance of the model.

In addition to comparing the prediction performance of the CNN–BiLSTM model in
different correlation algorithms, this paper also used an additional seven deep learning
algorithms for comparison: the CNN–RNN, CNN–LSTM, CNN–GRU, BiLSTM, RNN,
LSTM, and GRU models. In the case of the GRA–MIC algorithm and other identical cases,
the results comparisons of the eight models are shown in Figure 14 and Table 4.
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Table 4. Comparison of prediction performances of different models with the same input.

Models MAE MAPE RMSE R2 (%) Minimum Error Maximum Error Total Error

CNN–BiLSTM 1.789 0.078 2.206 99.84 0.02 6.77 25.62

CNN–RNN 3.841 0.167 5.018 99.17 0.31 12.28 46.09

CNN–LSTM 3.063 0.137 4.012 99.47 0.23 9.36 36.76

CNN–GRU 3.302 0.144 4.578 99.31 0.64 12.69 39.62

BiLSTM 5.018 0.220 6.300 98.70 0.36 11.24 60.19

RNN 5.442 0.239 7.274 98.26 0.07 11.93 58.11

LSTM 4.888 0.215 7.013 98.38 0.74 15.79 77.49

GRU 6.076 0.266 7.203 98.29 1.21 13.37 72.91

Table 4 shows that because of the complexity and uncertainty of the landslide, a
suitable time series data classification of the CNN model was adopted to forecast the
displacement characteristics of the future and then build other models to forecast the
concrete values; the effective reduction of the single model for complex data fitting ability
was insufficient, and increasing the CNN part model could obtain a better effect. Compared
with RNN models, traditional LSTM and GRU models have better prediction performances
because the internal gate structures of the LSTM and GRU models adjust the input data
flow and solve the problems of gradient disappearance and gradient explosion. Because
of the similar structures, the prediction performances of the LSTM and GRU models are
similar. Since the BiLSTM model adopts a bidirectional LSTM module, it can more fully
train data and extract periodic information from environmental data in the training process.
Compared with the traditional LSTM model, it improves the efficiency of data use and the
accuracy of prediction.
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5. Conclusions

The effective analysis and utilization of landslide displacement and influencing factor
data is particularly important to improve the accuracy of landslide displacement prediction
and ensure early warnings of landslides. Additionally, it provides a geological theoretical
basis for the policymaking of land use management. Due to the problem of random
displacement being ignored in time series analysis, the accuracy of the time series analysis
method is limited when it is used in rainfall landslide displacement prediction. In this
paper, a rainfall landslide displacement prediction method based on the time-frequency
analysis method was proposed. The CEEMDAN method was used to decompose landslide
displacement data into multiple subseries with different frequencies, two new concepts that
evaluate the state of the landslide and the trend of the landslide were proposed, and the
GRA–MIC joint association method was used to select the main influencing factors of each
subseries. Then, CNN–BiLSTM, a fusion model based on deep learning, was used to train
and predict landslide displacement. The model combines the CNN model with the BiLSTM
model so that the model can more fully extract the features of landslide displacement data
to provide a more effective method to use landslide displacement data. The prediction of
landslide displacement showed that the fusion model combining CNN and BiLSTM was
more effective than the single model in predicting the landslide displacement of Baishuihe,
and the GRA–MIC joint association method was better than the single method in selecting
influencing factors. This paper provides a research basis for landslide early warning based
on landslide displacement.
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