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Abstract: This paper aims to address the combination of distributed generation placement and dy-
namic distribution network reconfiguration. Herein, a multi-strategy multi-objective improved black
widow algorithm is proposed. A model is established, which considers the objectives of minimizing
active power loss, voltage deviation, and carbon emission. The proposed algorithm significantly
enhances the traversal capability and search speed by employing Cubic–Tent chaotic mapping, involv-
ing a novel formula with the fusion of optimal genes, and employing an adaptive mutation of Wald
mutation and elite reverse learning mixing. The DeepSCN is employed to forecast the distributed
generation (DG) output power and distribution network load. Through various test functions, the
capability of the proposed algorithm is demonstrated. Whether single-objective or multi-objective,
the algorithm has excellent performance. To showcase the practicality and effectiveness of the model
and approach, a simulation experiment was performed on the IEEE-33 node configuration. The
solution set provided by MIBWOA can reduce active network loss to improve operating efficiency,
increase voltage offset to make operation more stable, and reduce carbon emissions to make operation
more environmentally friendly. The proposed algorithm shows excellent performance in distributed
generation placement and distribution network reconfiguration compared with the comparison
algorithms. The results show that the solution proposed by MIBWOA can enhance the real-time
operational parameters of the distribution network with considerable efficiency.

Keywords: DeepSCN; DG placement; dynamic distribution network reconfiguration; MIBWOA;
multi-objective; Pareto

1. Introduction

Due to the advancement and widespread adoption of remotely operable switches and
distributed power sources, the use of electric energy has become increasingly diverse and
uncertain, and the operating state of the distribution network has become complex [1–3].
How to determine the optimal location for integrating distributed generation into a dis-
tribution network [4–6] and how to reasonably control the opening and closing states of
distribution network switches and combine various operating indicators [7,8], in order to
make the operating state of the distribution network tend toward ideality, are crucial ques-
tions in current research [9–11] which are, respectively, referred to as distributed generation
placement (DGP) and distribution network reconfiguration (DNR).

Intelligent optimization methods are more effective than traditional mathematical meth-
ods and heuristic algorithms in dealing with nonlinear and large-scale problems [12–14].
The results of many researchers have shown that the rational use of distributed power
is a very important research topic in the field of distribution network [15]. In order to
balance the power supply cost and the penetration rate of wind and PV electricity, ref-
erence [16] introduced the principle of economic consumption. Then, an optimization
planning method considering wind and PV electricity curtailment measures was proposed,
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and a fast model-solving method based on distribution network steady-state security region
was proposed. Reference [17] utilized a genetic algorithm to optimize the placement and
selection of distributed generation, aiming to minimizing the active power loss objective
function. Reference [18] solved the distributed generation placement problem with active
power loss and voltage stability as objectives by running a particle swarm optimization
algorithm. Reference [19] used the flower pollination algorithm to optimize the distributed
generation placement for minimizing active power loss and achieving desirable voltage
distribution. Reference [20] solved the distributed generation placement problem with
power loss minimization, voltage profile improvement, and operating cost minimization
as objectives by running the whale optimization algorithm. Reference [21] focused on the
minimization of active power loss in DNR. Reference [22] emphasized the dual-objective
DNR optimization of reducing network loss and voltage deviation. Reference [23] op-
timized static DNR with active loss and voltage distribution by considering distributed
power sources through the fireworks algorithm. Reference [24] proposed a NoisyNet deep
Q-learning network to solve the active power loss and voltage optimization problem in
static DNR. Reference [25] applied the jellyfish search algorithm to address the issue of
distribution network reconfiguration, aiming to optimize the objective functions that in-
cluded system average interruption frequency index (SAIFI), system average interruption
unavailability index (SAIUI), and total energy not supplied (TENS). Reference [26] used a
dynamic programming algorithm and improved the harmony search fusion algorithm to
solve the dynamic DNR problem, with the objectives of minimizing system loss, customer
interruption, and switching cost. Reference [27] proposed an improved fuzzy C-means
clustering algorithm to solve the period division problem in dynamic DNR. Reference [28]
introduced a parallel processing algorithm that integrated the EMA algorithm and WGA
algorithm to tackle the dynamic distribution network reconfiguration (DNR) issue, optimiz-
ing both active power loss and structural reliability objectives. Reference [29] demonstrated
the feasibility of using BWOA to solve the distribution network problem, but only consid-
ered the single-objective problem of static distribution network reconfiguration and did
not optimize the algorithm. To simulate wind speed and solar power output, reference [30]
applied beta distribution and reference [31] applied Weibull distribution.

The set parameters easily influence the abovementioned algorithms and may result in
unstable solutions and local optima. Therefore, design of a high-performance and high-
precision algorithm is a common issue that needs to be researched. In addition, DGP and
DNR have not been considered in combination, and research on the involved objective
functions is not sufficiently comprehensive, which makes it challenging to combine the
results with reality. At the same time, environmental protection issues and pollution caused
by fossil fuel burning have not been considered in distribution network reconfiguration,
which is detrimental to the sustainable development of human beings. Due to the high
randomness and uncertainty in wind speed and solar radiation, accurately simulating
external variables with high uncertainty is the key to solving the distribution network
reconfiguration problem.

In this paper, we propose using MIBWOA and DeepSCN to solve the DGP and DNR
(DGP–DNR) problem, considering minimization of the accurate active power loss [32,33],
voltage deviation, and carbon emissions as optimization objectives. Firstly, DeepSCN is
employed to predict the power output of the photovoltaic (PV) distributed generation and
the load power at each network node. Then, MIBWOA is used to optimize the DGP and
determine the specific location of DG integration into the distribution network. Finally,
MIBWOA is utilized to optimize the dynamic distribution network reconfiguration problem
based on the proposed solution of distributed generation placement.

The paper is organized as follows. The first section introduces the research background
and ideas, while the second section outlines the mathematical model of the distribution
network. The third section describes the DG output and load power based on DeepSCN.
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The fourth section introduces the standard BWOA and MIBWOA. In the fifth section,
to exhibit the enhanced performance of the proposed algorithm, diverse algorithms are
evaluated using test functions, and the MIBWOA is utilized to determine the optimal
placement of distributed generation. Additionally, the results obtained using various
algorithms for the distribution network reconfiguration (DNR) problem are compared
to demonstrate the superior adaptability of MIBWOA to DNR. Finally, the sixth section
concludes the paper.

2. The Distributed Generation Placement and Dynamic Distribution Network
Optimization Model

Proper placement of distributed generation before distribution network reconfigura-
tion can significantly reduce power loss and improve system stability in the distribution
network. Therefore, it is necessary to select the location of distributed generation scien-
tifically. In addition, in solving the problem of distribution network optimization and
reconfiguration, static DNR usually only considers the output power and load conditions
of distributed generation at a particular moment, making it difficult to apply theoretical
research to practical applications. When solving the problems of DG placement and dy-
namic DNR, it is imperative to consider the temporal variability of DG and load power.
The real-time optimization and reconfiguration of the topology structure also need to be
considered. Compared with static reconfiguration, dynamic rebuilding is more complex,
and its optimization difficulty is higher [34,35].

The paper divides the DGP–DNR problem into 24 periods. As DGP and DNR belong
to different optimization strategies of the distribution network, they share similar oper-
ating backgrounds, which allows them to use a large portion of the same optimization
indicators and constraints. Each target function of the DNR indicator in each period is
individually optimized to reduce errors caused by predictions and increase the number
of selectable solutions. However, DG and the topology of the distribution network are
different. After completing DGP, the location of DG will not change, while DNR can change
the network’s topology at any time to achieve real-time optimization. Therefore, unlike
DNR, DGP must consider all periods simultaneously and select the optimal solution.

2.1. DGP Objective Function

DGP relies on active network loss, voltage offset, and carbon emissions in the distribu-
tion network to select the optimal location. Their formula is as follows:

2.1.1. Accurate Active Power Loss

The objective function is established to reduce the active power loss generated in each
period of the distribution network, as shown in Equation (1):

min f1 =
H

∑
t=1

Bn

∑
a=1

At
ab
(

Pt
aPt

b + Qt
aQt

b
)
+ Bt

ab
(
Qt

aPt
b −Qt

aPt
b
)

(1)

where f1 represents the total active power loss during the optimization period, in which a
lower value indicates a higher operating efficiency of the distribution network; H represents
the entire length of the optimization period; Bn represents the total number of nodes in

the distribution network; At
ab =

Rt
ab

Vt
a Vt

b
cos
(

ϕt
a − ϕt

b
)
; Bt

ab =
Rt

ab
Vt

a Vt
b

sin
(

ϕt
a − ϕt

b
)
; Pt

a and Pt
b

represent the active power of the a-th and b-th nodes during the t-th period; Rt
ab represents

the line resistance between the a-th and b-th nodes during the t-th period; Vt
a and Vt

b
represent the voltage at the a-th and b-th nodes during the t-th period; and ϕt

a and ϕt
b

represent the power factor angle of the a-th and b-th nodes during the t-th period.
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2.1.2. Voltage Deviation

To optimize the stability of the distribution network during operation, the objective
function shown in Formula (2) was established:

min f2 =
H

∑
t=1

Bn

∑
a=1

∣∣∣∣Vt
a −Vt

aN
Vt

aN

∣∣∣∣ (2)

where f2 represents the total voltage deviation within the optimization period, in which a
smaller value indicates a more stable distribution network; Vt

a represents the voltage of the
a-th node in the t-th period; and Vt

aN represents the rated voltage of the a-th node in the
t-th period.

2.1.3. Carbon Emissions

To reduce pollution caused by the distribution network, the objective function in
Equation (3) was established:

min f3 =
H

∑
t=1

[(
Pt

s − Pt
D
)
Cm

E f

]
(3)

where f3 is the total carbon emissions generated by the distribution network during the
optimization period, in which a smaller value indicates a more environmentally friendly
distribution network; Pt

s is the total power consumption of all nodes in the distribution
network during the t-th period; Pt

D is the total power generated by distributed power
sources; Cm is the carbon emissions per unit of electricity output during the t-th period;
and E f is the energy utilization coefficient.

2.2. DNR Objective Function

DNR also takes active network loss, voltage offset, and carbon emissions as optimiza-
tion targets, and their formulas are as follows.

2.2.1. Accurate Active Power Loss

The objective function was established to reduce the active power loss generated in
each period of the distribution network, as shown in Equation (4):

min f4 =
H

∑
t=1

Bn

∑
i=1

Bn

∑
j=1

Dt
ij

(
δt

ij

(
Pt

i Pt
j + Qt

i Q
t
j

)
+ εt

ij

(
Qt

i P
t
j −Qt

jP
t
i

))
(4)

where f4 represents the total active power loss during the optimization period, in which a
lower value indicates a higher operating efficiency of the distribution network; Dt

ij rep-
resents the on/off status of the branch between the i-th and j-th nodes during the t-th
period (Dt

ij = 1 represents the branch closed, Dt
ij = 0 represents the branch open);

δt
ij =

Rt
ij

Vt
i Vt

j
cos
(

ϕt
i − ϕt

j

)
; εt

ij =
Rt

ij

Vt
i Vt

j
sin
(

ϕt
i − ϕt

j

)
; Pt

i and Pt
j represent the active power

of the i-th and j-th nodes during the t-th period; Rt
ij represents the line resistance between

the i-th and j-th nodes during the t-th period; Vt
i and Vt

j represent the voltage at the i-th
and j-th nodes during the t-th period; and ϕt

i and ϕt
j represent the power factor angle of the

i-th and j-th nodes during the t-th period.
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2.2.2. Voltage Deviation

To optimize the stability of the distribution network during operation, the objective
function shown in Formula (5) was established:

min f5 =
H

∑
t=1

Bn

∑
i=1

∣∣∣∣∣Vt
i −Vt

iN
Vt

iN

∣∣∣∣∣ (5)

where f5 represents the total voltage deviation within the optimization period, in which a
smaller value indicates a more stable distribution network; Vt

i represents the voltage of
the i-th node in the t-th period; and Vt

iN represents the rated voltage of the i-th node in the
t-th period.

2.2.3. Carbon Emissions

To reduce pollution caused by the distribution network, the objective function in
Equation (6) was established:

min f6 =
H

∑
t=1

[(
Pt

sum − Pt
DG
)
Cm

E f

]
(6)

where f6 is the total carbon emissions generated by the distribution network during the
optimization period, in which a smaller the value indicates a more environmentally friendly
distribution network; Pt

sum is the total power consumption of all nodes in the distribution
network during the t-th period; Pt

DG is the total power generated by distributed power
sources; Cm is the carbon emissions per unit of electricity output during the t-th period;
and E f is the energy utilization coefficient.

2.3. Constraints

Since DGP and DNR work in the same environment, they use the same constraints.
In tackling the DGP–DNR problem, simplifying the constraint model as much as possible
is crucial because the constraint conditions increase the complexity of the problem.

2.3.1. Flow Equation Constraint

The distribution network must satisfy the flow constraint shown in Equation (7)
during operation:

PDG
i + Pi = Pload

i + Vi

Bn

∑
s=1

Vs(Gis cos θis + Bis sin θis)

QDG
i + Qi = Qload

i + Vi

Bn

∑
s=1

Vs(Gis sin θis − Bis cos θis)

(7)

where Pi
DG and Qi

DG are the active and reactive power of DG at the i-th node, respectively;
(Pi) and (Qi) are the active and reactive power injected at the i-th node, respectively; Pload

i
and Qload

i are the active and reactive power of the load at the i-th node, respectively; Vi and
Vs are the node voltages at the i-th and s-th nodes, respectively; Gis and Bis are the branch
conductance and susceptance between the i-th and s-th nodes, respectively; and θis is the
power factor angle of the branch between the i-th and s-th nodes.

2.3.2. Current Constraints

The currents of all branches in the reconstructed network should be within a specified
range. This constraint can be mathematically expressed as Equation (8):

0 ≤ Ik ≤ Imax
k , k = 1, 2, 3, . . . , Bn (8)
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where Ik is current on the k-th branch and Imax
k is the upper limit of the current on the

k-th branch.

2.3.3. Voltage Constraints

After reconfiguration, the voltage of each node in the network must satisfy the con-
straints shown in Equation (9):

Vmin
n ≤ Vn ≤ Vmax

n , n = 1, 2, 3, . . . , Bn (9)

where Vn is the voltage of the n-th node, and Vmin
n and Vmax

n are the lower and upper
voltage limits for the n-th node, respectively.

2.3.4. Branch Capacity Constraint

After reconfiguration, the currents of each branch in the network must be within the
specified range. This constraint is mathematically described in Equation (10):

Sk ≤ Smax
k , k = 1, 2, 3, . . . , Ln (10)

where Sk is the capacity of the k-th branch, Smax
k is the maximum capacity of the k-th branch,

and Smax
k is the total number of branches in the distribution network.

2.3.5. Topological Constraints on the Distribution Network

The distribution network operators must satisfy the topological constraint condition
as shown in Equation (11), a constraint which only applies to the DNR problem:

gu ∈ Gu (11)

where gu represents the topology structure of the reconstructed distribution network and Gu
is the set of all radial topology structures.

2.3.6. Dynamic Constraint on the Number of Switch Operations in the
Distribution Network

To reduce losses caused by switch operations, constraint (12) is established, which
only applies to the DNR problem:

H

∑
t=1

Ln

∑
l=1

∣∣∣αt
l − αt−1

l

∣∣∣ ≤ Nmax
sum

H

∑
t=1

∣∣∣αt
l − αt−1

l

∣∣∣ ≤ Nmax
l

(12)

where H represents the total period, αt
l and αt−1

l represent the total number of switch
operations in the t-th period and (t − 1)-th period, respectively, and Nmax

sum and Nmax
l ,

respectively, represent the maximum number of switch operations allowed in the total
period and single period.

2.3.7. Transformer Constraint

The constraint shown in Equation (13) must be satisfied to ensure the transformer
operates normally:

Bn

∑
n=1

(
PDG

i + Pi

)
≤ µST cos θ (13)

where µ is the efficiency of the transformer, taken as 0.8∼0.95; ST is the apparent power of
the transformer; and θ is the power factor angle.
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2.4. Distributed Generation Model

There are commonly two types of DG: the PQ type and the PV type. In this paper,
the forward–backward substitution method is used for power flow calculation, so all
distributed generation must be converted to PQ node-type.

2.4.1. PQ-Type Distributed Generation

The common PQ-type distributed generation is wind turbine. Power flow calculation
adds its power to the distribution network parameters as a negative value. The calculation
of the formula is as follows: {

P = −PDG

Q = −QDG
(14)

where PDG and QDG, respectively, represent the active power and reactive power output of
the distributed power source.

2.4.2. PV-Type Distributed Power Generation

Common PV-type distributed power sources include photovoltaic generators and
internal combustion engines, among others. The formula for calculation of its generated
power is as shown:

Qt = X−1U∆U + Qt−1, Qmin
DG < Qt−1 + X−1U∆U < Qmax

DG

Qt = −Qmax
DG , Qt−1 + X−1U∆U ≥ Qmax

DG

Qt = −Qmin
DG , Qt−1 + X−1U∆U ≤ Qmin

DG

(15)

where Qmax
DG and Qmin

DG are the maximum and minimum reactive power outputs allowed
by the DG, respectively, X is the node reactance, U is the voltage magnitude of the DG,
∆U is the node voltage offset, t is the iteration number, and Qt and Qt−1 are the reactive
powers at iteration t and t− 1, respectively. Equation (15) prevents the DG from exceeding
its maximum allowable reactive power output.

From Equations (1) to (15), it can be seen that the dynamic DNR problem is a multi-
objective discrete optimization problem. When the network size is large, conventional
mathematical optimization algorithms may be difficult to solve, and heuristic algorithms
may struggle to find optimal solutions.

3. Prediction of DG and Load Power Based on DeepSCN

Due to the high uncertainty and volatility in both DG and loads, direct use of mathe-
matical distribution formulas in simulation will result in significant errors [36–38], making
it challenging to combine the results with reality. Therefore, DeepSCN was utilized for
predicting the real-time power output of distributed generation and load power at each
node in the distribution network.

3.1. Introduction to DeepSCN

DeepSCN (deep stochastic configuration network) is a method for progressively and
randomly constructing neural networks. It constrains the random allocation of weights
and biases through a supervisory mechanism and can directly connect all hidden layers to
the output layer. The random basis function of each hidden layer is generated by a set of
inequality constraint equations [39].

Assuming that F(x) = [ f1, f2, . . . , fm] has n layers and p nodes, the formula of Deep-
SCN is shown below: 

F(n)
p (x) =

n

∑
k=1

p

∑
j=1

µ
(k)
j C(x)

C(x) = f j
k

(
xk−1, ω

j
k−1, bj

k−1

) (16)
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In the formula, p = 1, 2, . . . , L, L is the maximum number of hidden nodes; n =

1, 2, . . . , R, R is the maximum number of hidden layers; µ
(k)
j is the output weight of the j-th

node in the k-th layer; f j
k is the activation function of the j-th node in the k-th layer; and

xk−1, ω
j
k−1, and bj

k−1 are the input values and hidden parameters in the k-th hidden layer.
When configuring the j-th hidden node in the n-th hidden layer of DeepSCN, its

activation function f n
j must satisfy the following inequality:

〈
ε
(n)
j,q , f n

j

〉2
≥ b2γ

(n)
j,q , q = 1, 2, . . . , m (17)

ε
(n)
j,q , in the above formula, is defined below:

ε
(n)
SN = F(x)− F(n)

p (x) (18)

After fixing the random basis function f n
1 , f n

2 , . . . , f n
L , the first hidden node f n+1

1 is added in
the (n + 1)-th hidden layer according to the following inequalities:〈

ε
(n)
L,q , f n+1

1

〉2
≥ b2γ

(n)
L,q , q = 1, 2, . . . , m (19)

According to Formula (17), a new node is added to the (n + 1)-th hidden layer, and
Formula (19) adds the first node to the new hidden layer. This process is repeated until
the desired structure is achieved, and the output weights are evaluated using the least
squares method.

3.2. DG and Load Power Prediction Based on DeepSCN

DeepSCN is used to predict the data of DG and load during a specific period, providing
data support for the dynamic DNR problem and reducing the error caused by external
data uncertainty.

Taking the solar energy and load data of a particular region in China in 2019 as an
example, assuming the maximum number of hidden layers and hidden nodes in Deep-
SCN to be 5 and 80, respectively, the input and output nodes for predicting the output
power of DG are 3 and 3, and the input and output nodes for predicting the load power
are 33 and 33, respectively. Figure 1 shows two structural diagrams of DeepSCN, and
Figures 2 and 3 show the predicted power data of DG output and load power for a certain
node using DeepSCN.

The predicted results are very close to the actual situation, as shown in the figures.
Therefore, it can be concluded that it is feasible to apply DeepSCN to predict the output
power of DG and the power of load.

(a)

Figure 1. Cont.
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(b)

Figure 1. (a) The structure of DeepSCN for predicting DG; (b) The structure of DeepSCN for
predicting load.

Figure 2. DeepSCN used to predict the power of solar DG.

Figure 3. DeepSCN used to predict the power of load.
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4. Multi-Objective Improved Black Widow Optimization Algorithm

In this section, a new type of MIBWOA is introduced through the standard black
widow optimization algorithm and is then used to solve the DGP–DNR problem. Based
on the prediction of DG output power and load power output using DeepSCN, MIBWOA
was used to select the location of distributed generation and optimize the distribution
network in each period. The algorithm initializes the population using Cubic–Tent chaotic
mapping, generates a new population by updating formulas with the fusion of optimal
genes, and improves the diversity in the population through the adaptive adjustment of
Wald and elite reverse learning mutations. The algorithm also includes a multi-objective
solution set selection based on Pareto theory and a discretization module for selecting
the DGP–DNR solution set, to increase the compatibility of the algorithm for the DGP–
DNR problem.

4.1. Standard Black Widow Algorithm

The black widow optimization algorithm (BWOA) is inspired by the life cycle of black
widow spiders and was proposed by Vahideh Hayyolalam et al. in 2020 [40]. Compared
with other algorithms, BWOA performs well in both the development and exploration
stages. The following are the working steps of BWOA.

STEP 1: Initialization. Generate the initial population, where each solution is
called a black widow. In dimensional problems, these solutions are represented by a
1× dim matrix:

W = [x1, x2, . . . , xdim] (20)

Each black widow W = [x1, x2, . . . , xdim] generates fitness by an objective function, and its
value measures the worth of the solution:

F = f (x1, x2, . . . , xdim) (21)

In the equation, W represents an individual spider, xdim represents different numerical
values within the individual, and F represents the fitness of individual [x1, x2, . . . , xdim];

STEP 2: Population reproduction. Select a pair of parents to mate and breed a new
generation of spiders, which is implemented by the following equation:{

y1 = αx1 + (1− α)x2

y2 = αx2 + (1− α)x1
(22)

where α ∈ (0, 1); x1 and x2 are the parent individuals of the black widow; and y1 and y2
are the new offspring individuals. After repeating the reproduction process dim/2 times,
all the mothers and offspring are sorted according to their fitness;

STEP 3: Cannibalism. BWOA has three types of self-cannibalism: sexual cannibal-
ism, where the mother eats the father; filial cannibalism, where the offspring cannibalize
each other and eliminate the less fit individuals; and matricide, where the offspring eat
the mother (in exceptional cases). The algorithm determines the number of surviving
individuals based on their cannibalism rates (CR);

STEP 4: Mutation. A certain number of individuals are randomly selected from the
population based on the mutation rate (MR), and two elements within each individual are
randomly exchanged, as shown in Figure 4.

Figure 4. BWOA mutation.
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4.2. Multi-Objective Improved Black Widow Optimization Algorithm
4.2.1. Cubic–Tent Chaotic Mapping

Standard BWOA generates the initial population using a completely random approach,
which undoubtedly leads to unstable population quality and speed fluctuations, posing
difficulties and risks to algorithm solving. Individually, both Cubic and Tent chaotic
mappings have good traversal properties and improvement space [41,42]. The combination
of the two shows even better performance, and the randomness and traversal properties
are effectively improved. Figure 5 offers several ways to generate random arrays, and it
can be seen that the solutions developed by Cubic–Tent are more uniformly distributed
throughout the solution space than other methods.

(a) (b)

(c) (d)

Figure 5. (a) PMLCM chaotic mapping; (b) Bernoulli chaotic mapping; (c) sine chaotic mapping;
(d) Cubic-Tent chaotic mapping.

The expression for generating the initial population using Cubic–Tent is as follows:

W = [x1, x2, . . . , xdim] (23)
xdim = ωx0

dim

(
1− 2x0

dim

)2
, rand < 0.5

xdim = ω
(

1− x0
dim

)(
1− 2

(
1− x0

dim

))2
, rand > 0.5

(24)

In the equation, ω is the control factor, and a value of 5.19 works relatively well;
x0

dim represents the initial data of the dim dimension of the individual, which is randomly
generated within the upper and lower limits of the dimension; xdim is the data of the dim
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dimension of the individual that is generated; and rand is a value randomly generated on
the (0, 1) interval.

4.2.2. Updating Formulas with the Fusion of Optimal Genes

The standard BWOA population updating formula has a relatively simple structure,
which results in a slow speed of population updating and the algorithm becoming easily
trapped in local optima. This undoubtedly puts tremendous pressure on the mutation part
of the algorithm. To solve this problem, the paper uses an improved population updating
formula by adding independent random factors and the best black widow individual
within the population, which enables the algorithm to quickly iterate toward the optimal
direction for a solution: 

y1 = 3
√

δx1
3 + µx23 + ηx3

best

y2 = 3
√

µx1
3 + δx23 + ηx3

best

(25)

In the equation, δ ∈ (0, 1), µ ∈ (0, 1), η ∈ (0, 1); x1 and x2 are parent individuals; xbest
is the current best individual in the population; and y1 and y2 are offspring individuals.

The joint action of the two random factors in the improved formula increases the
possibility of obtaining optimal solutions. It greatly enhances the algorithm’s search ability,
diversity, and traversal properties, thus expanding the search space of the solution set.
Moreover, in using the information on the current population’s best individual, the al-
gorithm avoids taking the direction of erroneous population evolution. Compared with
the weighted updating formula in Formula (22), the improved formula has a more vital
ability to break through local optima. It can increase the convergence speed and accuracy
of the population.

4.2.3. Mutation Based on Adaptive Adjustment of Wald and Elite Reverse Learning

This paper introduces two mutation methods: Wald mutation and elite reverse learning
mutation, with their formulas as follows:WM =

√
τ

2πW3 × e
−τ(W−γ)2

2π2W , K ≥ C

WM = Mr(α + β)−Wtop, K < C
(26)

In the equation, WM represents the individuals in the population after mutation; τ and
γ are control factors, and their values depend on the specific problem; Wtop is the elite
individual in the current population; Mr is the dynamic coefficient, while α and β are the
dynamic boundaries; K is the adaptive factor determined by the Formula (27); and C is the
switching threshold value for mutation methods, for which the recommended value is 0.7.

K = std
(

fp(Ws)
)

(27)

In the equation, Ws represents the population set; fp(Ws) represents the set of nor-
malized values of each objective function in the population; and p ∈ (1, 2, 3) measures
the distribution of current solutions through the standard deviation calculated by the
std function.

Wald mutation works at K ≥ C, and the two controllable factors increase the controlla-
bility and diversity of transformation, giving it excellent local search capability, increasing
the speed of approaching local and globally optimal solutions and being responsible for
the exploration stage of the algorithm. Elite reverse learning mutation works at K < C,
utilizing the fact that privileged individuals contain higher information value than others
to construct a new population from the elite individuals. Dynamic factors and dynamic
boundaries allow mutations to adaptively change the search interval, actively choose the
mutation direction, and improve the solution’s value, increasing population diversity and
preventing the “premature” phenomenon responsible for the development stage of the
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algorithm. The two mutations work together, adjusting the mutation state through the
adaptive factor. Compared with the swapping mutation method in Figure 4, this has a
diverse evolutionary space under the premise of considering speed and accuracy, effectively
improving the convergence and avoiding any local optima of the algorithm.

4.2.4. Multi-Objective Solution Set Selection Based on Pareto Theory

BWOA is a single-objective optimization algorithm that is difficult to run when facing
multi-objective problems such as DGP and dynamic DNR. To address this issue, we inte-
grated Pareto theory and ranking-dominance to transform the single-objective BWOA into
a multi-objective optimization algorithm with the following function formula:

F(x) =
[

f (x1), f (x2), . . . , f
(
xp
)]

(28)

In the formula, multi-objective problem F(x) consists of p objective functions, and the
multi-objective functions have the following constraints:{

G(x) = 0

H(x) ≤ 0
(29)

In the formula, G(x) and H(x) represent the multi-objective function’s equality constraints
and inequality constraints.

Generally, it is difficult to find an optimal individual for all objectives in multi-objective
problems. Therefore, ranking-dominance ranks the solutions and selects individuals with
higher fitness. If all the objective functions of individual A are better than those of indi-
vidual B, then individual A dominates individual B. Based on the ranking-dominance,
individuals that are less valuable are filtered to obtain the desired set of solutions, and
different solutions are selected depending on the preference for objective functions. The col-
lection of these solutions is called the Pareto front solution set.

4.2.5. Discretization of Solutions in DGP-DNR Problem

Since MIBWOA is continuous, it may waste computing power, lose individuals, and re-
duce accuracy when solving discrete problems such as DGP–DNR. Therefore, a selectable
discretization module was added. When facing a discrete problem, the module is activated
to switch the algorithm from continuous computation to discrete computation. The formula
for the module is as follows:

ηo(x) =

{
o ,x < k

o + 1 ,x > k
(30)

∫ k

o
F(x) dx =

∫ o+1

k
F(x) dx (31)

In the formula, ηo(x) is the algorithm formula within x ∈ (o, o + 1) after discretiza-
tion; F(x) is the algorithm formula before discretization; k satisfies Formula (28); o ∈
(lb, lb + 1, . . . , ub− 1); and ub and lb are the upper and lower bounds of x.

4.2.6. Workflow of MIBWOA

The flowchart of MIBWOA is shown in Figure 6, and the process of MIBWOA is
as follows.

STEP 1: Set the algorithm parameters, including the population size N, population
dimension D, social cannibalism rate SCR, mother cannibalism rate MCR, offspring canni-
balism rate CCR, maximum iteration number T, mutation rate MR, number of parent pairs
for participating in crossover CP, mutation adaptive factor K, mutation adaptive factor
limit C, and upper limit UB and lower limit LB for each dimension;

STEP 2: Generate the initial population through Cubic–Tent mapping;
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STEP 3: Calculate the fitness of each individual using the objective function, determine
the Pareto solution set and domination; if the generated population does not meet the
constraints, set all fitness functions to the maximum and proceed to STEP 9;

STEP 4: The improved population update formula generates a new population;
STEP 5: Calculate the fitness of each individual using the objective function, determine

the Pareto solution set and domination; if the generated population does not meet the
constraints, set all fitness functions to the maximum and proceed to STEP 9;

STEP 6: Use three types of cannibalism rates to make the population self-cannibalize
and eliminate individuals with poor fitness;

STEP 7: Use the adaptive Wald mutation and elite reverse learning mutation to
generate the mutation population;

STEP 8: Calculate the fitness of each individual using the objective function, determine
the Pareto solution set and domination; if the generated population does not meet the
constraints, set all fitness functions to the maximum and go to STEP 9;

STEP 9: Combine the new population and update the solution set;
STEP 10: Stop iteration when the conditions are met; otherwise, return to STEP

4. The stopping conditions include (1) reaching the predetermined iteration number;
(2) no change in the best individual fitness for multiple iterations; or (3) reaching the
specified precision;

STEP 11: Stop iteration and output the current Pareto front.

Figure 6. Flowchart of MIBWOA.
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5. Results and Discussion
5.1. Optimization of Classic Test Functions

The parameters used for MIBWOA were as follows: dimensionality of 5, population
size of 50, the maximum number of iterations of 300, crossover rate of 0.8, C set to 4,
and three types of symbiotic rates of 0.45, 0.35, and 0.2.

Firstly, MIBWOA was used to solve the Griewank function, and the iteration process is
shown in Figure 7. It is not difficult to see that, compared to the standard BWOA, MIBWOA
has a more substantial advantage and can converge to the optimal solution faster without
being easily disturbed by local optimal solutions.

Figure 7. BWOA and MIBWOA iterative processes.

Next, algorithm performance comparison was conducted through simulation experi-
ments using several test functions. The optimal values of single objective functions F1 and
F2 were 0, and, when running multi-objective algorithms, all compared algorithms were
transformed into multi-objective algorithms through Pareto theory. Several algorithms
were repeated 50 times and compared with MIBWOA. The function formulas are shown
in Table 1, the results of single-objective tests are shown in Table 2, and the results of
multi-objective functions ZDT1 and DTLZ2 are shown in Figure 8, where PF represents
the actual Pareto optimal result. The IGD [43,44], HYP [45,46], and PSP [47,48] indicator
evaluation results are shown in Table 3.

Table 1. Classic test function.

Name Function Interval

F1
D
∑

i=1

(
x2

i − 10 cos(2πxi) + 10
)

[−10, 10]

F2 (x− 1)2 +
D
∑

i=2
i
(

x2
i − xi−1

)2
[−100, 100]

F3


g( f1, f2) = 1−

√
f1/ f2

f1(x1) = x1

f2(x2) = 1 +
9

n− 1

n
∑

i=2
xi

[0, 1]
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Table 1. Cont.

Name Function Interval

F4



h(xi) =
n
∑

i=1
(xi − 0.5)2

f1(x) =
cos
( x1π

2

)
cos
( x2π

2

)
1/(1 + h(x1))

f2(x) =
cos
( x1π

2

)
sin
( x2π

2

)
1/(1 + h(x1))

f3(x) = (1 + h(x1)) sin
( x1π

2

)
[0, 1]

Table 2. Algorithm performance comparison.

Name Algorithm Optimum
Value Iterations Time/s

F1

PSO 3.27 × 101 167 118
GA 1.56 × 102 231 182

GWO 5.61 × 101 104 82
BAS 7.45 × 101 107 75

BWOA 7.45 × 10−5 52 65
MIBWOA 0 26 37

F2

PSO 6.51 × 10−1 198 125
GA 2.67 × 102 241 167

GWO 8.10 × 100 127 77
BAS 3.12 × 101 114 64

BWOA 5.68 × 10−6 76 74
MIBWOA 0 14 44

(a) (b)

Figure 8. (a) Results of the F3 (ZDT1); (b) Results of the F4 (DTLZ2).

Table 3. Multi-objective indicator test results.

Indicators Name PSO GA GWO BAS MIBWOA BWOA

IGD F3 0.3557 0.2072 0.1513 0.1664 0.0109 0.1284
F4 0.85 1.0783 0.4347 0.2742 0.2470 0.3428

HYP F3 0.0657 0.0898 0.1885 0.3319 0.5501 0.3442
F4 0.7834 0.2401 1.3808 1.7311 2.1317 1.5477

PSP F3 1.7424 4.1285 5.2555 4.0525 6.1914 5.7467
F4 1.1739 0.9251 2.2647 3.6361 4.0478 2.9134
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It can be seen from Table 2 that, for the single-objective test function, the optimization
results of BWO were 7.45 × 10−5 and 5.68 × 10−0.6, which are closer to the real optimal
value than other comparison algorithms. Additionally, they reached convergence through
iterations of 52 and 76 times in 65 s and 74 s, respectively. In comparison to other algorithms,
BWOA demonstrated superior performance by achieving optimal values that are closer to
the true optimum. Notably, it exhibited excellent results in terms of both iteration count
and iteration time. These findings lead to the conclusion that BWOA possesses a strong
foundation and has the potential for further improvements. Thus, it holds promise for
achieving even better outcomes. MIBWOA could stably obtain the global optimal value 0
in 37 s and 44 s, and find the optimal value in 26 and 14 iterations. MIBWOA demonstrates
satisfactory performance in terms of optimization capability and convergence speed. It
outperforms other algorithms and the standard BWOA in terms of optimal values, iteration
count, and iteration time. These results validate the effectiveness of the improvements
made to MIBWOA and highlight its excellent performance in single-objective problems.

From Figure 8, it can be observed that BWOA, compared to other algorithms in a
multi-objective test function environment, performs well but fails to stand out. In contrast,
the solution set of the MIBWOA algorithm shows a much closer proximity to the true
Pareto front compared to the solution sets of other algorithms, including the original
BWOA, with overwhelming superiority. Additionally, as indicated by the evaluation
metrics in Table 3, BWOA obtained 0.1284, 0.3442, and 5.7467 in function F3, and obtained
0.3428, 1.5477, and 2.9134 in function F4. MIBWOA obtained 0.0109, 0.5501, and 6.1914 in
function F3, and obtained 0.247, 2.1317, and 4.0478 in function F4. While BWOA struggles to
outperform other algorithms, MIBWOA exhibits remarkable performance, surpassing other
algorithms in all three metrics. This confirms the outstanding performance of MIBWOA in
the field of multi-objective optimization.

The test results show that, compared with PSO, GA, GWO, BAS, and BWOA, MIBWOA
has the highest optimization accuracy, fastest running speed, and the best IGD, HYP,
and PSP evaluation indexes. This demonstrates the excellent value of MIBWOA in solving
single-objective and multi-objective problems.

5.2. IEEE-33 DG Placement Experiment

Firstly, the proposed model and improved algorithm were used to solve the DGP prob-
lem in the IEEE-33 distribution network. Then, the DGP solution was applied to the DNR
problem to combine the two issues. Three photovoltaic distributed generators were added
to the experiment, all predicted by DeepSCN for day-ahead forecasting. The algorithm’s
termination criterion was set as a maximum of 100 iterations, and other parameters used
the data in the test function section. The IEEE-33 system had five tie switches and 33 nodes,
with structure as shown in Figure 9; other data can be found in [49]. The performance of
MIBWOA in solving the DGP problem was compared with DA [50], SMA [51], SA [52],
and WOA [53] under two scenarios: the standard IEEE-33 system and the IEEE-33 system
with node load prediction by DeepSCN. Then, the superior performance of MIBWOA in
solving the DGP problem was verified.

The predicted power of the DG and load by DeepSCN are shown in Figures 10–12.
The average results of running the algorithm repeatedly 50 times for the two DGP prob-
lems without and with load forecasting are shown in Tables 4 and 5, and the algorithm
performance comparison results are presented in Table 6. The DGP Pareto solution sets of
IEEE-33 systems with and without load forecasting are shown in Figure 13. The summation
of active and reactive power of each node in the distribution network is shown without
load forecasting (Figure 14) and with load forecasting (Figure 15), after selecting schemes
that placed DG at 13 nodes, 16 nodes, and 17 nodes.
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Figure 9. The structure of the IEEE-33.

Figure 10. The power of DG at different periods.

(a) Active power of different nodes at period 1-4. (b) Active power of different nodes at period 5-8.

Figure 11. Cont.
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(c) Active power of different nodes at period 9-12. (d) Active power of different nodes at period 13-16.

(e) Active power of different nodes at period 17-20. (f) Active power of different nodes at period 21-24.

Figure 11. Active power of different nodes at different periods.

(a) Reactive power of different nodes at period 1-4. (b) Reactive power of different nodes at period 5-8.

Figure 12. Cont.
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(c) Reactive power of different nodes at period 9-12. (d) Reactive power of different nodes at period 13-16.

(e) Reactive power of different nodes at period 17-20. (f) Reactive power of different nodes at period 21-24.

Figure 12. Reactive power of different nodes in different periods.

Table 4. Performance of distributed power generation placement scheme selection results with
different algorithms on the IEEE-33 system without load forecasting comparison.

Algorithm Power Loss/kW Voltage Deviation Carbon Emissions/kg Select Node

112.86 0.90 84,825 31, 28, 13
MIBWOA 113.69 0.92 87,177 15, 32, 29

Pareto 114.52 1.04 83,485 13, 7, 31
solution set 118.07 0.98 88,604 32, 14, 11

119.06 0.87 88,442 11, 32, 16
BWOA 126.54 0.93 97,336 15, 16, 30

DA 135.82 1.14 98,446 13, 11, 22
SMA 135.84 0.99 99,493 14, 17, 25
SA 144.47 0.94 104,000 14, 12, 11

WOA 139.06 0.99 102,060 10, 11, 12
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Table 5. Performance of distributed power generation placement scheme selection results with
different algorithms on the IEEE-33 system with load forecasting.

Algorithm Power Loss/kW Voltage Deviation Carbon Emissions/kg Select Node

63.57 0.96 74,289 13, 16, 17
MIBWOA 64.57 0.97 74,169 15, 16, 17

Pareto 63.59 0.97 74,334 14, 15, 16
solution set 63.72 0.97 74,632 13, 14, 15

63.88 0.96 74,971 12, 13, 14
BWOA 66.04 1.04 74,548 14, 17, 31

DA 66.52 1.01 76,238 13, 25, 30
SMA 66.38 0.98 75,223 13, 14, 29
SA 67.59 0.99 76,115 4, 9, 17

WOA 65.85 1.03 74,625 14, 11, 17

Table 6. Algorithm performance comparison.

Algorithm Iterations Time/s Optimum Probability/%

BOA 21 36.54 70
SHO 17 24.63 82
GSA 14 17.74 86

BWOA 10 21.55 84
MIBWOA 3 11.32 100

From Figure 10, it is evident that the three distributed generation sources exhibit
varying levels of active and reactive power throughout the 24 h period. It is noticeable
that photovoltaic generation tends to contribute a significant amount of power during
daylight hours, greatly enhancing the operational efficiency of the distribution network.
Therefore, in different time periods, the operating status of the distribution network is also
different, and this impact on the distribution network cannot be ignored. On the other
hand, Figures 11 and 12 illustrate the numerical values of active and reactive power for
the loads at different nodes in the distribution network during different time periods. It
is common for loads at various nodes to differ from one another and undergo temporal
variations, posing a significant challenge for the distribution network.

(a) (b)

Figure 13. (a) DGP Pareto solution set of standard IEEE-33 distribution network; (b) DGP Pareto
solution set of IEEE-33 distribution network with load forecasting.
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(a)

(b)

Figure 14. (a) Sum of the active power of each node of the distribution network without load fore-
casting; (b) Sum of reactive power of each node of the distribution network without load forecasting.

(a)

Figure 15. Cont.
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(b)

Figure 15. (a) Sum of the active power of each node of the distribution network with load forecasting;
(b) Sum of reactive power of each node of the distribution network with load forecasting.

Table 4 presents the experimental data obtained using the standard IEEE-33 system,
which facilitates easy comparison and serves to demonstrate the feasibility of the pro-
posed approach. The scheme provided by MIBWOA has a minimum active power loss of
112.86 kW, a voltage offset of 0.9, and a carbon emission of 84,825 kg. On the other hand,
Table 5 showcases the power prediction of distributed generation and node loads using
DeepSCN during random periods, thereby enhancing the alignment between experimental
results and real-world scenarios. In the most reasonable solution provided by MIBWOA,
the active power loss is 63.57 kW, the voltage offset is 0.96, and the carbon emission is
74,289 kg. It is evident that MIBWOA outperforms other algorithms in terms of the three
objective functions of the proposed solution set in both cases. On the other hand, Table 6
provides a comparison of algorithm performance. MIBWOA only needs three iterations
to find the optimal solution, while other algorithms need no fewer than ten iterations to
converge. The search speed of MIBWOA is 11.32 s, which is very fast compared with
other algorithms. MIBWOA can accurately optimize, while the local optimal solutions
obtained by other algorithms are unstable. This shows that MIBWOA can rapidly converge
to the optimal solution within a very limited number of iterations for the DGP problem.
Furthermore, it guarantees the avoidance of other local optima. This demonstrates the
excellent adaptability and optimization ability of MIBWOA for multi-objective discrete
problems such as DGP.

Figure 13 shows the Pareto solution space distribution of the standard IEEE-33 system
and the IEEE-33 system with predicted data using DeepSCN. They clearly display the states
of each solution. Figure 14 analyzes the summation of active power at different nodes
during different periods, while Figure 15 analyzes the reactive power. It can be observed
that, when the distributed generation is in operation, there is a significant increase in the
summation of node powers, which undoubtedly has a positive impact on the distribution
network without altering the input side.

The above results are evidence of the exceptional search capacity of MIBWOA for
addressing the DGP problem, which can rapidly yield superior solutions relative to other
algorithms. This achievement serves as a solid basis for subsequent investigations of
DNR problems.

5.3. IEEE-33 Distribution Network Reconfiguration Experiment

The proposed distribution network model and improved algorithm were applied for
simulation and verification by the IEEE-33 system. The algorithm’s termination criterion
was set as a maximum of 100 iterations, and the remaining parameters were the same as
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those in the test function section. The IEEE-33 system had five tie switches and 33 nodes,
DeepSCN predicted the node load, and other parameters can be found in [49].

Dynamic DNR can be decomposed into numerous static DNR, with the main differ-
ences being the computation complexity and whether the algorithm runs continuously in
real time. Firstly, static DNR was used to verify the superiority of MIBWOA over several
comparative algorithms that were converted into multi-objective ones using Pareto the-
ory, including standard BWOA, SHO (jellyfish search algorithm proposed in [54]), BOA
(butterfly optimization algorithm) [55], and the gravitational search algorithm proposed in
reference [56], thus demonstrating the superiority of MIBWOA in solving the DNR problem.

5.3.1. Static Distribution Network Reconfiguration

Firstly, MIBWOA was compared with other algorithms regarding the solutions pro-
posed for the DNR problem using the standard IEEE-33 system without DG and load
prediction. Based on the DGP scheme provided by MIBWOA, the distributed generators
were then connected to nodes 13, 16, and 17 of the distribution network and compared with
the case without distributed generators to demonstrate the excellent ability of MIBWOA
in solving DNR problem. The average results of running the algorithm repeatedly 50
times for the two DNR problems without and with DG and load forecasting are shown
in Tables 7 and 8, respectively. The comparison of voltage distribution under different
situations is demonstrated in Figure 16, and the algorithm performance comparison results
are presented in Table 9.

Table 7. Standard IEEE-33 system scheme without DG and load forecasting.

Algorithm Power Loss/kW Voltage Deviation Carbon Emissions/kg Open Circuit Code

144.58 1.05 74,223 28, 34, 9, 14, 32
MIBWOA 142.43 1.07 73,911 28, 7, 10, 14, 37

Pareto 140.71 1.09 74,101 28, 7, 10, 14, 32
solution 141.92 1.06 74,110 28, 7, 9, 14, 37

set 139.98 1.08 74,296 28, 7, 9, 14, 32
139.55 1.15 74,387 33, 7, 9, 14, 32

BWOA 149.64 1.19 76,581 28, 6, 10, 14, 32
BOA 152.98 1.19 74,855 27, 6, 9, 14, 37
SHO 147.28 1.21 74,433 28, 7, 11, 14, 37
GSA 145.03 1.23 81,658 28, 7, 10, 13, 32

Initial state 202.68 1.70 96,321 33, 34, 35, 36, 37

Table 8. Standard IEEE-33 system scheme with DG and load forecasting.

Algorithm Power Loss/kW Voltage Deviation Carbon Emissions/kg Open Circuit Code

95.62 0.66 42,223 28, 34, 9, 14, 32
MIBWOA 99.26 0.72 40,911 26, 7, 10, 14, 37

Pareto 94.34 0.67 41,073 27, 7, 10, 14, 16
solution 94.22 0.67 41,147 27, 7, 10, 14, 17

set 97.82 0.70 40,819 27, 7, 10, 14, 37
89.8 0.62 43,820 28, 34, 10, 14, 17

BWOA 106.04 0.82 52,659 28, 6, 10, 14, 32
BOA 105.58 0.75 52,762 27, 6, 9, 14, 37
SHO 104.98 0.76 51,550 28, 7, 11, 13, 37
GSA 111.11 0.78 47,257 28, 7, 9, 13, 32

Initial state 149.78 1.07 81,073 33, 34, 35, 36, 37

Table 9. Algorithm performance comparison.

Algorithm Iterations Time/s Optimum Probability/%

BOA 33 28.47 66
SHO 26 22.83 78
GSA 15 13.87 82

BWOA 12 15.73 80
MIBWOA 5 5.83 100
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Figure 16. Voltage comparison of each node.

Table 7 presents the optimization results for the standard IEEE-33 systems. In the
optimal solution provided by MIBWOA, the active power loss was 144.58 kW, the voltage
offset was 1.05, and the carbon emission was 74,223 kg. The results in Table 8 come
from the IEEE-33 system with DeepSCN prediction. In the optimal solution of MIBWOA,
the active power loss was 95.62 kW, the voltage offset was 0.66, and the carbon emission was
42,223 kg. This indicates that MIBWOA exhibited excellent performance and outstanding
adaptability in solving DNR problems. On the other hand, Table 9 compares MIBWOA with
other algorithms from the perspective of algorithm performance. When solving the DNR
problem, MIBWOA only needed five iterations on average to find the optimal solution,
while other algorithms were plagued by local optima. MIBWOA could accurately search
for optimization in only 5.83 s, while the local optimal solutions of other algorithms were
unstable. It can be observed that, similar to the DGP problem, MIBWOA outperforms other
algorithms in terms of the optimal value, the number of iterations, and the iteration time in
the context of DNR problems. In conclusion, it can be inferred that using MIBWOA to solve
DNR problems is feasible. From Figure 16, it can be observed the voltage distribution under
different operating conditions in the distribution network. It is evident that the voltage
distribution after DNR is significantly more uniform, resulting in a more stable system.

5.3.2. Dynamic Distribution Network Reconfiguration

The excellent performances of MIBWOA has been demonstrated on standard IEEE-33
power distribution systems and the static DNR problem with DG and load forecasting.
Next, MIBWOA was applied to dynamic DNR problem in the context of the DGP problem.
Taking the IEEE-33 system with 24 periods in a day as an example, other parameters and
the position of the DG were the same as those in the static DNR. The predicted power of the
DG and load by DeepSCN are shown in Figures 10–12. Table 10 shows the average results
of the dynamic DNR focusing on active power network loss in the Pareto solution set and
the comparison results before the period reconfiguration. The algorithms’ performance
comparison results are shown in Table 11. The power loss comparison after repeated
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running 50 times under different conditions is shown in Figure 17. The distribution
network node voltage distribution with and without DG in the initial state is shown in
Figure 18. After dynamic DNR, the voltage distribution of distribution network nodes with
and without DG is shown in Figure 19. The carbon emissions under different conditions
are shown in Figure 20, and the spatial distribution of the Pareto solution set at each period
is shown in Figure 21.

Table 10 presents the dynamic DNR solution set obtained by MIBWOA. The distribu-
tion network changed with time by changing the switch to adapt to the distributed power
and node load with strong randomness. Each time period was selected based on active
power loss, and the switch status from the previous time period was used as the initial
state for the current time period. By integrating all the selection schemes from each time
period, a complete solution set for the dynamic DNR problem was obtained. Table 11
demonstrates the excellent performance of MIBWOA in solving the dynamic DNR problem
from an algorithmic perspective. In the more computationally intensive dynamic DNR
problem, MIBWOA required an average of 6 iterations to converge to the optimal solution.
MIBWOA required 63 s to complete an iteration, and other algorithms were significantly
slower with regard to their own iteration times for static DNR. MIBWOA can still maintain
accuracy, while the accuracy of other algorithms has dropped significantly. Similar to DGP
and static DNR, MIBWOA could reach the global optimal solution after six iterations, it
was capable of finding the optimal solution with the fewest iterations and at the fastest
speed, and it showed that MIBWOA is still highly adaptable to multi-objective problems
with large computations.

Figure 17 illustrates the active power loss in the distribution network under different
conditions. In Figure 17a , the initial state of the distribution network exhibits the highest
active power loss, which is partially alleviated by static DNR. However, dynamic DNR
achieves the most favorable results in reducing the losses. In Figure 17b, the overall power
loss is highest when DGs were not used in the initial state, followed by the scenario where
DGs were utilized in the initial state. After optimization with MIBWOA, the distribution
network showed significant improvement in reducing active power loss compared to the
initial state.

Table 10. IEEE-33 dynamic DNR results, including DG and load forecasting.

Period Power Loss/kW Voltage Deviation Carbon Emissions/kg Open Circuit Code

period 1 30.63 0.53 55,973.76 28, 34, 9, 14, 16

Initial state 58.72 1.08 83,400.96 33, 34, 35, 36, 37

period 2 36.65 0.58 60,639.92 28, 34, 9, 14, 16

Initial state 36.65 0.58 60,639.92 28, 34, 9, 14, 16

period 3 35.28 0.57 58,325.40 28, 7, 9, 14, 16

Initial state 36.41 0.57 60,504.42 28, 34, 9, 14, 16

period 4 39.62 0.6 63,719.06 28, 7, 10, 14, 17

Initial state 43.38 0.65 59,969.61 28, 7, 9, 14, 16

period 5 39.9 0.62 60,236.38 28, 7, 9, 14, 17

Initial state 40.34 0.6 62,923.73 28, 7, 10, 14, 17

period 6 32.95 0.55 57,093.81 27, 34, 9, 14, 17

Initial state 34.85 0.58 54,383.97 28, 7, 9, 14, 17

period 7 39.91 0.6 63,535.58 28, 34, 9, 14, 17

Initial state 40.88 0.61 63,668.84 27, 34, 9, 14, 17
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Table 10. Cont.

Period Power Loss/kW Voltage Deviation Carbon Emissions/kg Open Circuit Code

period 8 36 0.58 57,810.34 28, 7, 9, 14, 17

Initial state 38.45 0.58 61,374.55 28, 34, 9, 14, 17

period 9 16.79 0.39 41,052.65 28, 34, 9, 14, 17

Initial state 20.34 0.45 41,856.58 28, 7, 9, 14, 17

period 10 35.56 0.58 56,877.09 28, 7, 10, 14, 16

Initial state 41.8 0.62 64,542.37 28, 34, 9, 14, 17

period 11 29.94 0.52 52,874.29 28, 7, 9, 14, 16

Initial state 38.66 0.6 60,677.02 28, 7, 10, 14, 16

period 12 30.43 0.53 55,337.45 28, 34, 10, 14, 17

Initial state 43.1 0.64 61,941.51 28, 7, 9, 14, 16

period 13 34.37 0.56 55,509.76 28, 7, 10, 14, 37

Initial state 47.64 0.66 67,773.87 28, 34, 10, 14, 17

period 14 27.88 0.51 50,240.60 28, 7, 10, 14, 37

Initial state 27.88 0.51 50,240.60 28, 7, 10, 14, 37

period 15 37.22 0.59 58,199.42 28, 7, 10, 14, 16

Initial state 37.34 0.6 58,548.97 28, 7, 10, 14, 37

period 16 39.21 0.61 59,878.33 28, 7, 9, 14, 37

Initial state 39.67 0.6 59,966.68 28, 7, 10, 14, 16

period 17 35.24 0.57 59,063.16 28, 34, 9, 14, 37

Initial state 39.92 0.64 55,480.01 28, 7, 9, 14, 37

period 18 46.25 0.66 65,336.85 28, 7, 10, 14, 16

Initial state 47.42 0.66 68,341.25 28, 34, 9, 14, 37

period 19 19.6 0.43 42,968.27 28, 7, 9, 14, 17

Initial state 19.84 0.43 43,463.57 28, 7, 10, 14, 16

period 20 39.41 0.61 62,370.93 27, 34, 10, 14, 37

Initial state 40.29 0.63 58,356.08 28, 7, 9, 14, 17

period 21 41.51 0.63 61,445.81 7, 7, 9, 14, 17

Initial state 44 0.64 64,484.53 6, 34, 10, 14, 37

period 22 36.47 0.58 59,390.08 6, 34, 9, 14, 37

Initial state 36.8 0.6 56,262.97 7, 7, 9, 14, 17

period 23 41.69 0.62 64,852.93 7, 34, 9, 14, 17

Initial state 43.03 0.64 64,916.33 6, 34, 9, 14, 37

period 24 43.5 0.62 51,392.00 7, 7, 9, 14, 17

Initial state 44.79 0.78 53,482.00 7, 34, 9, 14, 17

Table 11. Algorithm performance comparison.

Algorithm Iterations Time/s Optimum Probability/%

BOA 35 216.43 52
SHO 27 205.38 66
GSA 31 142.34 70

BWOA 21 150.22 64
MIBWOA 6 63.11 100
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(a) Comparison of initial, static DNR and dynamic DNR

(b) Comparison of initial without DG, initial with DG, dynamic DNR without DG and dynamic DNR with DG.

Figure 17. Power loss comparison under different conditions.

Figures 18 and 19 depict the voltage distribution in the distribution network before
and after dynamic DNR, respectively. The smoother the graph, the better the voltage
distribution of the distribution network. From the top, front, and back views, it can be
seen that, in both cases, the voltage distribution improves after the integration of DGs.
Furthermore, the distribution network optimized with MIBWOA exhibits increased stability
compared to the initial state, with smaller voltage differences between different nodes.
This shows that the solution provided by MIBWOA can make the operation of distribution
network more stable and ensure the safety of the system.

Figure 20 illustrates the carbon emissions under different conditions. The pollution
generated by the distribution network in the initial state is significantly higher compared
to the optimized state with MIBWOA. Compared with standard DNR, dynamic DNR
supported by MIBWOA can optimize and further reduce pollution for distribution net-
work operation. The introduction of distributed generation, whether in the initial state
or the optimized state, leads to improvements in pollution reduction. Therefore, dis-
tributed generation plays a crucial role in addressing engineering issues in the distribution
network. The table shows that using the solutions provided by MIBWOA significantly
reduces the pollution caused by the distribution network, which is essential for sustain-
able development.
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(a)

(b)

Figure 18. (a) Node voltage distribution diagram without DG in the initial state; (b) Node voltage
distribution diagram with DG in the initial state.

(a)

(b)

Figure 19. (a) Node voltage distribution diagram without DG after dynamic DNR; (b) Node voltage
distribution diagram with DG after dynamic DNR.
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(a) Comparison of initial, static DNR and dynamic DNR

(b) Comparison of initial without DG, initial with DG, dynamic DNR without DG and dynamic DNR with DG.

Figure 20. Carbon emissions comparison under different conditions.

Figure 21 shows the solution sets selected by MIBWOA for different time periods.
It is evident that the solution sets are different for each time period. Therefore, dynamic
DNR is more realistic and efficient compared to static DNR, as it can better adapt to
changing conditions.

(a) (b)

Figure 21. Cont.
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(c) (d)

Figure 21. (a) Pareto solution from periods 1 to 6; (b) Pareto solution from periods 7 to 12; (c) Pareto
solution from periods 13 to 18; (d) Pareto solution from periods 19 to 24.

In conclusion, MIBWOA shows excellent performance in dynamic DNR problems.
By optimizing the three indicators of active power loss, voltage offset, and carbon emissions,
the distribution network can be operated in a more ideal condition, using DGP as the
background of the DNR problem and providing multi-period DGP–DNR problem solutions,
thereby assisting in solving engineering problems in distribution networks.

6. Conclusions

Aimed at addressing the DGP–DNR problem, a multi-objective optimization model for
the distribution network was constructed to minimize active power loss, voltage deviation,
and carbon emissions. Real-time prediction of DG output power and user load power was
achieved using DeepSCN. The proposed MIBWOA algorithm was utilized to solve the
problem model.

Due to the instability and uncertainty in DG output power and user load power, using
a distribution function to simulate power would lead to significant errors and make it
challenging to combine the proposed problem model with the actual situation. Using
DeepSCN to predict power effectively avoids this problem.

In the MIBWOA algorithm, the selection strategy based on the Pareto theory was
applied to transform it into a multi-objective algorithm. The algorithm can simultaneously
optimize continuous and discrete problems by adding a selectable discretization module.
The Cubic–Tent chaotic map was introduced to generate an initial population to improve
the distribution of the initial solution set. The population update formula with the fusion of
the optimal gene was used to increase the convergence efficiency. The population mutation
with adaptive adjustment based on Wald and elite reverse learning was added to improve
the algorithm’s accuracy and ability to escape local optima.

The improved results of the algorithm were verified through various test functions.
MIBWOA exhibited excellent performance compared to other algorithms in both single-
objective and multi-objective test functions. By using DGP in the IEEE-33 distribution
network system, the optimal locations for distributed generation were determined. This
enabled the distribution network to reduce active power loss by about 31.15 percent,
improve voltage balance by 38.23 percent, and reduce carbon emissions by 23.26 percent
under ideal operating conditions. The location selection scheme provided by MIBWOA
can significantly optimize the operational state of the distribution network, thus providing
a favorable initial environment for subsequent DNR. Furthermore, through two static DNR
experiments, MIBWOA was shown to help the distribution network reduce active power
loss by about 31.15%, increase voltage stability by 38.3%, and reduce carbon emissions by
52%. We compared and validated MIBWOA’s outstanding adaptability and superiority in
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solving the DNR problem. MIBWOA was then applied to the dynamic DNR problem based
on DGP. Under the action of MIBWOA, the distribution network could reduce active power
loss by about 45.11%, increase voltage stability by 52.6%, and reduce carbon emissions by
27.64%. It effectively obtained the Pareto solution set of the problem, which has a positive
impact on engineering issues in the distribution network.

In the future, there are several directions that can be explored to further enhance the
research presented in the paper: (1) Expansion to multiple distribution network systems—
while the paper focused on the IEEE-33 distribution system, it would be valuable to extend
the experimental evaluation to include other distribution network systems. This would
provide a broader understanding of the proposed algorithm’s performance and applicability
across different network configurations and sizes. (2) Optimizing the time intervals for
the dynamic analysis of the distribution network can significantly impact its efficiency.
Exploring methods for efficient time interval partitioning, considering factors such as load
variations, DG output fluctuations, and control actions, would be beneficial. This would
reduce the number of network actions required and improve the overall efficiency of the
distribution system.
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